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We study a class of Metropolis—Hastings algorithms for target measures
that are absolutely continuous with respect to a large class of non-Gaussian
prior measures on Banach spaces. The algorithm is shown to have a spec-
tral gap in a Wasserstein-like semimetric weighted by a Lyapunov function.
A number of error bounds are given for computationally tractable approxima-
tions of the algorithm including bounds on the closeness of Cesdro averages
and other pathwise quantities via perturbation theory. Several applications il-
lustrate the breadth of problems to which the results apply such as various
likelihood approximations and perturbations of prior measures.

1. Introduction. The goal of this article is to study convergence rates and stability to
perturbations of a class of Metropolis—Hastings (MH) algorithms for sampling target mea-
sures that are absolutely continuous with respect to an underlying non-Gaussian measure.
Targets in this class naturally arise as posterior measures in Bayesian inverse problems with
non-Gaussian priors. We show that under general conditions, the algorithms of interest to
us have a dimension-independent spectral gap with respect to a transport semimetric on the
space of probability measures. Furthermore, we present a general perturbation result stating
that the invariant measure of the algorithm depends continuously on perturbations of the pro-
posal kernel and acceptance ratio. We also give bounds on the closeness of Cesdro averages
and other pathwise quantities from the perturbed transition kernel.

Let ‘H be a separable Banach space with norm || - || and P (#) denote the space of Radon
probability measures on H, assigning measure 1 to the whole space. Consider i, v € P(H)
satisfying

I Yy = L exp(-w H
ey @(M)—EGXP(— W), ueH,

where W : H — R is a measurable function and Z = p(exp(—W¥)) is a normalizing constant,
and for any measure u and function ¢, u(p) := fH ¢(u)u(du). In Bayesian inference, the
measure v is precisely the posterior measure, which is absolutely continuous with respect
to the prior measure . In applications such as Bayesian inverse problems and uncertainty
quantification, our goal is often to estimate integrals of the form v(¢) for a function of interest
¢ : H — X where X is a separable Hilbert space with norm || - || x. Since this integral is
often intractable we approximate it using 7! > k=1 ¢(Uy), where the sequence {Uj};_, are
distributed according to v as n — oo.

We are primarily interested in the setting where we cannot sample from v directly but we
can sample from w. Then an algorithm is needed that can approximately sample v. A common
approach constructs a Markov transition operator P with invariant measure v, then collects
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paths Uy ~ 73"_18”0 starting from a fixed initial condition Uy = ug. Because it is not pos-
sible to simulate paths numerically on an infinite-dimensional state space, in practice finite-
dimensional approximations to the exact algorithm are used. A well-known example of such
an algorithm is the preconditioned Crank—Nicholson (pCN) algorithm [6]; a MH algorithm
for p that is absolutely continuous with respect to a Gaussian measure. In this article, we
consider a generalization of the pCN algorithm, called the RCAR algorithm, that generalizes
this assumption to non-Gaussian prior measures.

The remainder of this section is organized as follows: We recall the RCAR algorithm in
Section 1.1 and give an overview of our main results in Section 1.2. Relevant literature to
our work is discussed in Section 1.3 followed by a concrete running example in Section 1.4
which is used throughout the article to demonstrate our theoretical results and conditions in
a practical setting. An outline of the article is given in Section 1.5.

1.1. The RCAR algorithm. The MH algorithm we study utilizes a proposal akin to a
random coefficient autoregressive proposal (RCAR), defined as follows.

DEFINITION 1 (RCAR-MH kernel). Given a function ¥ : H +— R, a transition kernel
K (u, -), and an innovation measure A € P(#), the RCAR-MH transition kernel P is defined
as

@ Pl i= QG vt )+, [ (1- ot w) Qi dw), ueH,
H

with proposal transition kernel

3) Qu, ) :=Ku,)*2x,

and acceptance ratio function

4) a(u,v) :=1Aexp(V(u) — ¥ ()).

The RCAR-MH family of kernels defined above are commonly encountered in the design
of MH algorithms. The form (2) is often referred to as the lazy chain representation of P.
The first term accounts for the proposal of a new point v ~ Q(u, -) that is then accepted with
probability «(u, v) and the chain moves from u to v. The second term accounts for the event
where the proposed point v is rejected and the chain remains at u.

We summarize the RCAR algorithm in Algorithm 1 for reference. Many common MH
algorithms such as the random walk (RW) algorithm [42] and pCN [6] fall within the RCAR-
MH family. In both RW and pCN the measure A is taken to be an appropriate Gaussian
measure. The kernel K = §, for RW, while K = §g, for a constant 8 € (0, 1) in the case of
pCN.

Consider the measure v defined in (1) with u € P (). It was shown in [23], Theorem 2.1,
that under mild conditions on W, the measure v is an invariant measure of P provided that Q
is reversible with respect to u, that is,

5) /QWﬁmmwzfgmAmmn
A B
for Borel sets A, B € H.

Algorithm 1 Generic RCAR-MH

Set j =0 and choose Uy € H.

At iteration j propose W1 =¢j11 +&j41 where £j41 ~K(Uj, ) and ;41 ~ A.
Set U1 = W41 with probability a(U;, W;11).

Otherwise set Uj 1 =U;.

Set j < j + 1 and return to step 2.

kv
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The article [23] presents multiple numerical experiments demonstrating the ability of
RCAR to sample the target measures v that arise as posterior measures in Bayesian inverse
problems with non-Gaussian priors. The RCAR algorithm is widely applicable since appro-
priate proposal kernels Q can be identified for many commonly used probability distributions
such as Gaussian, Laplace and Gamma (together with their extensions to infinite-dimensional
measures). However, as yet no analysis of RCAR convergence rates and existence/uniqueness
of invariant measures of P has been performed. In general, ensuring that Q is pu-reversible
depends on the choice of A and C in relation to w and is often the most difficult aspect of
designing new MH algorithms, especially when 7 is infinite-dimensional [6, 23]. However,
pu-reversibility of Q only ensures that v is an invariant measure of P. The primary goal of
this article is to analyze the convergence properties of P, showing the existence and unique-
ness of an invariant measure to which convergence occurs at an exponential rate. We further
justify the use of perturbed/finite-dimensional versions of the algorithm by providing general
perturbation bounds.

1.2. Overview of main results. 'We now give a brief survey of our main results with sim-
plified technical assumptions. Details of these results are presented in Sections 3 and 4. Let
‘P be an RCAR-MH kernel as in Definition 1 with a transition kernel K and innovation mea-
sure A. Our first result concerns the existence of a spectral gap for P in certain semimetrics
implying exponential convergence to a unique invariant measure; throughout we will use the
term “spectral gap” in topologies other than L2, consistent with [18, 19].

For g > 1 and n, w, 6 > 0 define the semimetric

| A alul 4+l u — vl
w

~ 1/2
©  dyw=|( )@+ ot +o1w1)|

for points u, v € H. We refer to ciq as a semimetric since it does not satisfy the triangle in-
equality but satisfies other metric axioms. This semimetric further induces a transport semi-
metric

(7) dy(vi, )= inf / dy(u, v)(du, dv) Vv, v € P(H),
TE€Y(v,v2) JHXH

where Y (v, v2) denotes the space of all couplings between probability measures vy, v2. We

let P1(#; dg4) C P(H) denote the subspace of probability measures on H for which d, (-, 0) is

integrable. Then our first main result states that the RCAR-MH kernel has a unique invariant
measure to which exponential convergergence occurs in d,;.

MAIN RESULT 1. Suppose A has bounded moments of degree p > 1 and the Lipschitz
constant of ¥ does not grow faster than || - ||9 for some integer g < p. Then under regularity
conditions on K and for an appropriate choice of the constants 1, w, 0 it holds that:

(a) There exist constants (y,n) € (0, 1) x N so that
)] dy(P"v1, P"v2) < ydy(vi,v2) Vi, v € PL(H; dy).

(b) P has a unique invariant measure v € P'(H; czq).
(¢) If Q is u-reversible then v coincides with the target measure (1).

Detailed statement and proof of this result is presented in Section 3 where we give a de-
tailed statement of the underlying assumptions on W and K required to prove the three state-
ments as well as the detailed versions of these results. The proofs are further postponed to
Appendix A.



1830 B. HOSSEINI AND J. E. JOHNDROW

It was shown in [23] that the RCAR algorithm satisfies detailed balance whenever (5) holds
and so has unique invariant measure v given by (1). In Section 3.2 we present an alternative
proof of the fact that P has a unique invariant measure by showing that P is Feller, implying
that P has a unique invariant measure under more general conditions than (5). However,
without (5) one cannot guarantee that the invariant measure is the target v in (1); see also
Remark 3.

Our second main result concerns the perturbation properties of RCAR-MH kernels. In
many applications, such as when H is a function space, the RCAR algorithm cannot be im-
plemented exactly since it is not possible to simulate X and X, and one resorts to numerical
approximations by discretization or direct approximations of W, X or A. To this end, we pro-
vide bounds on the approximation error resulting from using perturbations P, of an RCAR-
MH kernel P. We characterize closeness of the invariant measure(s) of P, to v, as well as
the similarity of the dynamics of U ~ Pk Sup to UZ ~ Pé‘(Suo for ug € H. We emphasize that
while the main result below is stated for RCAR-MH kernels, the results we prove in Sec-
tion 4 are indeed more general and are applicable to any P that satisfies the conditions of
the weak Harris’ theorem (see Proposition 1) below. Before proceeding further let us recall
the Lipschitz seminorm with respect to the semimetric ch on (Bochner) measurable functions
¢ : H — X for a separable Hilbert space X’:

o) — @)y
)] llell = su 2 -
o, = d v

MAIN RESULT 2. Suppose that the conditions of Main Result 1 hold and let P, be a

Markov transition kernel on H. Suppose that || - |9 is a common Lyapunov function (see
Definition 3) for P and P for sufficiently small ¢ so that

Pllull? <« llul? + K, Pellull? <xllull? + K,

for constants (k, K) € (0, 1) x (0, 400), and that there exists a bounded function ¥ : Ry +—
Ry for which

dy(Pebu, P8y) < ¥r(e) (1 + |ul??).

(a) Then there exists a constant C1 > 0 independent of ¢ > 0 so that

dy (v, v:) < Crp@[1 + ve(ll - 193)],

where v is the unique invariant measure of ‘P and v, is any invariant measure of Ps.

(b) Let X be a separable Hilbert space with norm || - ||x and ¢ : H — X be v-Bochner
measurable and satisfy |||¢]|l i, < +00. Then there exist constants C; >0, j =2, ...,4, inde-
pendent of n > 2 and ¢ > 0, such that

=
X

el
% (czwe) IPRACNN c4i),
1—y n

Jn

1 n—1
B2 3 ot00) - v
n
k=0
where Uf ~ PX=18,, for any initial state ug € H.

We present detailed versions of the above statements together with our underlying assump-
tions on P, P, in Section 4. Detailed proofs of those results are postponed to Appendix B.
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1.3. Relevant literature. The convergence rate results we give here rely on the existence
of Lyapunov functions of P and P; to control stochastic stability. The use of Lyapunov func-
tions has been important at least since [21], and their application to convergence analysis
of Markov chains is developed in great detail in the influential text of Meyn and Tweedie
[36]; see also the more recent text of Douc et al. [14]. In the Markov chain Monte Carlo
(MCMC) literature, convergence is often studied by showing a form of Harris’ classic theo-
rem [20], which states that a Markov chain is uniquely ergodic if there exists a set satisfying
an analogue of Doeblin’s condition, perhaps holding only for the n-step kernel P" for some
n < +o0, that is visited infinitely often. One typically proves Harris’ result by showing a
minorization condition for P" on sublevel sets of the Lyapunov function [44]; an elementary
proof can be found in [17]. Example applications of such “drift and minorization” arguments
to MH algorithms can be found in [25, 35, 43].

Proofs of Harris’ theorem utilizing a Lyapunov condition typically guarantee exponential
convergence toward the unique invariant measure in a total variation (TV) metric weighted
by the Lyapunov function [17]. When the state space is high or infinite-dimensional, such TV
metrics are a poor choice because probability measures on infinite-dimensional spaces have a
tendency to become mutually singular after small perturbations [4]. Due to this phenomenon
it is typically not possible to couple two copies of a Markov chain such that they move
to exactly the same point with positive probability, even over multiple steps. However, for
measures on Banach spaces one can typically show a topological irreducibility condition,
that is, that the two copies draw together over time in an appropriate (semi)metric, at least
when initialized inside of sublevel sets of a Lyapunov function.

We study convergence of the RCAR algorithm on infinite-dimensional Banach spaces us-
ing the “weak Harris” theorem of Hairer et al. [18]. This can be viewed as an extension of the
ordinary Harris theorem to transport semimetrics. These semimetrics are designed to induce
a topology on bounded sets such that the topological irreducibility condition holds. An appli-
cation of the weak Harris’ theorem to the pCN algorithm can be found in [19], wherein it is
proved that pCN has a dimension-independent spectral gap. As the pCN algorithm is a spe-
cial case of RCAR with a Gaussian innovation A and a deterministic kernel K(u, -) = g, our
results for dimension-independent spectral gap of RCAR can be viewed as a generalization
of [19].

Our approximation theory on the other hand is inherently different from [19]. Rather than
showing analogous spectral gap results for discretizations of the algorithm and then showing
that the invariant measures are close as in [8, 33], we instead utilize perturbation bounds as
in [27] to bound the distance between the invariant measures by the n-step approximation
error between the exact kernel P and the approximation P;. Perturbation theory for MCMC
is also studied in [37, 38, 45], but these results are not well suited to our infinite-dimensional
state space setting, since they require the triangle inequality which is typically not satisfied
by the transport semimetrics that we work with. The perturbation bounds we obtain have the
advantage of controlling all of the quantities of interest in terms of the spectral gap of the ker-
nel P and a pointwise bound on the approximation error of the approximate kernel P,. We
further apply these results to cases where the innovation X or the kernel X cannot be exactly
simulated, using arguments similar in spirit to those used to prove convergence rates for dis-
cretization of MH proposal kernels in [27] but technically much more involved. Rather than
changing norms to Ly (v) to obtain a central limit theorem, we proceed in the tradition of [16,
30, 31, 34] and give variation bounds using the Poisson equation. This gives approximation
error bounds to v, as well as approximation error bounds for pathwise quantities for both P
and P, for elements of the function space {¢ : |||¢|l| i, < +o0}, without requiring any direct

analysis of P or vg. This technique is related to classical Martingale and potential methods
[41].
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We highlight that our purpose here is to show error bounds that are independent of di-
mension and allow us to obtain rates for the error in quantities of interest, not to produce
quantitative estimates of the number of steps necessary to achieve a particular accuracy. All
of the bounds we give for approximate versions of the algorithm depend only on the spec-
tral gap of the exact kernel P, and the pointwise accuracy of the approximate kernel P, as
well as the constants in its Foster—Lyapunov condition. While the former is independent of
dimension, the latter two quantities relating to P, typically improve as ¢ — 0 and P, draws
closer to ‘P. This behavior contrasts with the typical performance of “drift and minorization”
bounds in weighted TV norms for finite-dimensional problems where the spectral gap tends
to vanish as dimension increases (see e.g., [40]). In a sense, the dimension-independence
of our results can be attributed to choosing a semimetric that is better adapted to high or
infinite-dimensional spaces than weighted TV.

It is worth noting that one can typically obtain sharper numerical estimates of mixing or
relaxation times using geometric inequalities, such as log-Sobolev, Cheeger and Poincaré
inequalities. A thorough review of these techniques and their application to MH algorithms
is given in [13]. More recent work applying geometric inequalities to obtain sharp bounds
for mixing times of MH on bounded subsets of R? can be found in [11, 12]. Geometric
inequalities are combined with Lyapunov arguments to obtain sharper estimates of relaxation
times for MH on R in [26]. At the time of this writing, we are not aware of analogous results
for infinite-dimensional MH.

1.4. An illustrative example in nonlinear regression. We now outline the details of a
running example that is used throughout the article to give context to the main ideas and as-
sumptions in our analysis. The motivation for this example is the semi-supervised regression
(SSR) problem [2, 15]; the task of inferring a function on a graph from indirect and limited
observations of its values on a subset of the nodes. In the large graph limit, as the number of
vertices tend to infinity, the SSR problem converges to a nonlinear regression problem where
a nonlinear transformation of a latent function is observed at a few points and the goal is to
recover the latent function.

EXAMPLE 1 (Nonlinear regression). Let T be the unit circle and H = H ' (T) the Sobolev
space of weakly differentiable functions on the unit circle with square integrable first deriva-
tives. Suppose u’ € H'(T) is the ground truth function from which the following data is
measured:

yGRm, yjztanh(uT(xj))—i-ej.

Here {x;}" L are fixed points in T and the ¢/ Y "N(0, %) with variance o > 0. Since H!(T)
is embedded in C(T) by the Sobolev embedding theorem [1], then the pointwise evaluation
of u' is well defined.

Now consider the inverse problem of inferring the function ' from an instance of the
data y. To solve the problem we write Bayes’ rule [47] in the following form:

10 d—v = W(u;y) Z(y) = W (u; d
10 T =esep(-¥w ). Z0)= [ exp(-w s y)udn),

1
Z(y)
where W is the likelihood potential, u is the prior probability measure and v is the posterior
measure. Since the €; are Gaussian we ascertain that the likelihood potential W (u; y) is given
by
m

\Il(u;y)— Z|tanh u(x;j)) — | )
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As for the prior measure & we take

o0
(11) u=LawlZamj¢j},

j=1
where {1, ;"; | i Gamma(1/5, 1) random variables with Lebesgue density f(z) = #/5) X
151 exp(—1)1(,00)(¢) for € R. The ¢; are the DB12 wavelet basis [10] normalized in
L*(T) with scaling function ¢g and

Gokam () =222t —my), k=1,2,...,m=0,1,2,...,2F —1,
with ¢ denoting the DB12 mother wavelet. Finally, the coefficients {a j}?ozl are chosen as

ar=1 and ap,,, = 272k,

Our choice of the a; and the laws of 7; together with the regularity of the DB12 wavelets
ensure that 4 has full support on the subspace of H'(T) consisting of functions with positive
wavelet coefficients.

In order to sample the resulting posterior we employ [23], Algorithm 4, an instance of the
RCAR algorithm for the prior . For a fixed 8 € (0, 1) we take

o0
iid.
K(u,) =Law[2 7 <u,¢_,->Lz(T)¢,~}, {r;}52, "= Beta(B/5. (1 — B)/9),
j=1
with (-, -) 127y denoting the L?(T)-inner product. We then define the innovation A as
ad iid
(12) A:LaW{Zajgjqu}, g; ~ Gamma((1 — B)/5,1).
j=1

It then follows from [23], Theorem 3.4, that the resulting proposal kernel Q as in (3) is u-
reversible, implying that the RCAR-MH kernel P is v-reversible in this example.

Figure 1 depicts an example application of the RCAR-MH algorithm described above for
recovering a function u¥ with sparse and positive wavelet coefficients; the details of this
experiment are summarized in Section 5.1. Here we truncate the infinite sum in (11) up to
N terms. Figure 1(a) shows the ground truth function " together with the measurements y
and the resulting posterior mean obtained from RCAR-MH samples with N = 128 wavelet
modes. Figure 1(b) shows the average MH acceptance ratio as a function of the step size

x == Ground Truth
-04 = Posterior Mean
* Measurements

-0.6

0 02 04 06 08 1 0.85 0.9 0.95
(a) (b)

FIG. 1. Representative numerical results for Example 1. (a) The ground truth function uf together with the
measurements y and the RCAR-MH estimate of the posterior mean. (b) The acceptance ratio of RCARC-MH as a
Sfunction of the parameter B for different number of wavelet modes N .
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parameter 8 for various choices of N (the dimension of the inference parameter). The inde-
pendence of the acceptance ratio from the dimension N is a telltale sign of the dimension-
independent convergence properties of RCAR-MH. Similar behavior was also observed in
the numerical experiments considered in [23].

1.5. Outline of the article. We dedicate Section 2 to preliminary results and definitions
that are used throughout the article and fix our notation. In Section 3 we give results pertaining
to the convergence properties of RCAR-MH kernels which together constitute the detailed
version of Main Result 1. Analogously Section 4 contains our main perturbation results for
Markov kernels that satisfy the conditions of weak Harris’ theorem constituting the detailed
statement of Main Result 2. We consider several applications of our results in Section 5, and
dedicate Section 6 to conclusion and offer some thoughts on future directions. Appendices A—
C contains the technical proofs of key results that are not included in the main text.

2. Preliminaries. We gather here some preliminary results on ergodic theorems and the
weak Harris’ theorem as well as some notation and terminology that is used throughout the
article. Results on ergodicity, most notably the weak Harris’ theorem are reviewed in Sec-
tion 2.1 while further notation is outlined in Section 2.2.

2.1. Results on ergodicity. We study convergence in the context of the weak Harris theo-
rem of [18], which is an extension of the classical Harris’ theorem to Wasserstein-type notions
of distance defined in terms of lower semi-continuous semimetrics referred to as “distance-
like” in [18].

DEFINITION 2. A function d : H x H +— R is distance-like if it is positive, symmetric,
lower semi-continuous and d(u, v) =0 iff u = v.

Nonnegative functions that satisfy all of the metric axioms save the triangle inequality are
often referred to as semimetrics, and we also adopt this terminology. Thus, a distance-like
function is a lower semi-continuous semimetric. Given a distance-like function d, we can
extend it to a Wasserstein or transport-like positive function on P () via

(13) d(ui,p2) = _inf / d(u, vy (du, dv),
meY (1, 12) JHXH

where we recall Y (w1, ) is the space of all couplings of p; and w», i.e., the space of
measures 7 € P(H x H) whose marginals on the first and second variables coincide with ¢
and 1, respectively. We also introduce the subspace P! (#;d) C P(H) as

(14) PY(H,d) = {MGP(H) ‘Ad(u,O),u(du)<+oo},

following the standard notation for Wasserstein topologies [50].

Given a distance-like function d we also introduce the space Lip(d) consisting of functions
that are Lipschitz continuous with respect to d. More precisely, for a separable Hilbert space
X with norm || - || x, define

(15) Lip(d) :={¢: H > X :|lglly < +o0},
where

L low) —e)llx
(16) llelly == il;r; d0.0)

Observe that the definition in (9) is just a specific example of (16) with the choice of d =
dy defined in (6). We now define some properties of P that together give the weak Harris
theorem.
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DEFINITION 3. A function V : H +— R is a Lyapunov function for a Markov transition
kernel P if there exist (k, K) € (0, 1) x (0, +00) so that

PVYwu)<kVu)+K VueH.

Lyapunov functions are a standard way to control tail behavior of P. We further require
that when initiated from two d-nearby points, we can couple two copies of the Markov chain
evolving according to P such that they draw together in one step.

DEFINITION 4. A distance-like function d : H x H — [0, 1] is contracting for a Markov
operator P if there exists y; € (0, 1) so that

d(Pé,, Péy) <yvid(u,v) wheneverd(u,v) < 1.

The assumption that d is capped at 1 is entirely innocuous; for details see [18], Remark 4.7.
Finally, we will need a type of topological irreducibility on sublevel sets of V reminiscent of
Doeblin’s condition [36], Section 16.2.1, in the classical TV theory of convergence.

DEFINITION 5. For every R > 0 the sublevel sets S(R) :={u | V(u) < R} of V are d-
small for a distance-like function d : H x H — [0, 1] if there exists y»(R) € (0,1) andn € N
so that,

sup  d(P"8,, P"8y) < v2(R).
u,veS(R)

In some cases it is possible to show that Definitions 4 and 5 hold with n = 1, but it is
imperative for our technical results to use Definition 5 with a sufficiently large n. Given a
distance-like function d, we define a new weighted distance-like function

17) d(u, v) = [d(, V)2 +0V @) + 0V )],

for a parameter 8 > (0. Observe that the c?q semimetric introduced in (6) is a particular ex-
ample of (17) with V(u) = ||u||? and d(u,v) =1 A o '+ nllull + nllvl)?|ju — v]|. Once
again we use the same notation to denote the induced semimetric don P (H) and in turn the
subspace PY(H; c?) as in (14). The following is a discrete-time version of [18], Theorem 4.8,
that is more natural for our setting. Although [27] shows this condition in the case where
n =1 in Definition 5, the extension to general » is a minor modification of their argument;
and indeed, of the continuous-time result in [18].

PROPOSITION 1 ([18], Theorem 4.8 and [27], Theorem 3.9). Suppose d is contracting
for P, and P has a continuous Lyapunov function V with d-small level sets. Then there exist
constants (y,0,n) € (0, 1) x (0, 400) x N such that

d(P"8,,P"8,) < yd(u,v) Vu,veH.

We refer to the constant 1 — y as the d-spectral gap of P.

Next we recall the definition of a Feller Markov operator. Let C(#) and C,(H) denote the
spaces of continuous functions and continous and bounded functions on H respectively.

DEFINITION 6. A Markov operator P is Feller if Pp € C(H) for every ¢ € Cp(H). That
is, P is Feller if and only if u — P(u, -) is continuous in the topology of weak convergence.

By [18], Corollary 4.11, if P is Feller and the distance-like function d satisfies some mild
conditions, Proposition 1 also implies the existence of a unique invariant measure for P.
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2.2. Notation. We gather some notation for future reference. Throughout Sections 3 H is
a separable Banach space with norm || - ||. In the applications in Section 5, we take H to be a
separable Hilbert space with norm || - || and inner product (-, -). In either case H* denotes the
dual of . Throughout, Br(v) C H denotes the closed ball in the topology of || - || of radius
R > 0 centered at v. We say that a measure u € P(H) has bounded moments of degree p
whenever || - |? € L' (i). At various points we also consider a second separable Hilbert space
X with norm || - || x¥ and inner product (-, -) y. Furthermore, we often use the notation ()
to denote the integral fH @(u)u(du) which is understood in the Bochner sense whenever
¢ : H — X. We also use the standard notation [E£ to denote expectation of a random variable
& and P(A) to denote the probability of an event A. The measure with respect to which this
probability is computed will be clear from context.

3. Convergence theory for RCAR. In this section we gather our main theoretical results
pertaining to the convergence properties of RCAR-MH kernels as in Definition 1, constituting
a detailed version of Main Result 1. We gather our main assumptions on the potential ¥ and
the kernel X in Section 3.1, using Example 1 throughout to give context to our assumptions.
We then outline Theorems 1, 2 and 3 which, in turn, identify a Lyapunov function for P,
show that P is contracting for an appropriate semimetric, and that P has a unique invariant
measure. We postpone the proofs of these theorems to Appendix A and only summarize the
important details and implications of our results.

3.1. Assumptions on the potential ¥ and the kernel K. Following Definition 1 the
RCAR-MH kernel P requires three main ingredients: the potential function W, which is
used to define the acceptance ratio function «; the kernel IC; and, the innovation measure A.
In order to prove Main Result 1 we need the function W and the kernel K to satisfy certain
regularity and growth assumptions. As we will discuss below and also in Section 5.3, some
of these conditions are rather strict and technical. Our only requirement for the innovation
measure A is that it has moments of degree p > 1.

ASSUMPTION 1. The function ¥ : ‘H — R satisfies one or more of the following condi-
tions:

(a) (locally bounded from above) For every R > 0 there exists a constant M(R) > 0 so
that

\I’(M) < M1 Yu € BR(O).
(b) (locally bounded from below) There exist constants g, M>, M3 > 0 so that
W(u) > M3 — Mplog(1+ ul|?) VueH.

(©) gincreasing in the tail) For every E be (0, 1) there exist strictly positive constants
Ro(B,b), M4(B, b) > 0 so that Yu € Bg,(0)¢

inf  exp(V(u) — ¥ (v)) > M.
VEBG (1) uy (B10)

(d) (locally Lipschitz) There exist constants L > 0 and g > 0 so that
(W) — W) < LAV Iul?V|v|9)|u—uv] Yu,veH.

These assumptions are morally equivalent to the assumptions on the potential in [19].
Assumption 1(a) and (b) ensure that whenever p has bounded moments of degree p > 1
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then the measure v as in (1) is well defined for any ¢ < p [22], Theorem 4.3. In the con-
text of Bayesian inverse problems the function W is a negative log-likelihood function and
often these assumptions are easily satisfied. For example, for additive noise models [22], Sec-
tion 4.1, the constants M3 and M; can be taken as zero and Assumption 1(a) can be verified
so long as the forward map is bounded. Assumption 1(d) is a regularity condition controlling
the rate at which the Lipschitz constant of W can grow. This condition is also commonly
encountered in the literature on Bayesian inverse problems and can be verified in many ap-
plications [22].

Assumption 1(c), however, is not common and amounts to W being an increasing function
in the tails which, as discussed in Section 5.3, may not hold for many benchmark problems in
statistics and inverse problems. Although a simple workaround can be devised using our per-
turbation theory in Section 4. Hence, replacing Assumption 1(c) with a weaker assumption
could be an interesting generalization of the current work that is highly relevant to applica-
tions. A slightly different version of this assumption also appears in [19], where the radius
of the ball over which the infimum is computed is left as a general function r(||«||). In the
special case of the pCN algorithm one can simply choose the constant function »(||u||) = c.
However, our analysis reveals that for RCAR algorithms with non-Gaussian priors one really
needs the radius to grow with ||u||. Thus we explicitly state the assumption in this way. Sim-
ply put, the reason is that RCAR proposals concentrate less strongly around the point j||u||
than the Gaussian proposals in pCN, making it more difficult to prove contractive properties
of P.

Next we collect a set of assumptions on the kernel K.

ASSUMPTION 2. Consider the Markov transition kernel X and let ¢, ~ K(u, -). Then
one or more of the following conditions hold:

(a) (almost sure contraction) ||&, || < |||l a.s. Yu € H.
(b) (local concentration) There exist constants 0 < bg < g < 1 and €y > 0 so that

P[lIgu — Boull <bo(1 — Bo)llull] = €0 Vu e H.

(c) (contracting couplings) For all u, v € H there exists a coupling @, , € Y (K§,, £s,)
so that

16u — Coll < lu — vl as. for (&, &) ~ Dy,

and there exists a uniform constant . € (0, 1) so that
f’Hx’H 1 — §v||wu,v(d§ua dégy)

u, veH, utv lu —vl|

< Be.

Unlike the assumptions on W, our assumptions on /C do not have an analogue in [19] since
our class of algorithms is considerably more general than pCN. Assumption 2(a) requires
K(u,-) to behave like a random linear operator (matrix) that shrinks and possibly rotates
the vector u. Assumption 2(b) ensures that KC(u, -) dedicates positive probability mass to a
neighborhood of a point Sou for some By < 1; ensuring that ¢, can get sufficiently close to
Bou. Assumption 2(c) is perhaps the most consequential due to the fact that our technical
arguments rely on couplings between measures K6, and K3, such that they contract in one
step. This contractive property is important for handling several technical difficulties that
arise in proving the d-contraction and d-smallness conditions in the weak Harris’ theorem
(Proposition 1). In the pCN algorithm, Kg(u, -) = g, is just a delta measure at fu for B < 1,
so the existence of this coupling is trivial, unlike the RCAR algorithm in general. Let us return
to Example 1 and verify that Assumptions 1 and 2 hold for the RCAR algorithm presented in
that example.
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EXAMPLE 1 (Continued). As tanh is smooth, globally Lipschitz and bounded, and W is
quadratic, we immediately have that Assumption 1(a), (b) and (d) hold; in fact, W is globally
Lipschitz. It remains to check condition (c). For a fixed u let v € Bb(l —B)llul . (,Bu) for

H

B,b € (0, 1), where we used | - | H'(T) to denote the H'(T) Sobolev norm. Usmg the fact
that tanh(-) € (—1, 1) we can write

o2 (W) — W (v)

=" |tanh(hu(x;))|* — |tanh(hv(x))|?
j=1

m
— 2y;[tanh(hu(x;)) — tanh(hv(x;))] > —4 Z lyjl —m
j=1
Thus, Assumption 1(c) holds with M4 = exp(—4||y|l1 —m).
Now recall the kernel K given by

o0
iid.
K(u, ) =Lawi ¥ ;(u, ¢;)2md;, 7 = Beta(B/S, (1 — B)/5) ¢,

j=1
for B € (0, 1). Since Beta(8/5, (1 — )/5) is supported on (0, 1) and has bounded moments
of all degrees we can directly verify, using Markov’s inequality, that /C satisfies Assump-
tion 2(a).

Next we check Assumption 2(b). Let Bo, by € (0, 1). Then by Markov’s inequality once

more,

]E”;M ﬂol/t”Hl(’Ir)
b1 = Bo)llullyyip,

Following [7], Section 2, we characterize the H 1(T) norm via the DB12 wavelets

(18) et 310y = Z/ U, $;)72 )

PlIgu = Boull gy gy > b5 (1 = Bo)*lull 1 (py)] <

By this expression and Fubini we have
Ellgu = Boulfyi gy =E Z J2 (@)= Bo)* (&) = lull3y oy E(x1 — Bo).
To this end,
E(t1 — Bo)?
PlIgu = Boul gy gy > bo (1 = Bo)*lullfy )] < 53—

[ Hi(T) ~ 70 i) bZ(1 — Bo)?
Since 71 is a Beta random variable we can always choose constants by, Bo € (0, 1) so that
E(1 — Bo)? < bg(l — Bo)?. For example, choosing g to be arbitrarily small we can simply
choose b% > Eg“lz. This ensures that

P&y — Boull g1 1y < bo(1 = Bo)llull g1 (7)) = €0 > O.

It remains to verify Assumption 2(c). We will construct the coupling @, ,, explicitly. Take
u,v e HY(T) and draw an i.i.d sequence {fj}?il where 7; ~ Beta(8/5, (1 — B)/5). Then
define ¢, and ¢, via

=) Tl b emdi o= T8 12m)

j=l1 j=1
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That is, the two chains use the same draw of the 7;’s. Then a straightforward calculation
using (18), Jensen’s inequality and Fubini gives

1/2 1/2
N = &oll ey < (BN = ollnepy) /2 = E2) 2l = vll g -

Thus, Assumption 2(c) holds with 8. = ,/Erlz =,/ @ where we used well-known ex-
pressions for the second raw moment of t; [28].

3.2. Statement of main results: Convergence of RCAR-MH kernels. In this section we
present our main theoretical results pertaining to the convergence properties of RCAR-MH
kernels P that together constitute Main Result 1. Theorem 1 gives families of Lyapunov
functions for P. This Lyapunov function is then used to define the family of semimetrics c?q
as in (6) with respect to which a uniform spectral gap exists according to Theorem 2. Finally,
Theorem 3 shows that P is Feller and hence has a unique invariant measure.

THEOREM 1. Let P be an RCAR-MH kernel as in Definition 1 and suppose Assump-
tions 1(c) and 2(a), (b) are satisfied by the function V and the kernel IC respectively, and
that the innovation measure ) € P(H) has bounded moments of integer degree p > 1. Then
V(u) = ||u||? is a Lyapunov function for P.

REMARK 1.  One can easily check that the above theorem further implies that any poly-
nomial of the form V (1) = ’;:0 aj||lull’ with coefficients a; > 0 is also a Lyapunov function
of P. '

We present the proof of Theorem 1 in Appendix A.l using a direct argument akin to
the proof of Lyapunov functions in [19]. This result states that the choice of the Lyapunov
function is tied to the tail decay of A so long as W is increasing in the tails following Assump-
tion 1(c).

The choice of the Lyapunov function V is crucial since Proposition 1 gives the existence of
a spectral gap in the d semimetrics which in turn depend on the choice of Lyapunov functions;
recall (17). To this end, we introduce a family of semimetrics with respect to which P has a
uniform spectral gap.

For w, n > 0 define

(A +nllell +nlviD? llu — vl

(19) dg(u,v):=1A
w
and in turn the V-weighted semimetric
~ 1
(20) dg(u,v) :=[dg(u,v)(2+ 60V )+ 06V (v))]2,

for any Lyapunov function V' of P following (17). Note, d,(u, v) behaves similarly to 1 A
lu — v||, except that nearby points in 1 A ||u — v|| become further away from each other in d;
as they get further away from the origin. Recall that d, and d~q are just specific choices of the
distance-like function d in Definition 2 and its V-weighted analogue in (17) that appear in
the statement of the weak Harris theorem. In fact, Jq is the same metric introduced in (6) with
the choice V(1) = ||u||9. With the cL] semimetric identified we can present our next result,
showing that RCAR-MH kernels have uniform ciq spectral gaps.

THEOREM 2. Let P be an RCAR-MH kernel as in Definition 1 and suppose WV satis-
fies Assumption 1 with g > 0, KC satisfies Assumption 2, and the innovation ) € P(H) has
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bounded moments of integer degree p > 1V [q]. Let c?q be as in (20) with a Lyapunov func-
tion 'V of the form

p .
1) V) =) ajllul’,

J=0

with coefficients a, > 0 and aj > 0 for 0 < j < p. Then there exist constants (0, w,n,n,y) €
(0, 400)3 x N x (0, 1) such that

(22) dy(P"8,, P"8y) < ydy(u,v).

This theorem is a detailed statement of Main Result 1(a) once we note that the boungl (22)
can be readily extended from point masses 8, 8, to general measures vy, v € P (H; dy) by
the following remark.

REMARK 2. Observe that Jq - PY(H,; Jq) x PY(H; Jq) +— R is convex in both of its
arguments and so,

Jq(P"ul,anz)gf dy(P" 8y, P"8y) 7 (du, dv),
HXH

for any coupling w € Y (v, v2). In fact, this is true with c?q replaced with other transport
distance-like functions [18], page 246.

The complete proof of Theorem 2 is given in Appendix A.2. Our method of proof relies
on the weak Harris theorem (Proposition 1) which in turn requires us to show that d, is
contracting for P and that the level sets of V' are d,-small; these are shown in Propositions 3
and 4 respectively. To prove that d,; is contracting for P we need to choose the parameters
n, w/n? > 0 to be sufficiently small depending on the constants appearing in Assumptions 1
and 2 as well as the tail decay of A. The integer n then emerges in the proof of d,-smallness
of the V level sets and depends on the choice of V as well as the parameters w, 1 and the tail
decay of X.

For our third and final set of main theoretical results we show that P has a unique invariant
measure. By [18], Corollary 4.11, the weak Harris theorem guarantees the existence of a
unique invariant measure if P is Feller (recall Definition 6) and there exists a complete metric
d on H such that d < /d,. Observe that for ¢ > 0,

dg(u,v) =1 Ao (1+nllull +nllol)? lu — vl

Jg @ v) = 1 Ao — vl

and the right side is a complete metric since |ju — v|| is a complete metric. Thus to prove
existence and uniqueness of invariant measures of P we simply need to verify that it is indeed
a Feller kernel, this result constitutes the claim in Main Result 1(b) which we summarize in
Corollary 1 below.

THEOREM 3. Let P be an RCAR-MH kernel as in Definition 1 and suppose Assump-
tions 1(a), (b), (d) and 2(a), (c) are satisfied by V and K, and ). € P(H) has bounded mo-
ments of degree q. Then P is Feller.

We prove this result in Appendix A.3 using direct arguments relying on the dominated
convergence theorem and the assumptions on C and W.
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COROLLARY 1. Suppose the conditions of Theorems 1, 2 and 3 are satisfied. Then P
has a unique invariant measure.

REMARK 3. Itis important to note that existence of a unique invariant measure of P does
not guarantee that the invariant measure coincides with the target measure v defined in (1).
To ensure that v is indeed the invariant measure we still require P to be v-reversible, which
in turn holds whenever Q is u-reversible [23]. Unfortunately the latter is difficult to establish
for general choices of u and requires explicit balancing of K and A to achieve p-reversibility

of Q.

EXAMPLE 1 (Continued). The measure A defined in (12) has bounded moments of all
degrees [23], Theorem 3.1, and so we may take V (u) = ||u||1;11(1,) for any p > 2 as the Lya-
punov function. Furthermore, we already verified that W satisfies Assumption 1(b) withg =0
and so we may choose the semimetrics,

o, v) = 1 A [|u U”H'('I[‘)’
(23) @

~ 1
do(u, v) = [do(u, v)(2+ O llull 31 gy + OV 1131 p))]7-

Application of Theorems 1 through 3 together with the weak Harris theorem (Proposition 1)
then yield that P has a uniform dy spectral gap for appropriate choices of the constants w, 6.
Moreover, P has a unique invariant measure and by [23], Theorem 3.4, that invariant measure
is precisely the Bayesian posterior v defined in (10)

4. Perturbation theory for MH kernels. In this section we present our perturbation
analysis of MH kernels that amounts to a detailed statement of Main Result 2. Our per-
turbation theory is much more general than the present application to RCAR-MH kernels,
hence we present it for more general kernels Py and corresponding perturbations P,. As the
notation suggests, the approximation parameter ¢ controls the quality of the approximating
kernel—akin to discretization resolution—so that P, — Py in an appropriate sense as ¢ — 0.

Our results are of practical interest for two key reasons: First, simulation can only be
done in finite dimensions and therefore approximations of the acceptance ratio o (u, v) are
unavoidable in practice when H is a function space, as is the case in Example 1. Second, in
some cases the innovation measure A or the kernel C may be intractable or costly to simulate.

The difficulty in obtaining approximation results using semimetrics such as Jq in (20)
is the fact that these semimetric do not satisfy the triangle inequality. However, a “weak”
triangle inequality is still satisfied; see Lemma 1 below. Fortunately, the weak triangle in-
equality allows us to bound the approximation error of P, in a similar manner as if Jq were a
metric. Throughout this section, we will often use the generic notation d and d for a distance-
like function and its V-weighted version, since these perturbation results hold in general for
Markov kernels Py that satisfy the weak Harris theorem. When we verify assumptions or
apply results to RCAR-MH, we will make the specific choice of d; and 5(1.

In Section 4.1 we identify general assumptions on the kernels Py and P, followed by our
main perturbation theorems in Section 4.2, with the proofs postponed to Appendix B.

4.1. Assumptions on the kernels Py and P.. Let us first collect our assumptions on the
MH kernel Py and the distance-like function d.

ASSUMPTION 3. Let Py be a Markov transition kernel on P (). Then one or more of
the following hold:
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(a) d:H x H [0, 1] 1is a distance-like function on H.

(b) Py is contracting for d.

(c) Pop has a continuous Lyapunov function V.

(d) For @ > 0 define d as in (17) using d and V. Then d satisfies a weak triangle inequality

(24) d(u,v) < G[du,w) +d(w,v)] Yu,v,weH,

where G > 0 is a uniform constant. ~
(e) P has a unique invariant measure vg € P! (; d).
(f) There exists an integer n > 1 and a constant y € (0, 1) so that

d(P38,, Pi8y) <ydu,v) Vu,veH.

Observe that conditions (b), (c), (f) are automatically satisfied if Py satisfies the weak Har-
ris’ theorem (Proposition 1) and so by proving that Py has a spectral gap one automatically
verifies these assumptions. Moreover, the c?q semimetrics defined in (20) satisfy condition (d)
by Lemma 1 below, and so the above assumptions on Py are naturally satisfied in the setting
of Section 3.2 and for RCAR-MH kernels.

LEMMA 1. Define c?q as in (20) and let p,q > 0 be integers and V (u) = 57:0 ajllull?
with a, > 0and aj >0 for j =0,..., p — 1. Then there exists G(0, p,q,w,n,a;) >0 so
that

(25) c?q(u,v)SG(&q(u,w)-i-c?q(w,v)) Yu,v,w € H.

See Appendix B.1 for the proof. Next we collect assumptions on the family of approximate
kernels P, following [27].

ASSUMPTION 4. Let Py be a Markov transition kernel on P (#) with Lyapunov function
V, and let d be a distance-like function on P(#) and define d using d and V as in (17). Then
there exists a constant &g > 0 so that the family of transition kernels P, satisfy:

(a) For every € € (0, g9) there exist constants (k., K;) € (0, 1) x (0, +00) so that
PV)<k,V(u)+ K, VYueH.
(b) There exists a bounded function ¥ (¢) : Ry — Ry so that
(26) d(Podu, Pe8u) < ¥r(e)(1 + V() YueH.

Note that our assumptions on P, are far less stringent in comparison to Py. Simply put
condition (a) requires Py and P, to have the same Lyapunov function while (b) requires
control on the one step error between Py and P;. In fact, P, is not required to have a unique
invariant measure or satisfy any contractive properties directly. This flexibility allows access
to larger classes of approximate kernels and makes our perturbation theory conveninet to
apply since there are fewer conditions to check. In comparison, more direct methods such as
the perturbation analysis of [19] prove the convergence properties of Py and P, separately
and then show that the invariant measures are close to each other.

EXAMPLE 1 (Continued). We now consider an approximation of the kernel P for the
nonlinear regression problem and verify the above assumptions. Suppose the likelihood po-
tential W is replaced with the numerical approximation W o I1y where ITy denotes the L2
projection on the span of the first N wavelets ¢y, ..., ¢n. We let e = 1/N and define the per-
turbed kernel P, as the identical RCAR-MH kernel to P with the accept/reject probability

os(u, v) =1 Aexp(W(Tyu) — W(IIyv)).
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A straightforward application of Theorem 1 reveals that both P and P, share the same Lya-
punov functions of the form V (1) = ?:1 ajllu ”i]l T with positive coefficients a; and con-
stants k; =k, K. = K, thus Assumption 4(a) is verified easily.

Assumption (b) can be verified via a coupling argument. Fix u € H'(T) and let 7, €
Y (Péy,, P:6,) be an optimal coupling that achieves do(PS5,, P:6,). Then by Cauchy—

Schwarz we have that

do(P8y, Pebu)?

<

/ do(v, w)(2+ 0V (v) + 0V (w))m,(dv, dw),
27 HY(T)x H'(T)

<do(Pdu, Pedu) (24+0V(v)+0V(w))m,(dv, dw),
HI(T)x H!(T)

<do(P8u, Pedu)[2+20(k V(1) + K)].

It is thus sufficient to bound do(P3,,, P:8,). Now consider a coupling of P3§, and P.§, where
both chains propose a new point u* = ¢, + & where ¢, ~ K(u, -) and & ~ L. We then generate
a uniform random variable ¢ and one chain accepts u™ when ¢ < a(u, u™) while the other
chain accepts if ¢ < o (u, u™). Since this coupling is not necessarily optimal we have

do(P8y, Pedy) < E[do(u*, u™)P(both chains accept)|
+ E[do(u*, u)P(only one chain accepts) |
28 + E[do(u, u)P(both chains reject) |
< E[P(only one chain accepts)].

Moreover, since (1 A exp) is Lipschitz and we already showed that ¥ is globally Lipschitz
we have

P(only one chain accepts) < [W(u*) — W(Myu®)| < Llu* — Tyu*| 1,

<L|I—=Tnlgi H”*”Hl(']l‘)'

Now since [|¢ullgiery < llullgiery by Assumption 2 and triangle inequality we have
””*”Hl(’[r) < ||”||H1(11‘) + ||5||H1('£r)- Substituting back into (28) gives

do(Péu, Pedu) < L||1 — HN”HI(T)E[HUHHI(T) + ||-’§||H1('Jr)]
=Gl - HN”Hl(']]‘)(1 + ||u||H1('J1‘))7
for some constant C; > 0. To this end we have shown that

do(P8y, Pedi)* < CollI — Ty [l g1y (14 V (),

where C, > 0 and \7(14) =1+ el ooy + ||u||H1(T)V(u)). Noting that V is also a poly-
nomial of [lu| ;1) with positive coefficients then verifies Assumption 4(b) with Lyapunov
function V and Y(e)=C3||I — Ty ”11412(11‘) for a constant C3 > 0.

4.2. Statement of main results: Perturbation theory for MH kernels on Banach spaces.
We are now ready to present our main theoretical results pertaining to perturbations of
Markov kernels on Banach spaces. Our first result is a generalization of [27], Theorem 3.13,
to Banach spaces that allows us to bound the distance between the the invariant measure(s)
of Py and P,. A similar argument is used to bound the distance between invariant measures
of a Markov transition kernel and its perturbation in [18].
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THEOREM 4. Suppose Assumptions 3 and 4 are satisfied. Then there exists a function
¥ (n) : N+ [0, 00) so that for each k > 0 such that yU‘/"J < G~ we have

(29) d(v, 5)_%—)’&%( +w(WV) Av(VV)) Yu,vet,

where vy, ve € PL(H; d) are the invariant measure of Py and any invariant measure of Pe,
respectively.

We prove this theorem in Appendix B.2. Note that the invariant measure v, need not be
unique, though the Lyapunov condition for P, in Assumption 4(a) guarantees there exists at
least one. The function ¢ (n) appears in our bound due to the fact that d satisfies the weak
triangle inequality (25) with a constant G > 0O that is possibly bigger than 1. To overcome
this difficulty we choose k > n sufficiently large so that Gy ¥/} < 1, where y is the n step
spectral gap of Py in Assumption 3(b). We then take ¥ (k) = C Zk G/ (C* )U /) < 00
with constants C*, C > 0 depending on the Lipschitz constant of 730 and the growth rate of
V. Noting that Gl?(k)/(l — Gy¥/nly < 400 is a constant independent of & and by taking d
as our semimetric we obtain the detailed version of Main Result 2(a).

We can further extend the error bound (29) to a practical error bound between the expec-
tation of d-Lipschitz functions under vy and v,.

COROLLARY 2.  Suppose the conditions of Theorem 4 are satisfied. Let X be a separable
Hilbert space with norm || - || x and consider a d-Lipschitz function f :H — X satisfying
| fw)— f)lx <d,v) Vu,v € H. Then we have,

Gv
(30) HWUW—%UWX_T—EL%HW(X4wM¢VHWAJ%)

PROOF. Since the argument is short we present it here. Let = be an optimal coupling
between vg and v, which exists following [50], Theorem 4.1. Then

/;{XHCZ(M, v)mr(du, dv) > /HXHHf(u) — f(v)HXn(du,dv)

Z ‘
H

/ﬂmw—éfw%@ox

The last step follows from Jensen’s inequality. [

Note that the assumption that f is d-Lipschitz is not very restrictive given that such an f
is continuous but || f (u)||x can grow as fast as the Lyapunov function V ().

We continue to derive practical error bounds pertaining to Markov kernels and their per-
turbations, turning our attention to pathwise properties of realizations of the Markov chains.
More precisely we bound the error of finite-time Cesaro averages from P, and expectations
under vy for real valued d-Lipschitz functions. Our bounds are desirable as they are a major
improvement over standard arguments using the weak triangle inequality. This is a conse-
quence of the fact that the J-Lipschitz seminorm ||| - [|| ; obeys the triangle inequality even

when d does not, indeed for functions f, g : H — X,

ILf () +g) — fv) —g)llx

A i s
— + —
< sup Ilf () f(v)llfc lg) —gW)llx — M+ gl
u;év d(uvv)

Our next main result bounds the mean error of pathwise estimates from P, with respect to
expected values under the exact target vy.
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THEOREM 5. Suppose Assumptions 3 and 4 are satisfied and let X be a separable
Hilbert space. Then for U} ~ Pf_](?uo and for any function ¢ : H — X with ||¢]l| ; < 400
we have:

(a) There exist positive constants C1, Ca, C3 > 0 that are independent of n but depend on
0, ke, Ko, y and V (ug) such that

1 nfl
EH— S 0(U2) - v0(@)
=0

_ llellg

=7 +Cs—
X -V

n Vn

(b) There exist constants C4, Cs, Cg > 0 independent of n but depending on 0, k. and K
such that

(czwe) TR AL )

- el ;
v L=V

ll’l—l
HE— > @(Uf) — ()
o

C
(Cwoe) e ’”ff) + 76)

The complete proof is given in Appendix B.3. To prove part (a) we utilize an approach
similar to that of [16]. The complication is that because ¢ is X'-valued rather than R-valued,
we need to prove that the potential ) 72, Pk is a solution to the Poisson equation; this result
is of course well known for real-valued ¢. The inner product structure on X is used only once,
to control the expected || - || x-norm of a Martingale. While it is possible to control this term
without the inner product structure, in most applications in statistics and Bayesian inverse
problems the functions of interest are Hilbert-space valued, so the result above is sufficiently
general. Let us now return to Example 1 once more to apply Theorems 4 and 5 to obtain error
bounds on the approximate posteriors and the posterior Césaro average.

EXAMPLE 1 (Continued). We already verified that RCAR-MH kernel P and the approx-
imate kernel P, obtained by discritizing the likelihood potential W via projection onto the
first N wavelet bases. Then a direct application of Theorem 4 yields a bound of the form

1/2

do(v, ve) < CLllT = TNl iy

where C1 > 0 is a constant independent of N and we recall that we defined e = 1/N and
v denotes the true posterior measure. Let us also consider the function ¢ : # — u and apply
Theorem 5(a) to obtain an error bound on the pathwise Cesdro averages of the discretized
RCAR-MH algorithm:

n—1

1
EH— > U —v(p)
=0

12 1

where C; > 0 is independent of N, n > 1. To this end, both the error between the invariant
measures and the Cesaro averages of the RCAR-MH algorithm are controlled by the square
root of the H'(T)-operator norm of I — I1y. The Cesiro average is also controlled by the
standard Monte Carlo rate n~!/2.

H(T)

5. Applications. Here we discuss a number of applications of our main theoretical re-
sults from Sections 3 and 4 with a particular focus on approximations of the RCAR algorithm.
We start in Section 5.1 by providing a detailed explanation of the numerical experiments pre-
sented in Figure 1 and pertaining to Example 1. In Section 5.2 we consider an application of
the pCN algorithm where the Karhunen—Loéve modes of the prior are perturbed. Finally, in
Section 5.3 we discuss the practicality of Assumption 1(c).
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5.1. Details of numerical experiments in Figure 1. To generate Figure 1 we utilized the
RCAR algorithm of [23] tailored for gamma random variables (see in particular Algorithm 6
of that article). The function u" depicted in Figure 1(a) is the function obtained by setting
the first, fourth, eighth and sixteenth DB12 wavelet coefficients equal to 2 while the rest of
the coefficients are zero. That is, our u" is sparse in the DB12 wavelet basis and its nonzero
coefficients are positive so that it is consistent with our choice of the prior ;& which constrains
the wavelet coefficients to be positive. The posterior mean in Figure 1(a) was computed by
truncating the prior at N = 128 wavelet modes and running the chain for 10° iterations with
parameter 8 = 0.9 and with a burn-in of 5 x 10%.

Figure 1(b) was generated by varying N, S over the indicated ranges and running the
RCAR algorithm for the same data y shown in Figure 1(a). Each data point on Figure 1(b)
was generated by running the chain for 10 iterations with burn-in of 5 x 10* over five restarts
of the chain with random initial conditions from the prior. The acceptance ratios for the five
restarts were then averaged to obtain a data point in the figure. The restarts were performed to
reduce the effect of the initial condition of the chain and other random effects on the reported
values.

5.2. pCN with approximate Karhunen—Loéve expansions. We now consider a perturba-
tion example where the pCN algorithm of [6] is applied with a perturbed prior covariance.
More precisely, consider the same nonlinear regression problem as Example 1 but this time
we wish to recover u’ € H* () where Q2 C R? and #° () is a Sobolev-type space. Let ¢ j
be the Neumann eigenfunctions (normalized in L?(2)) of the standard Laplacian operator on
2, that is, they solve the problems

—A¢j =Cj¢j in €2,
V¢ -n=0 onad<,
where n is the unit outward pointing normal vector on d<2 and the ¢; > 0 are the eigenvalues
of A. Indeed, one can verify that A is positive semi-definite and self-adjoint and so ¢y =0,

with the corresponding eigenfunction ¢ being a constant on €2, while the ¢; > 0 for j > 1.
Now for integer s > 0 consider the spaces H*(£2) C L*(2) defined as

o0
H(Q) = fu e LAQ) : ullp gy = ;}(1 ) (U §)) a0 < +00 |-

j=
It is known (see [15], Lemma 7.1) that for any s > 0 it holds that H*(2) C H®(2) where
H?®(2) denotes the standard Sobolev space of index s on 2. Then an application of the
Sobolev embedding theorem [1] yields H®(2) C C(€2) for s > d/2. Thus the nonlinear re-
gression problem in Example 1 is well defined for functions u' € H*(Q) for s > d/2; which
we assume holds henceforth. An identical reasoning to Example 1 then verifies Assumption 1.

Now define the prior measure w as

o0
MZLaW{Zajﬁj%'},
j=0
where 7; L N(@©,1)anda; = (1 + Cj)_k with k > 5. Let u ~ p and write
o0
||u||%-¢S(Q) = Z(l +Cj)7k)7?.
j=0

Observe that E(1 + c,-)—k;ﬁ = +c;)*and E(l + c,-)—%;% =3(1 4+ ¢j)~%*. By Weyl’s
law ¢; =< j*4 so that (1 + cj-)_k = j~2k/d Since we assumed that k > s > d /2 we infer that
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Z?‘;O(l + cj)_k < +o00 and Z?‘;O(l + cj-)_Zk < +00. Kolmogorov’s two series theorem
then yields that ||u ||%{s(9) < 400 a.s. So our prior is supported on H*(€2) as desired.

Since p is Gaussian our RCAR-MH algorithm reduces to the pCN algorithm, that is, for a
step size B € (0, 1) we take the kernel K(u, -) = 64, and the innovation measure

k:LaW{ZaJSJqSJ}, %‘]11\91\7(0,(1—,32))

j=0
These choices yield the pCN kernel
P(u,dv) =a(u, v)(8g, * A)(dv)

(32)
+ 8, (1 —a(u, w))(Spy * 1) (dw).
HI(Q)
Since pCN is a special case of RCAR we readily verify, by the same calculations presented
for Example 1, that pCN satisfies the conditions of the weak Harris’ theorem and so has a
do- -spectral gap, where we recall the semimetrics dp, do defined in (23) with the H'(T) norms
replaced with 7 (€2) norms and possibly different constants (6, w).

Let us now consider a perturbation of pCN by replacing the eigenpairs (c;, ¢;) with per-
turbations (cj, qu ) for a parameter ¢ > 0. We have in mind applications where we can only
compute (c;, ¢;) numerically, using for example a finite element method, since the domain €2
can have complicated geometry. We further assume for brevity that there exists a sufficiently
small constant gy > 0 so that for all € € (0, 9) we have cj = j2/? and the qﬁj. are normalized
in LZ(Q) and linearly independent such that span{¢>j.} CH! ().

Our goal is to obtain an error bound between the true posterior v and the limit distribution
ve of the perturbation of pCN that utilizes the eigenpairs (c?, (;5?) rather than the exact pairs
(cj, ¢;). To this end, define the perturbed innovation measure

he = Law{ 3 ajgquj}, g N0, (1- ),
j=0

where a? =(1+ c?)_k

Pe(u, dv) = o (u, v)(8gy * Ag)(dv)

as well as the corresponding perturbed pCN kernel

(33)
+ 8u (1 —a(u, w))(Spu * Ae)(dw).
HI(Q)

Repeating the same calculation we did for p in the above yields that A, is a Gaussian
measure supported on HY () for all & € (0, &9) and so has bounded moments of all orders
and so by Theorem 1 any function of the form V (1) = ||u|”? (D) for p > 1 is a Lyapunov
function for P, and so Assumption 4(a) is satisfied. Thus it remains to verify Assumption 4(b)
before we can apply Theorem 4 to bound dy(v, ve). Following this argument, we obtain the

following proposition, the proof of which is postponed to Appendix C.
PROPOSITION 2. Consider the above setting with the pCN kernel P as in (32) and the
perturbation Py introduced in (33). Suppose that the following conditions hold:
(a) There exists a common Lyapunov function V for P, P, so that
PVw)<kVw)+K, PV <w:Vw)+K. VYueH (Q),
and furthermore

kV sup k.€(0,1) and KvVv sup K. e€][0,+00).
e€(0,&0) e€(0,€9)
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(b) It holds that the sequences {ajl||¢; ||%{X(Q)}, {ajllg; — (j)j”’Hx(Q)} and {la; —
a5l1;llae @) belong to €.
Then Ve € (0, gy) and for any u € H*(R2) it holds that
do(P8u, Pe8u)* < Cyr(e)[1+ V()] Yue H'(T),

where C > 0 is a constant independent of ¢ and

=g = 5| (&l =P 2
w(e>=[<2ajw) +(ZJ—21||¢j||%[.;(Q)) }

2
=0 19l ) =0 %
An application of Theorem 4 then yields the existence of a constant C > 0 so that

do(v, ve) < C/ ¥ (e)

which is the desired result.

REMARK 4. The above proposition identifies conditions on approximations schemes for
the eigenpairs {a;, ¢;} in connection with our choice of the prior ©. Most notably, the con-
dition that {|a; — a;? Njllzes ) € ¢! requires the absolute error in computing the eigenvalues
cj to decay rapidly since the {||¢;[l3; (@)} is not summable (higher frequency eigenfunc-
tions have larger Sobolev norms). However, one can get around this difficulty simply by
prescribing a different sequence a; that can be implemented exactly. For example, by tak-
ing a; = (1 4+ b;)~* for another sequence of numbers b; < j =2/ Tt can be verified that the
resulting prior will still be a Gaussian supported on H*(£2) but with a different covariance
operator. The conditions ({a; ||¢; ||%_LS(Q)}, {ajllgj — (/5; I35 )} € ¢! can be viewed as guide-
lines for choosing the index k > s according to the regularity of the ¢; and accuracy of our
numerical scheme for computing the ¢%. Note that we expect the sequence ||¢; — ¢j- [l 745 (@) to
grow since the error of standard numerical schemes for computing eigenfunctions grows with
their frequency due to their growing #*(€2) norms. Thus, choosing a larger index & allows us
to control this approximation error.

REMARK 5. Note that the above bound can also be viewed as an error bound between
two posteriors v, v, that arise from two Gaussian priors © and u.. Indeed, our calculations
yield a method for controlling the distance between posterior measures in terms of prior per-
turbations, a contemporary topic in the theory of Bayesian inverse problems [46]. Admittedly,
our method is inefficient as it goes through the construction of a Markov chain that converges
to the two posteriors. Regardless, such posterior perturbation bounds are often difficult to
achieve, essentially due to the Feldman—Hajek theorem [3], Section 2.7, which implies that
perturbations of Gaussian prior measures can often lead to mutually singular priors and in
turn mutually singular posteriors. Classic stability analyses of Bayesian inverse problems
utilize TV or Hellinger distances [9, 22, 24, 48] and, due to the singularity of the posterior
measures, one has no hope of obtaining a useful error bound in those topologies. Our calcu-
lations above, and similarly the results of [46], suggest that transport (semi-)metrics hold the
key for stability analysis of posterior measures due to prior perturbations.

5.3. Practicality of Assumption 1. 'We dedicate this subsection to a discussion of the rel-
evance of Assumption 1 in practical applications. The conditions (a), (b) and (d) are standard
in the theory of Bayesian inverse problems and can be verified for large classes of inverse
problems such as deconvolution, phase retrieval, porous medium flow, etc. [9, 22, 24, 47,
48]. The condition (c) however is not crucial to ensure the existence and uniqueness of the
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target measure v, but it is central to Theorems 1 and 2. We need this condition to make sure
that W is uniformly increasing when sufficiently far from the origin. Intuitively this means
that if the chain is far away then the probability of accepting a proposal that is even farther
away decays uniformly. While we verified Assumption 1(c) for Example 1, it does not hold
even in simple linear inverse problems, as we now demonstrate with an example in deconvo-
lution [23, 51].

Let # = H'(T) once more and consider G : H'(T) ~ R™ a bounded linear operator of
the form

(G); = (g *u)(x;),

with g € C*°(T) a smooth kernel and distinct points x; € T. Let u" € H'(T) be the ground
truth function giving rise to the data y; =G (u") +e j where €; ~ N (0, 1). These assumptions
induce the quadratic likelihood potential

1
WG y) =519 - y13.

In light of the smoothing effect of (g * -) we can readily see that Assumption 1(c) cannot
be verified: Let u be a point that has large H 1(T) norm and evaluate W («). Then add to u a
highly oscillatory function §u with small amplitude that will increase the Sobolev norm of
u significantly. Since convolution is linear we have g x (4 + §u) = g * u 4+ g * du and the
perturbation (g * du)(x;) to the observed data y|u will be small; meaning that W (u + du) is
close to W (u). Then the probability of accepting a move towards u + du is not guaranteed to
decrease uniformly.

This suggests that Assumption 1(c) is too restrictive. But we claim that a slight modi-
fication of the prior u or the likelihood W can remedy this problem in many applications
including deconvolution. For a choice of b and ﬁ let ¢ = 15(1 — E). Pick Rp > 0 and define
the perturbed likelihood potential

W, (u; y) == W (u; y) + max]0, el|ul|* — R3},

where ¢ > 0 is a fixed constant satisfying
2

GlI%.
=191

2¢

1 —

with |G| denoting the operator norm of G. Then for any u € Bg,(0)° and v € B, (0) we
have

&>

262 (Weu; y) — We (v ) = | Gw) — |5 +ellul® — |G) — y|5 — ellv])?
> ellul® = 2IG1* + &)llvl* —201y13
> ellull® = UGN + &) llull* = 2[1y113
= (e — 2IGI* + &) lull> — 2IIy113.

The above lower bound is a second order polynomial of ||| with a positive leading
coefficient—due to the lower bound on e—and so W, satisfies Assumption 1(c) for any choice
of b, € (0, 1) and Ry > 0.

It can be verified that this modification of W will result in a perturbation to the posterior
v that is controlled by the parameter ¢, the radius Rg and the tails of . Define the perturbed
posterior

i u) = Z.0) exp(—We(u)).
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Using direct computations akin to the proof of [22], Theorem 5.2, we can then show 3C > 0
such that

drv(ve, ) <C [ (ellull?, — Ro)ua(du),
{llull 1= Ro}

where dry denotes the usual TV metric on P(H'(T)). In other words, so long as @ has

bounded moments of degree at least two the TV distance between v, and v can be made

arbitrarily small by choosing a large Ry.

This perturbation of the likelihood W, can also be viewed as a modification of the prior
W, which results in including the term min{0, 8||14||12L11 — R%} in the MH acceptance ratio. In
other words, because we use a proposal kernel that preserves the original prior, an additional
factor (not involving the likelihood potential W) shows up in the MH acceptance probability.
Regardless of the interpretation, this example illustrates that while Assumption 1(c) may be
difficult to verify in some examples, it often holds for a small perturbation of the problem.
Since the term min{0, &||u||*> — R(%} is zero near the origin, the dynamics of the Markov chain
are entirely unchanged in a ball around the origin. Since we can take Ry as large as we like, in
practice, this means that the RCAR algorithm corresponding to this perturbation is virtually
identical to the original algorithm and the modification is needed only to control tail behavior
necessary to prove exponential rates of convergence. These observations may also be taken
as a sign that Assumption 1(c) is an artifact of our method of proof and can be relaxed to a
more realistic assumption. This would be an interesting direction for future research.

6. Conclusion. In this article we analyzed the convergence properties of a class of MH
algorithms on infinite-dimensional Banach spaces that use an RCAR type proposal kernel Q
with a likelihood ratio acceptance probability. We showed that under very general conditions
on the likelihood potential ¥ and the proposal kernel Q the algorithms have a spectral gap
with respect to an appropriate Wasserstein-type semimetric ciq which implied exponential
convergence to the target measure v in (1). Our results generalize the dimension-independent
spectral gaps of [19] to a larger class of algorithms applicable to non-Gaussian prior mea-
sures.

Results showing spectral gaps in infinite dimensions are of particular interest in studying
the computational complexity of MCMC. Often, a spectral gap on the infinite-dimensional
space ensures that the variance of time-averaging estimators for finite-dimensional—and
therefore computationally tractable—approximations of the Markov kernel is uniformly
bounded as a function of dimension. Thus the computational complexity of the algorithm
is simply a function of its per-step simulation cost. The results given here and those of [19]
thus imply that RCAR algorithms are among the simplest MCMC algorithms whose com-
putational complexity depends on dimension only through the per-step computational cost.
This is of course a special feature of the Ornstein—Uhlenbeck-like proposal, as the random
walk MH algorithm is known to have dimension-dependent spectral gap. It remains to be
seen whether more sophisticated algorithms can also be designed to have similarly attractive
dimensional scaling properties.

We further developed a general perturbation theory for approximations of MH algorithms;
showing error bounds for computationally tractable approximations of the algorithm that is
arguably more direct than previous works while offering similar error estimates. Our main
result here was that given an exact MH kernel Py, an approximation P, and an appropriate
semimetric d, the distance between the invariant measures of Py and P, can be bounded in
terms of the one-step error d(Pyd,, Ps8,)—an error bound that can often be shown using
coupling arguments. We further applied our perturbation theory to the RCAR algorithm and
obtained error bounds for various approximations including discretization of the likelihood
potential ¥ by Galerkin projections as well as approximation of the prior .
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Our success in applying the weak Harris’ theorem and perturbation theory to this large
collection of Markov chains suggests the broad utility of this approach to studying Markov
chains on infinite-dimensional state spaces and computationally tractable approximations
thereof. The tendency of probability measures on infinite-dimensional spaces to be mutually
singular limits the utility of traditional weighted TV norms in these settings. This suggests at
the usefulness of alternative metrics such as the Wasserstein-type semimetrics employed here
for studying sequences of problems of increasing dimension, which describes many applica-
tions of interest in modern statistics and stochastic dynamics.

APPENDIX A: PROOF OF CONVERGENCE RESULTS FROM SECTION 3

A.1. Proof of Theorem 1. We recall two technical lemmata that are useful in the proof
of Theorem 1 as well as the rest of the appendix.

LEMMA 2. For every o € P(H), there exists sufficiently large R > 0 so that
0(Br(0)) > 0.

LEMMA 3. Let w,v € H. Then fors >0

lw +vll* <2%(lwl* + v]lF).

PROOF. When s € (0, 1) the inequality follows from the identity (a + b)* < a® + b* for
positive real numbers a and b. The case with s > 1 follows from [49], Corollary 3.1. In fact,
the constant 2° is not optimal and can be replaced by 1 v 2°~!, but it makes for convenient
notation. [

Let us outline a roadmap of the proof that follows the proof strategy of [19]. Two cases
are considered: u € Br(0) and the complement of this event. The first case is dispensed with
using moment conditions on A and K to bound sup,,. Br(0) (PV)(u). The second case is more
difficult. Here we pick an event A such that P(A) > 0 uniformly for all u € Bg(0)¢ and prove
the existence of a uniform constant ¥ € (0, 1) so that

(PV)(u) =kP(A)V (u) + /AC{V(“) V V(G + §) K, dgu)A(d8),

and show that the integral term on the right hand side is uniformly bounded as well. In [19],
conditional on u € Bg(0)°, the event A = {§ € B,(Bu) : £ ~ g} is considered. Because the
potential is (eventually) increasing in the tails, the probability of accepting conditional on A
can be uniformly bounded away from 0. Further, because the pCN proposal is centered at Su
for some constant 8 € (0, 1), this event always has positive probability when A is Gaussian.
This, combined with control of the moments of A and the fact that when rejection occurs, V
does not increase, is enough to prove that V contracts far from the origin for pCN. Our proof
uses the event

A= {116 — Poull < bo(1 — Bo)llul OVIEN < DrllS N = & ~ A, Gu ~ K(u, i) }-

The key difference is that we must now consider the behavior of & and ¢, together, and con-
trol them simultaneously to ensure that the acceptance probabilities conditional on A can be
uniformly bounded from below when u is far from the origin. This introduces complications
in the second part of the argument.
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PROOF OF THEOREM 1. Fix R > 0 and u € Bgr(0) then, using Assumption 2(a) and
Lemma 3 we have

sup (PV)(u)= sup V)a(u, v)Qu, dv)
ueBg(0) ueBr(0)

+V(u)(1—/Ha(u,v)Q(u,dv)>

< sup Vw)+ | V(@)Q(u,dv)
ueBR(0) H

<R+ sup 1&u + &N K(u, dg)A(dE)
ueBr(0) JHXH

<R’ +2” sup (Null?” + IEIP)IC(u, dEu)A(dE)
ueBg(0) J HxH

<RP 427 sup ||uI|”+f €117 1 (d&)
ueBR(0) H

<RP+2PRP + Cy=K;.

Now consider u € Br(0)¢, 1 > Bo > bg > 0, as in Assumption 2(b) and define A to be the
event

A= {15y — Boull < bo(1 — Bo)llull, 111 < brllgull = &u ~ K(u, dgu), & ~ 2},

where b1 € (0, 1) is a constant to be specified. Observe that in the event of A we have that
1¢ull = (Bo — bo(1 — Bo))|lu|| > 0. Thus, by the independence of ¢, and & we have

P[Au] > P[l|¢y — Boull < bo(1 — Bo) lullJP[IIE ]l < b1(Bo — bo(1 — o)) R].
By Assumption 2(b) we have
PIgu — Boull < bo(1 — Bo)llull] > eo.

On the other hand, for fixed 1 > By > bg > 0 and b; it follows from Lemma 2 that if R
is sufficiently large then P[||§] < b1(Bo — bo(1 — Bo))R] > €1 > 0. To this end, P[A|u] >
€p€1 > 0. Furthermore, we have that in the event of A

1w + €117 < [(1+b1(Bo — bo(1 — Bo)) 1 ¢ull]”
<[(1+ b1(Bo — bo(1 — Bo))(Bo + bo(1 — Bo))]” lull”

<«ilull?.

Now if by is sufficiently small then x; < 1. In summary given by, By € (0, 1), which depend
on the kernel I, we choose by so that k1 < 1 and then we choose R large enough so that
€oe1 > 0. It then follows that in the event of A we have V (¢, + &) < k1 V (u). Now we have

(PV)(u) <P(A)[P(accept| Ak V (u) + P(reject|A)V (u) ]
+ [ V@OV V@KW, d) a6)
=P(A)[(1 — (1 — «1))P(accept|A) |V (u)

+ /;‘C{V(gu +8)V V@), dg,) di(E)

= k2P(A)V () + /AC{V@” +&) v V@K, dg,) dr§),
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where k> = (1 — (1 — k1))P(accept|A). Since W satisfies Assumption 1(c), given ,3 € (0,1
we can take R > Rg which implies P(accept |A) > 0 uniformly for all u € Br(0)¢ and so it
follows that x5 < 1 uniformly over Br(0)°. It remains to bound the last integral:

[ VG+o v vk ) aie)
= [ I+ €17V K, de)i )
p p
< [ (6 + 1617 Vv 7K, de.)iae)

S/AC(IIMII + 1)K, dg)a(dé)

= f Pl P~ g 1 1ag)
/A‘kzo(k>

p

= 7B + 3 (§ ) [ neiacas)

k=1

(1 — Kk2)ep€r
2
where we used Assumption 2(a) to bound ||, || by ||#||, and the last step followed because
the second term in the penultimate line is a polynomial in ||| of order p — 1. Since R > 1,
this term can be bounded by c||u||” + K, for any ¢ > 0, where K, depends on ¢ but not u.

Substituting the above result back into the bound on (PV)(u) gives

< lullPP(A°) + lull” + Ko,

1 _
PV)) < (K2P<A) +P(A) + %) V) + Ko
(1 — k2)eo€q
< |:1 — (1 —Kkp)eper + f]V(u) + K>

<«V(u)+ K,

fork =1— % € (0, 1), which does not depend on u. Setting K = K| + K, we obtain
the desired result

(PVY(u) <kVWu)+ K VueH. O

A.2. Proof of Theorem 2. The proof of this theorem follows from Theorem 1 and
Propositions 1, 3 and 4, which together establish that the n-step kernel P" is contracting
for d; and the level sets of the Lyapunov functions V (1) = Zf:o ajllu |/ are dg-small.

First, let us define the notation

_ (L nllull 4+ nllvIDllu — vl
a) 9

for g, n, @ > 0. Recall that by (19) we simply have d,; (4, v) = 1 Ad*(u, v). We then have the
following auxiliary lemma concerning d* and d,;.

(34) d*(u,v): u,veH,

LEMMA 4. Let q > 0. Then d, and d* satisfy the following properties:
(@) Ifn,dy(u,v) <1 then

1
n? (L4 llull + oll)lu — vl <w  and Ellu—vllqu(u,v)-
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(b) Letu,v, ¢y, &y € H such that
dgu,v) <1 and &l < ull and |5l <Vl
Define proposals u*, v* as in (35). Then
d*(u*, v*)
d*(u,v)

18w — é“vll

<(L+2nlg17)———- ol

PROOF. Statement (a) follows from the fact that d,(u,v) = d*(u,v) whenever
dg4(u,v) < 1. Then assuming n < 1 we have the series of inequalities

n? n?( + llull + llviD?
ol —vll = [l — vl

- A nful+ nliviH?
- w

lu—vll=dy(u,v) <1,

from which the statements follow. Now (b) can be proven directly by the following calcula-
tion:

d*(u*, v*) = —(L+nllcu + &I +nligo +ENT NG — &l

(1 +n(l1gal + 181 +nligoll + 1817 16w — ol

1

w

1

=

(1 + UGl + 151D +ndiSull + ||§||))q [16u — &oll
L+ nllull + vl llu — vl

g 18 = &l
lJu — vl

We are now ready to show that P is d,-contracting for appropriate choices of w, 1 in (19).

d*(u, v)

< (1+ 21! 2" (u, v). -

PROPOSITION 3 (Contracting for d;). Suppose conditions of Theorem 2 are satisfied.
Then P is contracting for dg if n, w/n? > 0 are sufficiently small.

Our proof strategy is as follows: Since the d,; semimetric for measures is defined as the
infimum over couplings, naturally our argument relies on showing that there exists a coupling
for which the desired contraction property holds when the two chains start close to each
other. Our approach shares some similar features with [19], as well as with earlier work.
The proof in [19], Sections 3.1.2 and 3.2.2, uses a “basic” or “same-noise” coupling of pCN
proposals that is well known in coupling of diffusion processes (see, e.g., [32]), along with
utilizing the same uniform random variable to make the accept-reject decision for the two
coupled chains. This coupling has also appeared in the statistics literature, where it is used
for convegence diagnosis [29], page 164. We use a different coupling in our proof. More
precisely, we consider two chains starting at (u#, v) and propose

”*:€u+§» U*:§v+€’

where (g, {y) ~ @y,v, the coupling in Assumption 2(c). and £ ~ A. we then utilize the same
uniform random number ¢ to make the accept/reject decision; recall Algorithm 1. The exis-
tence of a || - ||-contractive coupling @, , is necessary at this point as without this condition
the d,-contraction condition can easily fail.

With the above coupling at hand our proof then proceeds by considering three possible
outcomes to show the desired contractility results: either both chains accept, both reject, or
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one rejects and one accepts. As is the case in proving these properties for the MH algorithms
such as pCN, the last case is the hardest, since in principle the two components can land far
from one another in d,;. In our setting the argument is somewhat lengthy since we need to
control both ¢, and ¢, as well as the innovation & at the same time.

PROOF. Pick u, v e H so that d, (u, v) < 1 implying that (1 + nllull + nllvID?|u —v| <
w and fix g € (0, 1). Let w, , € Y (Ké,, £3,) be the coupling in Assumption 2(c). We then
define g € Y (P3d,, Pdy) the basic coupling between the u and v chains by the following
procedure. Draw (¢, &) ~ @y, § ~ A, and consider proposals

(35) ”*:§u+§a U*:§v+5-

Then draw ¢ ~ U ([0, 1]) and accept u™ if ¢ < a(u, u™) and accept v* if ¢ < a(v, v*). That s,
the two chains use the same innovation £ and uniform random variable ¢ for the accept-reject
step.

Now pick R > 0 sufficiently large so that R — 1 > Ry where Ry is as in Assumption 1(c).
We will present the proof for two cases where u, v € Br(0) and u, v € Bg_1(0)€. Note that
if w/n? < 1 we can guarantee

{u,vet dy(u,v) <1}
={u,v € Br(0) : dy(u,v) < 1} U {u,v € BR—1(0)° : dy(u,v) < 1}.

To see this take u, v € H such that d,;(u, v) < 1 and consider the nontrivial case where u,
v do not belong to the same set Bg(0). Without loss of generality let u € Bg(0) and v €
Br(0)¢ C Br—1(0)°. By Lemma 4(a) we have |lu — v| < n% <1 and so u € By(v). But
{u:ve Br(0)andu € B;(v)} = Br_1(0)° and so u, v € Br_1(0).

Let us proceed with the proof starting with the case where u, v € Bg(0). Let D be the
event where ||&]| < R and |5, — &yl < ,3||u — v|| where ,8~ € [B¢, 1) and B, is the constant in
Assumption 2(c). Due to independence of (¢, {,) and & we have

P(D) =P(l€]l < R)P(I&u — &oll < Bllu —v]]).

By Lemma 2 P(||€|| < R) > 0 if R is sufficiently large. Furthermore, by Markov’s inequality
_ElG =l _ B _
Bllu—vl B
Thus, P(D) > €1 > 0 uniformly for all u, v € Bg(0). Recalling that d, < 1, we have

(36)

P((1¢ — &oll = Bllu — vl)) 1.

4 (P3y PO = [ dy(s. Dmods, dn)
HXH

X

< /D[]P’(both accept| Ly, Cv, §)dg (u™, v*)
+ P(both reject| gy, ¢y, S)dq (u, U)]wu,v(dgua dgy)A(d§)
+ ’/Dc[dq (u*, v*) Vdy(u, U)]wu,v(dé'u, dgy)A(d§)

+ P(only one is accepted)
=TT +T,+T3.
Bound on T. Since P(both accept|¢y, ¢y, ) < 1 — P(both reject|¢,, &y, &) then

T, 5[ [P(both accept|Sy, Ly, §)dg (1™, v¥)
D

+ [1 — P(both accept|y, &y, §)]dy (u, v) @y, v (dCy, dEy)A(E)
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= [ Bvoth aceeptiz. £, ©)dy (", v*) = dy . 0)] (A ) AGE)
+P(D)dy(u, v).
By the definition of the set D and Lemma 4(b) we can write
—P(D)d,(u, v)

< /DP(both accept|gy, ¢, E)[(1+2nR) B — 1]dy (u, v) @y, » (dgy, d5y)A(dE).

By Assumption 1(a) and (b) P(both accept|¢y, ¢y, ) > €2 > 0 uniformly for all u,v €
Br(0) and so

Ti <P(D)[1 + e ((1+2nR)1 B — 1)]d, (u, v)
=P(D)(1 —«).
Bound on T». Using Lemma 4(b) and Assumption 2(c) we can write
T, =P(D)E(dy (u*, v*) v dy(u, v)| D)
dg (u*, v*) DC>

g 18 = Goll
llu — vl

< dy (u, vE((1+271l5])" | D°)
< d,(u, VE(1+ C(2nl€l)' D)
<d,(u,v)(P(A°) +nl91Cp),

<dyu,v)E

dy(u,v)

(1 \V/
<d, . v)E(l v (1+2701)

i)

where C > 0 depends on [¢] and is bounded following the binomial expansion formula.
Then Cg > 0 is a bounded constant due to the fact that A has bounded moments of degree

r=1Iql.
Bound on T3. Using Lemma 3, Assumption 2(c), and Lemma 4(a) we have

ng/H/HXHIP’[only one is accepted|&y, &y, § @y, v (dgy, dy)A(dE)
:// P[¢ between (i, u*) and a(v, v*)|&u, Cos &0 (S, d2y)A(E)
HIHXH
< [ 1900 = 0|+ WG+ )~ 0+ )|, i)
HIHXH
< L(LV al l) o]
AL [ VI €1V I+ 1)1 = Gl (A, ) d8)

<Lunu—v||+Lff [1v 27 (12l + 1£19) v 29 (18 19 + 1€119)]

X 16w = Sollou,v (dGy, d8y)A(dE)
<LR|u—v]

+ L/ / (1 +29RT 21 ||§“q)”§u - §v||wu,v(d§ua dgy)A(dE)
HJIHXH
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<LRu—vl+ L/H(l +29RT + 271§ 17) Bellu — vlIA(dE)
< LRYu— ol + Lclu =l | 1427R9 +27 17308)
w /
< Ln—qCqu(u, v).
Here C}, > 0 is a uniform constant independent of u, v which is bounded since A has bounded

moments of degree p > [¢. Putting together the bounds for 77, 7> and 73 we finally have
dg(Pdy, Pdy)

< [P(D)[1 + e2((1 +2nR)1f — 1)] + P(D°) + n1Cr + n 9 wLCR]dy (u, v).

Since €3 € (0, 1), ,5 < 1, and R > 0 are uniform constants, we can choose 7 sufficiently small
sothat 1 +ex((1 + 277R)q,3~ — 1) < 1. The constants Cg, C}Q > ( are also uniform and so we
can choose n and w/n? sufficiently small so that the term inside the square brackets is less
than one which gives the desired result

dy(Pdy, Péy) < yrdg(u, v),

for some y; € (0, 1).

Let us now consider the case where u, v € Br_1(0)¢. The method of proof is very similar
to the first case where u, v € Bg(0) and so we only highlight the differences. Let D be the
event where [|£]| < R — 1 and [|¢, — ¢l < Bllu — v|| where as before B € [B,, 1). The same
argument as before yields that P(D) > €3 > 0. Furthermore, using the same argument as
before we can write

dy (P8, P8y) < /D [P(both accept|Zy., Cu, &)d, (", v*)
+ P(both reject|Sy, v, £)dy (u, v) |y v (dEy, dgy)A(dE)
+ /bf [dg (™, v*) v dy(u, v) |y, (S, dgy) A(dE)

+ P(only one is accepted)
=T+ T, +T;.
By the same argument used to bound 77 we have
T{ <P(D)[1 +es((1 +2n(R — D)) B — 1)]dy (u, v),

where here €4 is a constant so that P(both accept|{y, ¢y, &) > €4 uniformly over D. By As-
sumption 1(c) €4 > 0 uniformly for all u, v € Br_1(0)¢. Furthermore, we bound Tz/ identi-
cally to 1>,

Ty < dg(u, v) (B(D) + 1" Cr_y),
using Lemma 4(b) and Assumption 2(b); and bound 7 identically to T3,

/ LC() /
T3 S n—l]CR_ldq(u’ v)s

using Lemmata 3 and 4(a) as well as Assumption 2(c). In the above bounds Cr_1, C;?—l >0
are uniform constants since A has bounded moments of degree p > [g]. Thus, we have the
bound

dy(P8y, P8y) < [P(D)[1 + ea((1+2n(R — )78 —1)]
+P(D) 4+ ' Cr1 + n"9wLCh_1)]dy (u, v).
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Once again choosing n and w/n? sufficiently small we obtain
dg(Pdu, Pdy) < yadq(u,v),

for some constant y, € (0, 1). Combining our results for the two cases of u, v € Br(0) and
u,v € Bp_1(0)° we have the desired bound

dq (Péu, Péy) < (y1 Vv V2)dq (u, v). 0

PROPOSITION 4 (d,-small V level-sets). Suppose the conditions of Theorem 2 are sat-
isfied and let S(R) = {u | V(u) < R} for some R > 0. Then there exists an integer n > 1 and
a constant yy € (0, 1) so that

dy(P"8,, P"8,) <72 Vu,veS(R).

Following a similar approach to [19], we prove this proposition using the coupling intro-
duced in the proof of Proposition 3 and conditioning on the event that the coupled proposals
are accepted n times in a row. The probability of this event is uniformly bounded away from
zero on sublevel sets of V following Assumption 1(a), (b), which is critical in making the
argument. Using the fact that the sublevel sets of V have finite diameter we then show that if
n is sufficiently large then eventually the coupled chains draw within d,-distance one.

PROOF. Fix R > ap and let R, > 0 be the solution of the equation ijzo aj R, —R=0;
note that R, is unique so long as a; > 0 and there is at least one coefficient a; > 0 as it is the
root of a monotone polynomial on (0, 4-00). Let 7 be the basic coupling used in the proof
of Proposition 3. We use (uy, vx) to denote the chain after step k£ with initial points ug = u,
vg = v € § and denote the innovation at each step with &. Fix B € [Be, 1) and consider the
events Dy for k =1,...,n where ||y, |, — ¢y, Il < Blluk—1 — vik—1| and ||&| < r/n for
some constant r > 0 to be specified. The events Dy are similar to the event D from the proof
of Proposition 3.

Let E be the event that the the proposals u; = Suwr_, + & and v} = Cor |+ & are accepted
n times in a row conditioned on the intersection of the events Dy. Thus, conditional on E we
have

(1 + nllugll + nllva D?
dq(”navn)f il nlcll) (Ll lun — vnll

_ B"( A+ nllull + nllv] + 27r)?
- w

(37)

llu — vl

Qan

<(1+2nR,+ 2nr)qﬂ— diam S,
®

where we used diam S := sup,, ¢ [l — v|| to denote the diameter of S. Choosing

]
log B 2(1 +2nRy + 2nr)4 diam S
conditional on E, we have d(u,, v,) < 1/2 and so
1
sup  dg(P"8u, P"8y) <P(E)= + (1 —P(E)) < 1.
1, veS(R) 2

It remains to show that P(E) > 0. By Lemma 2 we can choose r large enough that
P(||&x|| < r/n) > 0 uniformly for all k. Furthermore, using an identical argument as in the
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proof of Proposition 3 to show P(D) > 0, we can use Assumption 2(b) and Markov’s inequal-
ity to show that P(|| ¢y, , — v, | < Bllk—1 —vk—1ll) > O uniformly forallk =1, ..., n. This
follows because all pairs (ux, vx) are contained within Bg_,(0). Thus there exists € > 0 so
that

inf mf P(Dk ) >e > 0.
ug,v0€S(R) ke{l,.. _

Let I =(;_, Dx. Then by the law of total probability
inf  PU)>€">0.

ug,v9€S(R)
On the other hand, by Assumption 1(a) and (b), W is bounded above and below on bounded
sets and so

inf P(E|I)>0.
ug,v0eS(R)

Putting together the above lower bounds we obtain the desired result:

inf P(E)= 1nf IP’(I)IP’(E | I) > 0. 0

ugp,v9€S(R) U, VoS

PROOF OF THEOREM 2. Propositions 3 and 4 show that d, is contracting for P and that
the sublevel sets of the V are d,-small; recall Definitions 4 and 5. Furthermore by Theorem 1
and Remark 1 we have that the function V as in (21) is a continuous Lyapunov function for P.
An application of Proposition 1 then completes the proof. [J

A.3. Proof of Theorem 3. We present a direct proof of the Feller property showing that
for any sequence u; — u and any function ¢ € C(H) we have that Po(u;) — Pe(u). The
main difficulty in the proof is the fact that the kernel C(u, -) depends on the point u in a
nontrivial manner. To make matters more complicated we have to deal with integrals of the
form [, @(x)or(uj, x)KC(u;, dx) that we wish to show converge to [, ¢ (x)a(u, x)KC(u, dx);
that is, both the integrand and the measure depend on the sequence u ; and so the dominated
convergence theorem cannot be applied directly. However, by Assumption 2(c) we know that
as uj — u we can construct a coupling Duju of the random variables ¢; ~ K(u;, ) and £ ~
K(u, -) in such way that {; — ¢ a.s. This ylelds the weak convergence of @y , to the trivail
coupling (IdxId);/C(u, -). Using this property, the boundedness of ¢, Llpschltz continuity of
« due to Assumption 1(d) and more standard applications of dominated convergence theorem
we can then prove the desired result.

PROOF. Let ¢ € Cp(H), our goal is to show that Py € C(H). By (2) we have that
Pow = [ [ 0+t + oK, doids)
HIH

+ o) /H (1= a(u. £ +6)K(u, dT)A(dE)

=:T1(u) + T2 (u).

In order to prove that P is Feller we need to show that 77, 75 are continuous. We establish
this for 77, as it is the more complicated of the two functions, the argument for 7, will follow
from very similar steps but simpler since the function ¢ appears outside of the integral.
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Let {u;} be a sequence of points in H converging to u and let @y , be the coupling in
Assumption 2(c) between K(u j, -) and K(u, -). We then have, for fixed £ € H that

- VHXW“J’ + 8. ¢ +8) = 9@ + e, E + 8§, (dg. dg)‘

= fHXHW?f +O)||auj, ¢ +8&) — au, £ +8)|@u,u(de;, o)

(38) 4 ‘/Hxﬂ[w(;j +8) — o +&)]a. L +E)m, (e, d:)‘

< ||<p||oo/H 0,65 +6) = alu, € + D)l (d; do)

19+ = 0+ Olmy g do)
HxH
= T/(&) + T] (&),
where in the last inequality we used [|¢ || :=sup, ¢y @ (u)| < 400 since ¢ € Cp(H) in the
first integral and also the fact that « is positive and bounded by 1 by definition, in the second
integral. We now aim to show that [, T]f &)+ T]f’ ()M(d§) — 0 as u; — u implying that
|T1(uj) — Ti(u)| — 0.
By Assumption 1(d) the function « is Lipschitz in both of its arguments. In fact,
|a(u, v) = a(w, 2)| < |a(u, v) —a(w, v)| + |a(w, v) —a(w, 2)|
< W) — W)+ [¥(©) - W)
<LVl v Il v ol v lzl?) (e = wil + v = zll).

Using the above bound together with Assumption 2(a), (d) and Lemma 3 we can write

1 /
ol T;6) <L /HX%(I Vulld v w19Vl +E19 v g +&19)

(39) x [lluj —ull + 18 = ¢ e, (de, d0)
<2921+ |l + lu 119+ 1EN9) e — ull.

Thus, integrating with respect to A and using the hypothesis that A has bounded moments of
degree g we obtain the bound

1

— : a2 — q e q
i [ T ©R@0) <202 Ly =l (14 g + [ 161506))

<29F2L(C + Nlull? + Nuj 1) lluj — ull,
for some constant C > 0. From this bound we deduce that
f T;(S)A(dé) —0 asuj—u.
o .

Now consider ij’ (§). Let wF = (Idx1d)zK(u, -) be the trivial coupling obtained by draw-
ing ¢ ~ K(u,-), setting ¢” = ¢’ and @, = Law{(¢', ¢”)}. Our first step is to show that
@y, u — @,; converges in the weak sense. Let us equip the product space H x H with the
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norm ||(u, v)|| := |lu|| Vv ||v]| and let ¢’ € Lip; (H x H) N Cp(H x H). We then have that

[ om0 |

= AXJ‘”/@J‘ 0 = @' O, u(de, dE)

/ /’ V4 *d/,d//
Hw(z ¢y (d¢’,dg”)

X

# [ € OBt a0 = [ SN0

X

= [ 1960 = ¢ 0w do)
HxH

[ veorku - [ o))
= [ 1960 = ¢ €Ol e o).
HxH
Since ¢’ has Lipschitz constant 1 we further have

fHX%W(g, 0) = ¢ (¢, )@, (g, d0) < /HH 18 — ¢l (dE, dE)
< lluj —ull,

where the last inequality follows from Assumption 2(d). Since ¢’ was arbitrary an applica-
tion of Portmantheau theorem (see e.g., [5], 2.2.6) yields the weak convergence of @y ju tO
w,. Returning to the definition of T]f/ (&) and recalling that ¢ € Cy,(H), we have for any fixed
EeHthat T/(€) = [yplo@ +8) — (¢ +&)|w;(ds',d¢) =0asu; — u, thatis, the T}/
converge to 0 pointwise. The boundedness of ¢ also yields the boundedness of TJ(’ . An ap-
plication of the dominated convergence theorem then yields f?—[ TJV (8)A(dE) — 0 as desired.

O
APPENDIX B: PROOF OF PERTURBATION RESULTS FROM SECTION 4
B.1. Proof of Lemma 1.
PROOF. Observe that by Jensen’s inequality it is sufficient to show there exists G’ > 0
so that
dy(u, v)(2+60Vu)+0V () <G'(dy(u,w)(2+ 60V (u) + 6V (w))
+dy(w,v)(2+ 0V (w) + 6V (v))).

Furthermore, by the hypothesis on V' we have that d, (u, v)(2+ 60V (u) + 0V (v)) is equiv-
alent to dj 4 (u, v). In fact,

dy(u, v)(2 46V ) +6V (v))

P
(2+9 Yo aj(llul’ + ||v||’)>(1 +nllull +nllvl)? flu - vl

Jj=0

=

gla el=

(1 + nllull + 0wl Nl — vl = Cdprg(u, v),
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with C(0,n, p,a;) > 0. Conversely, by Lemma 3 and the assumption that a, > 0 we have

1
dpyq(u,v) = 5(1 + nllull + nllvl) T flu — vl

22p
< j(l + 0 [ull? + 0P v P) (1 + nllull + nllvl)? lu — v

22pc/ P ) .
=— <1 +60) aj(lull’ + Ilvllj))(1 + nllull + nllvl)?lu — vl
j=0

= cdy(u, v)(2+ 0V () + 6V (v)),

where once again c(0, n, p,a;) > 0. Thus it suffices if we prove the generalized triangle
inequality for the d;(u, v) semimetrics with s € N.
Let u, v, w € H and observe that if either d, (u, w) or dy(w, v) is equal to one then

dq(”, v) S dq(u’ w) + dq(w5 U),

since d, (u, v) is capped at one, so the standard triangle inequality holds. Now suppose both
dy(u, w) and d,(w, v) are less than one, implying that ||[u — w| < @ and ||w — v|| < w. Then
Lemma 3 and multiple applications of the triangle inequality we can write

wdg (u,v) = (1+nllull +nllvl)?lu—v]
< (L4nlull +nllwl +nllv —w)? lu — w]|
+ (1 +nllu —wl +nllwl + nlvl)?llw — v
< (L4 nlull + nllwl + nw)? lu — w]|
+ (141w +nllwl +nlvl)? w — vl
< (14 ) (1 + nllul + nllwl)? lu — w]
+ (L +nllwll +alvl) w = vl).

Thus, we have

dy(u,v) < (14 ne)? (dy (u, w) + dy (w, v)). O

B.2. Proof of Theorem 4. Our strategy is to take k > n sufficiently large that Gy /") <
1, where y is the n step spectral gap of Py in Assumption 3(b) and C > 0 is the Lips-
chitz constant of P". With k as above we then take (k) = C Z’J‘-: 1 G/ (C*y)Lj /) < 00 with
C*, C > 0 constants depending on the Lipschitz constant of Py and growth of the Lyapunov
function V and show that d (Pé‘éu, 77(])‘8”) < (k)Y (e)(1 + 4/V(u)). The remainder of the
argument then generalizes this bound for point masses 8, to a bound on d (73§ M1, 77(])‘ u2) for
general measures (1, (7 and in turn for the invariant measures vg, V;.

Before presenting the main proof we need an auxiliary lemma stating that 73(’)‘ is d-
Lipschitz in the initial condition of the chain.

LEMMA 5. Suppose Assumption 3(a), (b), (c) hold. Then for any integer k > O there
exists a constant C*(k) > 0, so that

d(PE8., P§sy) < C*d(u,v) Vu,veH.
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PROOF. We consider two cases where d(u#, v) =1 and d(u, v) < 1.
Case 1: Suppose d(u,v) = 1. Then, letting n, , € T(P(’)‘Su, 73(’)‘81,), we have, using the
Lyapunov condition and Jensen’s inequality

A8, P’ < [ P yma(dx.dy)
HXH

= (2+6V(x)+0V(y))mys(dx,dy)
HXH

<2+6k (V(Lt) + V(U)) + m,

d(PSs., Ph8y) <V, V2 + BV () + 8V () + Vla, v)@

< C*d(u,v),

where C*(k) is a universal constant that does not depend on u, v.
Case 2: If d(u, v) < 1, then because P is contracting for d it follows that 73(’)‘ is contracting
for d, and so

d(Ps,. PLs,)?

< inf d(x,y)m, ,(dx, dy)/ (246V(x)+0V(y))muvdx,dy)
H HXH

Tuv JHx
k 0K
<yd(u, v)[2 + 0" (V(x)+ V(y) + m},

d(Ps,, Pks,)

<d(u, u)[Jz +0V(u)+0V(Q)+ ,/19%}

< C*d(u,v),

where C*(k) > 0 is the same constant as in Case 1. [

PROOF OF THEOREM 4. Suppose initially that there exists a positive function 9 (k) such
that for every k > 0

d(Pks,, PEs,) < 0 (kv (e)(1 4+ V().

We will show below that this is implied by the one-step error control and Lemma 5. For any
k > n we have by the weak triangle inequality

(40) d(Prs,, PEsy) < GyWmd(u, v) + Gy (e)d () (1 + vV @w)).

Choose k large enough that y ¥/l < G~ and put y* = y¥/"IG < 1. By Remark 2 the
bound in (40) can be generalized to any two probability measures pt, (o € PY(H;d) and so

A(PA, Phis) < y*dur, o) + G«p(ew(n)(l + /H ﬁdm),

for some y* < 1. The integral in the last term appears after integrating the right hand side of
(40) with respect to the optimal coupling of 11, (2. Using the symmetry of d and by putting
1 = v, and o = vy and vice versa we have

d(vo, ve) < G‘f(_gi)yiw(l +0(VV) AV (VV)).
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It remains to show the existence of ¢} (n). By Lemma 5 and (26) we have
d(Pks,, Pks,)
< Gy WM aPE18,, PE18,) + w1+ (P18,) (VV)]}
k
<v(e) Y. G (Cy) M1+ (PE8) (V)]

j=1

k
5‘”(8)ZGj(C*V)Lj/"J<1+K§k—j>/2m+ VK. )

j=1 =k
=y (k) (1 + vV (w),
where ¥ (k) < }/EJKL; Zk-:1 G/ (C*y)Li/"l and C* is the constant in Lemma 5. [

B.3. Proof of Theorem 5. Our strategy employs the Poisson equation and Martin-
gale/potential methods. The argument is complicated by the fact that d is not a metric, and
we seek to prove bounds for ¢ : H — X for a separable Hilbert space XX’. This requires us
to first show that the potential Y 72, Pk solves the Poisson equation, by checking that the
potential converges to a well-defined limit and that P is a bounded linear operator in an ap-
propriate operator norm. We then are able to use the inner product and norm on H to make a
Martingale argument reminiscent of that in [16].

We prove three preparatory Lemmas that are used in the main proof. In what follows we
let X be a separable Hilbert space with norm || - || y.

LEMMA 6. Suppose there exists a C < oo and k € N such that
d(Pks,, Pks,) < Cd(u, v).
Then for any ¢ : H — X with ||¢]l| ; < oo,
|P5e) = Poe@)x < Cliellzd . v).

PROOF. Since X is a Hilbert space,

le@) =) 4 = [le@] x = [e@)] 4|
and so
o) — @) llx Nle@)llx — lle@)llxl
41 5= = - = 5.
41) el ; lel;lég J ) > ziv ) Ml
So then

H/H @ (x)(PK8, — PES,) (dx)

X

5/7_t||‘/’(x)||x(73(])(5u _P(I)C(Sv)(dx)

<lelly _int [ denymax.dy)
T w€Y (PE8,, PESy)) JHXH

< llelll;Cd(u, v),

where the last inequality follows from the hypothesis of the lemma. [J

This implies immediately that P(’)‘ isa || - [l ; contraction.
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COROLLARY 3. Let k be the smallest integer for which c?(PéSu, Pg&,) < yd~(8u, Sv),
then Lemma 6 immediately implies that

|P6"vie — Ps"v20] x < v"lllll jd (w1, v2).

Furthermore, for j <k, combining Lemmas 6 and 5, we obtain
|P§"vie = P§"vag] < C¥lll@ll jd (V1. v2).

Finally, we show that for ||| - | ;-Lipschitz ¢, the potential ®* : H — X’ of ¢ is well defined,
has bounded ||| - ||| ; seminorm, and is a solution to the Poisson equation for ¢.

LEMMA 7. Consider ¢ : H +— X which is vo-Bochner-measurable and with ||¢||| ; <
~+00. Define § = ¢ — vo(@) and the potential function

o0 .
42) =) Py

If Py satisfies Assumption 3 it holds true that:
(a) There exists a uniform constant Cy > 0 so that

Colllelllz

* ~
ol < =22

(b) ©* is a solution to the Poisson equation
(Po— DO =—§.
(c) ®*: H — X is well defined pointwise.

PROOF. Let k be the smallest integer such that for all u,v € X, cZ(P(’)‘Su,P(’)‘Sv) <
de (u, v) for some y < 1, which is finite because Py satisfies Assumption 3(f).

k—1 oo

ZPO‘/’ ZPO(/)+ NP lkﬂ(ﬁ,

j=0i=1
k—1 oo

= Z IPS@lla+ 3 > 1P all;

j=0i=1

(43)

klllell; < 1
<kC* <+ —k C*+—> -
= “|§0|”d 1—y 1—y ”W“ld

where the last line followed by observing [[|¢]l| ; = lll¢|ll ; and applying Lemmas 6 and 5. This
concludes the proof of (a).

To prove (b) consider the space L(X, vg; X) of vg-Bochner-measurable functions f :
H — X satisfying vo(|| f ()|l x) < oo, equipped with the norm

(44) 1 1Ly = /H | £ @)y vo(du).

We now show that the series in (42) converges in Li(&X, vo; X). By (41), lllelll; > llllell x|l
Notice that since [||¢]l| ; = lll¢ — @(0) ||| ;, it follows that

lp@) — )] 5 = [e@] , < llelljv/2+6V (u),
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since d(u, v) < 2+ 0V W) +6V () and V(0) = 0. Since vg(V) < 0o, we have that for any
@ with [elll ; < 00

(45) el = vo(le O] ) < @l (V2 + 010V V).

Since L{(H, vp; X) is a Banach space [39],. page 2, (45) means it is enough to show that
the sequence of partial sums ®,, = ’}1:0 Pé(p is || - [ll ;-Cauchy, since this also implies it is
L1(vg)-Cauchy. Define £ = |m/k],and n = [(n —m)/k], so forn > m

n .
Y. Pid

j=m+1

n

n
- . k
< > IPollz < klielg > vt <
d j=m+1 j=0

y Lm/k]

1®n = Omlll; = lllelll 7-

l—y

Therefore, the series in (42) converges in L (vp). Since vy is the unique invariant measure of
Po, and

IPoll5 := sup
llell ;<1

P d
= |||¢S||1?<1/H||( 09) () | vo(du)

f (Pow) )vo(due)
H

X

< /H(POVZ—I—OV)(u)vo(du) < 00,

so that Py is a bounded linear operator on the space of Lip(d) functions from # to X
equipped with the operator norm ||| - |||3. Thus we conclude that ®* is a solution of the Poisson

equation for vy-Bochner-measurable functions ¢ € Lip(d).
Finally, we prove (c) by showing that ®*(u) converges in || - || x. We have

1800 —Onw] =] Y Piew| =| 3 Plow) —wlp)
j=m+1 X j=m+1 X
n . kyWUkJ~
< 2 IPoe@ —vo)lx < lollg=——~d(Gu. vo).

Jj=m+1

So the sequence is || - || x-Cauchy forany u e H. [

We are now ready to present the complete proof of Theorem 5. We primarily focus on part
(a) as part (b) follows as a corollary of the calculations in the proof of (a).

PROOF OF THEOREM 5. (a) Define ® = ©®* — @*(0) for any ¢ : H — X with [[¢]l; <
Collellz

l—yd
of X for any u € H. So with C = Collg|ll;(1 — ¥)~!, we have

for some Cy < 400, and ® (1) is a well-defined element

oo. By Lemma 7, [|@*|||; <

|0 () — O* (V)| <CV2+0V(u) +60V(v),
|0*(u) —O*(0)| , = [OW) ]+ <CV2+ 0V (),

and furthermore [|®]|| ; = [|©*]|| ;. Note that

(46)

(47) (Po— DO () = (Po— 1O ) = —¢u),
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thus,

n—1
O*(U,) — 0*(Ugs) = )_ 0" (Ui,) — 0" (Uf) = ZG) Ugy1) — ©(Uf)
k=0

— n—1

Z (Ut 1) = PeOUY)] + > (P — DO(UY)
k=0

Z (Uis1) = POU)]

n—1 n—1
+ > (Po— DO(UF) + Y (Ps — Po)®(U§).

Using (47) and that ©*(U}) — ©*(Uj) = ©(Uy) — ©(U() and defining the Martingale in-
crements mj_ | = O (U, ;) — PO (Uf) and the Martingale M, = > i—1my, we have

1l QWS — W) 1 n-!
48) _290 U;) —volp) = (O)n ( n)+ M£+ Z(Pé‘ Po)O(U5)

=T +1T+T3.

Note that the quantity we now care about is

<E[ITillx + IT2]lx + 1 T31lx].
X

1 n—1
E|= > o(Uf) —vo(p)
o

Let F be the filtration indexed by time k. We have with (-, -) » the X’-inner product,

n—1n—1
”Mgux Mg MEX—Zka» il
k=0 j=0
n—1n—1 n—1
EIME S = 3 3 BE(mg. mt)x | Findl] = 3 E[E[mg. m)y | F]
k=0 j=0 k=0
= SCE[E[|mf |2 | F] < 3 BE[CY2 + 0V (U, ) | Fl]
k=0 k=0

n—1
<C? <2n +6 Z E[x:V (Ux) + KS])
k=0

n—1
K % K
<2140 KV g) + — §C2(2n+9M),
s 1 —k, 1 —k,

which in turn implies that

E|Tallx =n""E| M|, <n” " (E[|ME])"?
172
- n_lﬁc<2+9w>

_ £<2+9w)1/2_
Jn 1 — ke
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Next we have

= Z||(7’e Po)OUL) | x
X
=5 cue+ V).
k=0
n—1
<) Cy ) (1+EV(Uf))

X k=0

n—1
VK
< Ctp(e)(l + 152V (ug) + )

(49)

R/ (o) + /Ko )
1 — Jke
m/nV<uo>+¢_s)

1— /e '

= Cz/x(s)n(l +

E| T SClﬁ(s)<l+

Finally we have

|OUs) — OUE)| » < CJ2+6V(US) +6V(U)

< CW2+VO(V(US) +/V(UY)).

(50) E||T1||Xs%[ﬁ+ﬂ(m+Kg/zm+ 1\—/2)}

< %[xfﬂ«/@(m(l + K1) 4 %)]

Putting together the bounds for E|T}|x, E|T>|x, E|T3|x we arrive at

ll’l 1
H Z(ﬁ U;g) — vo(e)

X

- ;[ﬁwg(m(lwﬂ)ﬂ_—ﬁ)]

C V(uo)/n + Kz \'/? Vke/nV (o) + VKe

+ﬁ<2+9—1—,<8 ) +C¢(a)(1+ e )
_ Colllellz 1 C G
= w14 ) + 2.

completing the proof of part (a).
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We now consider statement (b). We have from (48)

QUE) — O(UE
H 2 2 o(U) = o) =HE( Tl ("))

X

1
+;EM5 Z]E(Pg P)O(Uf)

X

1
< Lejo(wg) - 0wl + L T EIP - POl
k 0

Now we can bound the first term using (50)

Uslowg) - ol = S [Va e va( g+ )]

1 — ke
1 ~
_ Uliellg
nl—y
where once again C = 16;—(’)/ llelll ;> and now using (49)
'3 JKe/nV (o) + Kz

_ llellz Ce
=1 w( )(C + ) 0

APPENDIX C: PROOF OF RESULTS IN SECTION 5

PROOF OF PROPOSITION 2. Repeating the same calculation as in (27) we have for any
ueH(Q),
do(Pu, Pedi)* < do(Pu, Pedi)[2 +0((k + k) V() + (K + K))]-

Now let m, € T (P, Ped,) obtained as follows: draw &; ~ Lid N0, (1 — B?)) and set v =

ijoaﬁ]‘bj and v, = zoaféjqﬁj and propose
u* = Bu+v, uy = Bu + ve.

Next draw a uniform random variable ¢, then the first (exact) chain accepts the proposal u*
if ¢ < a(u,u*) while the second (perturbed) chain accepts u} if ¢ < a(u,u}). Since this
coupling is not necessarily optimal we have that

do(P3y, Pedu) < E[do(u*, u})P(both chains accept) |
+ E[do(u*, u)P(only first chain accepts)]
(51) + E[do(u, u})P(only second chain accepts) |
< E[do(u*, u})P(both chains accept)]
+ E[P(only one chain accepts)].
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Since W is globally Lipschitz and 1 A exp is also 1-Lipschitz it follows that
P(only one chain accepts) < | (u*) — W (u})|

<Lfu*— M:H’HI(Q) =Lllv —vellms @

o0
SL( %) Z 5/‘1’1 )
20 w@ =0 H(@)
o
<L al&ll¢; — bl + laj — a5 1111813 @)-
=0

Now by the hypothesis that the sequences {a;||¢; — ¢j||HS(Q)} and {|la; — a‘j.|||¢j||Hs(Q)}
belong to £!, Kolmogorov’s two series theorem yields that the above sum converges a.s.
Applying Cauchy—Schwarz we can write

P(only one chain accepts)
> V21200 g — 5130\
2 2 J JHS(2)
sL(Zajlsjl ||¢jnw<m> (Zaj.—2>
j=0 j=0 ”¢J “7—0‘(&2)
|2

o0 1/2 /oo
|
+L<Za§|$j|2> (Zaja—

J=0 Jj=0 J

12
I, ||HS(Q)> :

from which it follows that

EP(only one chain accepts)

. V2000 igs — 6513\ /2
sL(Zaj||¢j||%s<g>EI%jlz) (Zaf—z’)

j=0 j=0 ||¢j||'Hs(Q)
00 12 120 |a; — at|? 172
(Z ‘E& ) (Z—udyuw(m)
=0 j=0 “J
N R i N N 12
‘CIKZ“j 1912 L= lew) |
j=0 JWHS () j=0 j

Since {a,} € €2 and {a illé; ||%_LS(Q)} € ¢!'. We further have, by a similar calculation as above,
that

lu* — M:”HI(Q) lv* — U;HHI(Q)

do(u*’”é‘) = I A = I A
w w
e j ¢ HE(S2)

1/ 1/2 / 0 la = |2 172
2 2
+5(Za,-|sj|) (Z e ||¢,||HA(Q))
Jj=0

j=0 J
= 1AT+T>.
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Thus it follows by Markov’s inequality that
Edo(u*,u;) <P(+ o> D) +ET1 + T,
<2E(T + 1)

1/2 00 g2 1/2
_2G S L laj — a’
[(Z aj——— ) 4 Z—a I¢ilGe@) |

=0 19l ) =0 9
Substituting the above bounds back into (51) we obtain
dO (PBu s PSSM)

R R R N s v
_C[(Zafw) +(Z’—u¢jnw<m) }

i20 161175 () par .
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