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We present role matching, a novel, �ne-grained integrity constraint on temporal fact data, i.e.,
hsubject, predicate, object, timestampi-quadruples. A role is a combination of subject and predicate and can
be associated with di�erent objects as the real world evolves and the data changes over time. A role matching
states that the associated object of two or more roles should always match across time. Once discovered,
role matchings can serve as integrity constraints to improve data quality, for instance of structured data in
Wikipedia [3]. If violated, role matchings can alert data owners or editors and thus allow them to correct the
error. Finding all role matchings is challenging due both to the inherent quadratic complexity of the matching
problem and the need to identify true matches based on the possibly short history of the facts observed so far.

To address the �rst challenge, we introduce several blocking methods both for clean and dirty input data.
For the second challenge, the matching stage, we show how the entity resolution method Ditto [27] can be
adapted to achieve satisfactory performance for the role matching task. We evaluate our method on datasets
from Wikipedia infoboxes, showing that our blocking approaches can achieve 95% recall, while maintaining a
reduction ratio of more than 99.99%, even in the presence of dirty data. In the matching stage, we achieve a
macro F1-score of 89% on our datasets, using automatically generated labels.
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1 MOTIVATION: ROLES IN FACT DATA
Many data sources can be represented as a set of facts – knowledge graphs are usually even de�ned
as containing sets of facts. Facts are basic pieces of information that assign a speci�c object to the
property of an entity and are commonly represented as RDF-triples. Once such data evolves and
version history is tracked, facts can be annotated with a timestamp that shows when they were
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Fig. 1. A role matching in Wikipedia: The president of the United States (currently Joe Biden) is both the
incumbent of the role "President of the United States", as well as commander in chief of the US armed forces.

created or updated. It is common to simply append the timestamp as a fourth element, resulting in
quadruples [4]. Table 1 presents a few temporal facts that can be extracted from Wikipedia.
When browsing a set of facts, one can observe that many objects appear multiple times. For

example, many facts refer to the same important person, such as Joe Biden. While many of these
recurring mentions are coincidental, there are also those that are the result of real-world constraints.
For example, the US Constitution states that the US-President is also the commander-in-chief
of the US-Armed Forces [1]. In other words, Joe Biden currently ful�lls multiple roles, that
of the US-president and that of US Armed Forces commander in chief. Intuitively, a role can be
de�ned as the combination of a subject and a predicate. Figure 1 shows how this is re�ected in
the corresponding Wikipedia infoboxes, a common dataset of facts. The observed equality of the
recorded objects (in red boxes) is not coincidental, but is due to the above described constraint,
which states that these two roles should always have the same associated object at any given point
in time. We call two roles for which such an equality constraint holds a role matching.

There are many more role matchings that we can �nd in Wikipedia pages on education, politics,
and sports. For example, we discovered in our experiments that two branches of a particular

Table 1. Temporal facts extracted from Wikipedia

Role Object TimestampSubject Predicate

USA president

Barack Obama 2009-01-20
Donald Trump 2017-01-20
Joe Biden 2021-01-20

US-

Armed Forces

commander-

in-chief

Barack Obama 2009-01-20
Donald Trump 2017-01-20
Joe Biden 2021-01-20

. . . . . . . . . . . .
Jill Biden spouse Joe Biden 2002-11-09
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university always share the same mascot1, that the colors of the left and right arm in the uniform
of a speci�c soccer club should always match2, and that the home states of the two candidates
for the 2012 presidential election in the US should be the same in all pages on the elections in the
individual states3. Knowledge about such role matchings is bene�cial for two main use-cases.
Data quality and data cleaning. Role matchings serve as metadata that help capture relationships
in the data. They can be used to discover and repair data quality issues in the existing or future
data. For example a fact for a matched role might be updated later than its matching partner or it
might receive an erroneous update.
Inferring missing data. In many data sources, parts of the data might not be available all the
time. This can be due to network or system errors, or temporary deletions. This e�ect is especially
prevalent in Wikipedia data, where many pages are subject to vandalism, or properties in infoboxes
are renamed and thus appear to be deleted. Role matchings can provide the missing values and
thus complete the historical data.
In our manually annotated gold standards (see Section 7), we observed that 24% of all true role

matchings reveal erroneous values and 33% of all true role matchings can infer missing values.
However, the automatic discovery of role matchings is not an easy task. Clearly, not every time
two roles share the same object at a certain point in time should they continue to do so in the
future. For example, Jill Biden is currently married to Joe Biden, who is also the president of
the United States. However, matching these two roles is clearly wrong: Once a new president is
elected, that person does not automatically become Jill Biden’s spouse. Fortunately, we can use
the dynamic nature of the data to our advantage: We know that elements of a true role matching
should show a similar temporal behavior.

We formally de�ne the problem of role matching in Section 3, but give an intuition already here:
Given a set of roles and their version histories, �nd all pairs of roles that form a role matching,
meaning that these roles should (almost) always have the same value at every point in time. In
contrast to the traditional entity matching task, which considers static pairs of records, role matching
must additionally consider role lineages, i.e., the series of insertions, updates, and deletions of facts.
The �ckle nature of Wikipedia edits, leading to long delays between changes of matching roles,
poses an additional obstacle, which we address by speci�c solutions to both stages of traditional
solutions: candidate selection (blocking) and candidate comparison (matching). This paper focuses
on solutions to the blocking stage. The goal of the blocking stage is to reduce the number of
candidates that need to be considered, while maintaining most of the actual matches in the selected
subset.

In this work, we present and experimentally compare several blocking methods for the problem
of role matching. Because errors in the data may lead to true role matchings not being retained in
the blocking stage, we present blocking methods for both clean and dirty data, where the latter are
relaxed variants of the blocking methods that work on clean data. Our blocking methods maintain
high recall for true role matchings, while drastically reducing the search space. For the matching
stage, we adapt the schema-agnostic matching technique Ditto [27] and show that it outperforms
other approaches, achieving a satisfactory performance for the task of role matching. In summary,
our contributions are:

• The introduction of the novel problem of role matching.

1https://en.wikipedia.org/?curid=1373604 and https://en.wikipedia.org/?curid=1443633
2https://en.wikipedia.org/?curid=1007441
3https://en.wikipedia.org/wiki/2012_United_States_presidential_election_in_Utah, https://en.wikipedia.org/wiki/2012_
United_States_presidential_election_in_Florida, https://en.wikipedia.org/wiki/2012_United_States_presidential_election_
in_Kansas, ...
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• The conception and experimental comparison of various blocking strategies for both clean
and dirty input data.

• A proof of concept solution for the matching stage of role matching that adapts Ditto to the
task of role matching.

• An experimental evaluation of our solution on �ve di�erent datasets extracted fromWikipedia
infoboxes, including two manually annotated gold standards of 3,000 role matching candidate
pairs in total.

In the remainder of the paper, Section 2 discusses related work and Section 3 formally introduces
the role matching problem. Next, Sections 4 and 5 introduce blocking methods for clean and dirty
data, respectively. Afterwards, Section 6 explains how Ditto [27] can be used to solve the matching
stage. Subsequently, we evaluate our methods in Section 7 and conclude in Section 8.

2 RELATEDWORK
There are two areas of prior research that are related, namely data matching and truth discovery.
Data Matching. Data matching, also known as entity matching or duplicate detection, considers
matching representations of the same entities. Numerous surveys excellently summarize state of
the art [9, 12, 30], in particular also about blocking [31]. Sort-based blocking techniques, such as
the sorted neighborhood method [20], are ill-suited for our data, which has many same values.
Instead, we focus on standard blocking methods [17], which generate candidate pairs based on
sameness of values, but here across multiple timestamps instead of multiple attributes.
Existing techniques for data matching range from score-based methods for matching large

knowledge bases [6, 16, 24] to active learning approaches [11, 33] that require only a limited amount
of training data, to fully supervised approaches [15, 22, 27]. While these solutions assume static
data, there are also approaches that link records in temporal data [7, 8, 35]. Typically, the challenges
in temporal record linkage lie in the fact that di�erent snapshots of data are available without
knowledge about the underlying changes to the contained entities. A commonly applied strategy is
to use a decay function to model the probability that entities have changed over time [21, 25]. Our
setting is signi�cantly di�erent: We assume perfect knowledge about which changes occurred at
which point in time to which entity. The goal of role matching is not to �nd multiple representations
of the same entity, but instead discover roles that can have quite di�erent subject entities, but that
always share an associated object.

Data matching has also been studied in the context of change exploration, where the matching
of structured entities across time has been looked at [5]. However, the suggested technique uses a
bag of words-based approach, thus requiring that the entities to match are collections of values,
which is not the case for roles.
Truth discovery. The research area of truth discovery deals with the problem of �nding the true
object for a given role from a set of sources that may claim di�erent objects to be true [26]. While
there are many solutions to the problem [14, 18, 32, 36], quite a few works deal with specialized
variants of the problem, such as incorporating dependencies between di�erent sources [13] or
incorporating labelled truths [37]. Particularly related are truth discovery algorithms that consider
data that evolve over time [14, 28, 38]. While the underlying use-case of truth discovery – ensuring
data quality – is similar to role matching, the setting of truth discovery is signi�cantly di�erent: it
assumes and requires several observations for the same fact to be present in the data. Instead of
using known redundancies (the presence of multiple observations of the same fact) the task of role
matching generally assumes that every fact is present only once in the data and discovers equality
constraints between two di�erent roles. Truth discovery could be applied as an upstream task to
resolve disagreements before doing role matching.
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3 ROLE MATCHING IN TEMPORAL DATA
We �rst introduce the notation used in this paper, after which we formally introduce the role
matching problem.
Preliminaries and Notation. To denote a time-speci�c fact 5 (in the following called fact for
brevity), we use the RDF-inspired quadruple notation 5 =< B, ?,>, C >, where B, ?,> correspond
to the subject, predicate, and object as in RDF and C is a timestamp when this fact 5 is valid. We
use F ((, %,$,) ) to refer to a relation containing many such facts, with {(, %,) } being a key of
this relation. We model timestamps as integers and denote the set of all observable timestamps, by
)( = c) (F ). We call the combination of subject and predicate a role (denoted A = (B, ?)). We de�ne
the lineage of a role in the following:

De�nition 3.1. Given a role A = (B, ?), its role lineage !A is de�ned as the relation of all object-
timestamp pairs that were ever recorded for A : !A = c$,) (f(=B^%=? (F )).
We use !A [C] to denote the object associated with role A at timestamp C : !A [C] = c$ (f)=C (!A )).

Due to our key constraint, this set can contain at most one object, so we overload notation and use
!A [C] to also denote this object. In the following, we also refer to the object associated with a role at
a certain timestamp as that role’s value at that point in time. For simplicity of notation, we assume
that F contains an observation for every role A at every timestamp C 2 )( and that the timestamps
C 2 )( are equidistant. If there is no data about A at point in time C , then we assign !A [C] = ?
(which is not part of the regular domain of !A [C]) and assume that F also contains this. We say
that there is a change to A at timestamp C , if !A [C] < ? and either the initial insert happened at C
(8C 0 < C !A [C 0] = ?), or there was an update at timestamp C : 98, 8 < C^!A [8] < !A [C]^!A [8] < ?^89 ,
8 < 9 < C : !A [ 9] = ?. We do not consider deletions or re-insertions of the previously deleted value
to be changes.
We now de�ne two concepts that are used later in the paper, namely change sequences and

transition sets. Intuitively, the change sequence of a role A is the sequence of changes to A without
considering the explicit timestamps of the changes:

De�nition 3.2. The change sequence⇠& of a role A is de�ned as⇠& (A ) = c$ (g) (f8B⇠⌘0=64 () ) (!A ))).
For example, given the data shown in Table 1, the change sequence for the role (USA,president)

is [Barack Obama, Donald Trump, Joe Biden]. Given the notion of a change sequence, we de�ne
the notion of the transition set:

De�nition 3.3. Given the change sequence ⇠& (A ) = [E1, E2, ..., E=] of role A , the transition set )'(
of A is de�ned as )'( (A ) = {(E8 ! E8+1) | 8 2 {0, ...,= � 1}}.

The Role Matching Problem. As mentioned in the introduction, a role matching is an integrity
constraint that holds between two roles A1 and A2 if they should always have the same value. We
can thus de�ne the role matching problem in the following:

De�nition 3.4. Given a set of roles ', the role matching problem asks for those pairs of roles
(A1, A2) 2 ' ⇥ ', where A1 and A2 form a role matching.

Considering all pairs in ' ⇥ ' is infeasible in practice, as there are just too many to consider and
computational resources are limited. An overview over the di�erent stages for role matching is
displayed in Figure 2. As discussed in Section 1, we use the same task split as for entity matching
to solve the problem of role matching. We distinguish blocking methods for clean and dirty data,
because dirty input data requires more lenient (relaxed) blocking methods. While these are expected
to have a higher recall, they also returnmore candidate pairs, leading to a large number of candidates

Proc. ACM Manag. Data, Vol. 1, No. 1, Article 65. Publication date: May 2023.
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Fig. 2. The role matching pipeline.

that are passed on to the matcher. In the following, we explain how the di�erent subtasks of role
matching can be solved. When denoting a blocking method, we always assume that ' is the set of
input roles and that A1 and A2 are two roles from that set. For every blocking method, we describe
the set of pairs that are retained in the blocking stage and thus passed on to the matching stage.
We now describe how blocking for clean (Section 4) and dirty (Section 5) input data can be realized.
Afterwards, we describe how related work from the area of entity matching, namely Ditto [27], can
be employed in the matching stage (Section 6).

4 BLOCKING FOR CLEAN DATA
In use cases where we expect clean data, we can apply strict blocking methods, which we present
in this section. This applies, for example, to relational databases where automatic checks can
ensure the consistency of values and transactions can update several values at the same recorded
timestamp. In the following, we �rst de�ne the blocking methods, after which we discuss their
e�cient implementation.

4.1 Blocking Method Definitions
Assuming clean data, a �rst approach is to limit the scope of candidates to those roles whose
lineages are equivalent:

Blocking Method 1. Exact Match (EM) considers all pairs of roles where the two roles agree on
every value at every point in time in the observed time period: ⇢" (') = {(A1, A2) 2 ' ⇥ ' | 8C 2
)( !A1 [C] = !A2 [C]}.

However, this blocking technique fails to consider important e�ects that happen when data
is observed over a long period of time. EM demands, that the values of two roles A1 and A2 must
always match at every point in time. This implicitly assumes that two roles must always exist at
the same time because if (A1, A2) 2 ⇢" then !A1 [C] = ? implies !A2 [C] = ?. This is highly unrealistic
in practice because some data entries may be created earlier than others, data providers may
experience server or network issues, or individual parts of the data can be temporally missing. For
example, common role matchings on Wikipedia are that books of the same series should share the
same genre. However, articles on Wikipedia are not created or updated systematically. For example,
the article for the book Red Sun of Darkover4 was inserted on September 23, 2008, whereas the
article for Renunciates of Darkover5 was created a month later on October 21, 2008. It is easy to
imagine that the same e�ect would also occur in database systems, as typically only few records
are created at exactly the same time.

4https://en.wikipedia.org/?curid=19433458
5https://en.wikipedia.org/?curid=19869298

Proc. ACM Manag. Data, Vol. 1, No. 1, Article 65. Publication date: May 2023.
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What follows is that the unobservability of a role A at timestamp C (denoted as !A [C] = ?) should
not prevent matches to other roles that are observable at timestamp C . We also refer to ? as the
wildcard-value. We use that notion to de�ne value compatibility:

De�nition 4.1. The values of two roles A1 and A2 are compatible at timestamp C , denoted
!A1 [C]b=!A2 [C], if !A1 [C] = !A2 [C] _ !A1 [C] = ? _ !A2 [C] = ?

The idea is intuitive: if the actual true value of a role is unknown at a timestamp C (denoted by
!A [C] = ?), then that role can, in principle, match any other role at C . This de�nition corresponds to
the open world assumption that is commonly used in knowledge bases, stating that the absence of a
fact cannot be used to assume that such a fact is untrue. Given the notion of value compatibility,
we can introduce role compatibility:

De�nition 4.2. The role compatibility '⇠ is de�ned as the fraction of time that two roles A1 and A2
are compatible:
'⇠ (A1, A2) =

| {C 2)( | !A1 [C ]b=!A2 [C ] } |
|)( |

Given a pair of roles ? = (A1, A2) we also say that ? is a fully compatible pair of roles, if '⇠ (A1, A2) =
1.0. The idea of the next blocking method is to return the set of all roles that are fully compatible.
However, a remaining issue is that if data density (meaning the number of non-wildcard values) is
low, candidate pairs may be fully compatible even without sharing a single non-wildcard value. For
example, if the only observations of non-wildcard values in !A1 are in the �rst half of the observable
time period and the only observations of non-wildcard values in !A2 are in the second half of the
observable time period, then (A1, A2) is fully compatible. To �lter such candidates, we employ an
additional �lter that requires that roles A1 and A2 share at least one transition:

BlockingMethod 2. Compatibility-Based Role Blocking (CBRB) considers all pairs of roles that have
a compatibility of 1.0 and share at least one transition: ⇠⌫'⌫(') = {(A1, A2) 2 ' ⇥ ' | '⇠ (A1, A2) =
1.0 ^)'( (A1) \)'( (A2) < ;}.

4.2 E�icient Computation of CBRB
While EM can be implemented via a simple group-by query, the solution for CBRB is more complex.
Conventional index-structures, such as hashtables or ⌫+-trees do not solve the problem, because
they are unable to model wildcards matching any other value. Naturally, checking all pairs of roles
for their compatibility is infeasible. That is why we present a specialized pruning strategy next.

4.2.1 Constructing Role Trees. It is possible to e�ciently discover the set of fully compatible role
pairs with the help of a specialized tree-like traversal method, role trees, which function similar
to standard search trees, but are able to handle wildcards. To explain how role trees function, we
�rst consider the simpler case of no wildcards being present in the data. Given a set of roles ', and
a timestamp C , we partition the roles A 2 ' according to !A [C], because only roles that have the
same values at C can be fully compatible. Given a timestamp C and a value E , let %CE = {A | !A [C] = E}
denote the partition of roles A that have value E at timestamp C . By recursively splitting partitions
(using di�erent timestamps) we obtain a tree of partitions that we call a role tree. Figure 3 illustrates
an example. Initially (in the root node) the value at every timestamp is still unknown, and thus
all boxes are colored white. Once a split at a timestamp is performed, the values at that particular
timestamp are examined in all role lineages and di�erent values are depicted as di�erent colors.
Roles can be fully compatible with each other only if they are in the same leaf node.
In theory, a role tree can reach a maximum height of |)( |, but many branches will be much

smaller, because we need to split nodes only until they contain few enough roles, so that a pairwise
comparison is no longer expensive. Note that a role tree is not just a simple pre�x-tree, because C is

Proc. ACM Manag. Data, Vol. 1, No. 1, Article 65. Publication date: May 2023.
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Split at t2

...
Split at t3 Split at t4... ...

... ... ...

Fig. 3. Visualization of a role tree when no wildcards are present. Role lineages are represented as arrays,
where one box depicts one timestamp. Colors represent di�erent values (at specific timestamps).
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Fig. 4. A role tree to e�iciently construct the compatibility graph. Wildcard values are depicted by the
rainbow-boxes. Every wildcard partition introduces one or two new bipartite role trees per level, making the
overall data structure a forest. Only roles that are in the same leaf-node of a tree can be compatible to each
other.

chosen independently in every node. This freedom allows us to select a timestamp that is suitable
for splitting the current node into many small partitions. An example can be seen in the second
level in Figure 3, where the �rst node is split on C3 and the third on C4. We discuss the mechanism
to choose a suitable split-timestamp C in Section 4.2.2.

With wildcards values (“?”), the problem of determining whether two roles are fully compatible
becomes more complicated, because wildcards are compatible with any other value. Thus, they
need to be given special consideration: In any level of the role tree, roles in the wildcard-partition
%C? can still be fully compatible to all other roles in all other partitions at that level. Depending on

Proc. ACM Manag. Data, Vol. 1, No. 1, Article 65. Publication date: May 2023.
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the size of %C?, this may result in a prohibitively large number of candidates to check, especially at
early levels. A simple solution would be to also add all roles in %C? to all other partitions on the same
level and proceed recursively. However, this is ine�cient for two reasons: First, every role in the
wildcard partition is now processed< times (where< is the number of partitions). Second, a match
between two roles within %C? is now also found (and thus computed)< times. These problems are
ampli�ed once the next level is partitioned, because once again roles in the wildcard partitions are
added to every other partition on that level, leading to a tree quickly growing in width, but not
shrinking enough in the size of the leaf-nodes.
Our solution to this problem is to process the wildcard partition as if it were a non-wildcard

partition and additionally create an instance of a new, specialized traversal method, which we call
the bipartite role tree, or bipartite tree in short. A bipartite role tree takes two sets ', '̃ of roles
as the input and discovers all fully compatible pairs (A , Ã ) with A 2 �, Ã 2 ⌫. It does not consider
pairs where both roles are from the same set (this is done in the original, non-bipartite role tree).
Whenever there is a level in the original role tree in which there is a wildcard node, our procedure
creates a new bipartite role tree with ' containing all roles in the non-wildcard partitions (of that
level) and '̃ containing the roles in the wildcard partition.
Figure 4 illustrates the creation of bipartite trees. In the example, we start with a normal role

tree, which is split on timestamp 2, creating a wildcard-node (on the right-hand side of the �gure).
This leads to the creation of BT1, whose root node consists of all role lineages in the �rst level
of T, shown by the dashed lines in Figure 4. The root node of BT1 is then split on timestamp 4.
Because no role lineage has a wildcard value at timestamp 4, there is no separate bipartite tree
created at this level. However, when the left-most level 1 node of BT1 is split on timestamp 1, a new
wildcard node is created, leading to the creation of BT2 and BT3. Wildcard nodes within a bipartite
tree always spawn two new bipartite trees, because the roles in the left part of the wildcard node
need to be compared to all roles in the right part of the non-wildcard partitions (BT2 in Figure 4)
and vice-versa (BT3 in Figure 4). Like before, only roles that are in the same leaf-node can be fully
compatible.

4.2.2 Choosing suitable split-timestamps. Both regular and bipartite role trees must choose a
suitable split-timestamp C for a given input set of roles ' or a pair of role sets (', '̃) in the bipartite
case, respectively. Naturally, it is bene�cial to choose C in such a way, that the trees quickly converge
to small partitions. We can (greedily) model this by comparing the number of pairwise comparisons
that would be necessary to determine the set of fully compatible role pairs before and after the
split. The larger the di�erence, the better the split. To facility further notation, let #% (') denote
the number of pairwise combinations of roles in set ':

#% (') = |{(A1, A2) 2 ' ⇥ ' | A1 < A2}| =
|' | · ( |' | � 1)

2
(1)

Furthermore, let +C = {!A [C] | A 2 ' ^ !A [C] < ?} be the set of non-wildcard values at C . We can
describe the number of pairs we need to consider after a split on C for the normal role tree with
Equation (2):

(',C = #% (%C?) + |%C? | · |' | +
’
E2+C

#% (%CE) (2)

The reduction in the number of pairs that need to be considered is described by:

'⇢⇡ (', C) = 1 � (',C
#% (') (3)

The ideal split-timestamp is the one that minimizes (',C and thus maximizes '⇢⇡ (', C). Given two
sets of roles ' and '̃ in the bipartite case, it is bene�cial to separate ' and '̃ as much as possible.
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Given a timestamp C and a value E , we use %CE to denote all A 2 ' where !A [C] = E (the left side of
the partition). Equivalently %̃CE denotes the right side of the partition (all Ã 2 '̃ where !Ã [C] = E).
Here, we can describe the number of comparisons after a split on C with Equation (4):

( (','̃),C = |%C? | · |'̃ | + |' \ %C? | · |%̃C? | +
’
E2+C

( |%CE | · |%̃CE |) (4)

Here, the reduction in the number of pairs that need to be considered can be described by:

'⇢⇡ (', '̃, C) = 1 �
( (','̃),C

|' | · |'̃ |
(5)

Once again the ideal split-timestamp minimizes ( (','̃),C and thus maximizes '⇢⇡ (', '̃, C).
While �nding the timestamp that minimizes (',C or ( ('̃,'),C is possible, it has a complexity of

|)( | · |' | or |)( | · ( |' | + |'̃ |) respectively, because all role lineages in the current partition need to
be considered at every candidate timestamp to �nd it. This would be just as expensive as actually
executing every split, and is thus not a viable solution. If the data is evenly distributed across time,
simply picking a random timestamp C to split on can work well. However, this is rarely the case in
practice, which is why we sample roles from ' and timestamps from)( and compute (',C or ( ('̃,'),C
on the sample respectively. We then use the C that optimally splits the sample as our split timestamp.
In our experiments, we observed that a sampling rate of 10% for �elds and timestamps proved
e�ective. Sometimes, a node contains mostly pairwise compatible roles. In such a case, '⇢⇡ (', C), or
'⇢⇡ (', '̃, C) respectively, becomes very small. This can lead to cases where the algorithm dedicates
a lot of runtime to repeatedly splitting o� a very small fraction of '. In such a case, it is usually
better to simply check all pairs in the current node instead of further partitioning it. Thus, we abort
the partitioning of a role tree node if '⇢⇡ (', C), or '⇢⇡ (', '̃, C) respectively, is below a threshold
X<8='⇢⇡ . In our experiments, we discovered that a setting of X<8='⇢⇡ = 0.1 worked well.

4.2.3 CBRB - Algorithm. Algorithm 1 shows the recursive algorithm to construct a (bipartite)
role tree, thus creating the blocking for CBRB. Note that the (bipartite) role trees do not need to
be explicitly materialized: we use them only as a traversal method, not as a data structure. The
procedure RoleTree serves as the entry to the program, chooses a split-timestamp C and calls itself
recursively for every partition. The subprocedure BipartiteRoleTree is used to discover compatible
roles in bipartite role trees as described above.

Di�erent recursive calls to RoleTree and BipartiteRoleTree can easily be parallelized, because they
are independent of each other. Thus, we fork a new thread if the new input sizes |' | or |' | + |'̃ |
are larger than a certain threshold \fork. Similarly, the pairwise computations (lines 35-37) are also
parallelized if their number exceeds a certain number. For that purpose, we do not actually compute
calls to the PAIRWISE procedure in the same process, but instead add them to a list of tasks until a
certain batch size \10C2⌘ is reached. Once the number of pairs to compute exceeds \10C2⌘ , a new
asynchronous computation is triggered that executes all accumulated calls to PAIRWISE. In our
experiments in Section 7.1 we found that setting \fork = 30 and \batch = 900 worked well. Using the
settings speci�ed in this section, CBRB computed the blocking for our largest dataset containing
more than 300,000 roles in less than half an hour (using 32 threads).
Note that role trees and bipartite role trees can of course also be materialized to e�ciently

generate candidates for new, previously unseen roles. While it is not a focus of our work, it is
worthy to note that (bipartite) role trees can also be built incrementally and are thus also applicable
to scenarios where new observations for new timestamps are constantly coming in. In such a case,
the leaf-nodes just need to be further split on the new timestamps as the new data arrives.
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input :Set of Roles ', timestamps ) used by parent-partitions (initially empty), X<8='⇢⇡

output :All fully compatible role pairs
1 PROCEDURE RoleTree(',) ):
2 if ) < )( ^ |' ⇥ ' | is too large then
3 C ( sample best split-timestamp in )( \) ; /* see EQ. (2) */

4 if '⇢⇡ (', C) � \<8='⇢⇡ then
5 +C ( {E | !A [C] = E ^ E < ?, A 2 '} ; /* all values at C */

6 for E 2 +C do
7 %E ( {A | A 2 ' ^ !A [C] = E} ; /* current partition */

8 RoleTree(%E, ) [ {C});
9 %? ( {A | A 2 ' ^ !A [C] = ?} ; /* wildcard partition */

10 RoleTree(%?, ) [ {C});
11 BipartiteRoleTree(%?, ' \ %?,) [ {C});
12 else
13 Pairwise(',');
14 else
15 Pairwise(',');
16 PROCEDURE BipartiteRoleTree(', '̃,) ):
17 if |) | < |)( | ^ |' ⇥ '̃ | is too large then
18 C ( sample best split-timestamp in )( \) ; /* see EQ (4) */

19 if '⇢⇡ (', C) � \<8='⇢⇡ then
20 +C ( {E | !A [C] = E ^ E < ?, A 2 ' [ '̃};
21 for E 2 +C do
22 %E ( {A | A 2 ' ^ !A [C] = E} ;
23 %̃E ( {Ã | Ã 2 '̃ ^ !Ã [C] = E} ;
24 BipartiteRoleTree(%E, %̃E, ) [ {C});
25 %? ( {A | A 2 ' ^ !A [C] = ?};
26 %̃? ( {Ã | Ã 2 '̃ ^ !Ã [C] = ?};
27 BipartiteRoleTree(%? , '̃ \ %̃?,) [ {C});
28 BipartiteRoleTree(' \ %?, %̃? ,) [ {C});
29 BipartiteRoleTree(%? , %̃? ,) [ {C});
30 else
31 Pairwise(', '̃);
32 else
33 Pairwise(', '̃);
34 PROCEDURE Pairwise(', '̃):
35 for (A , Ã ) 2 {(A , Ã ) 2 ' ⇥ '̃ | A < Ã ^ Ab=Ã } do
36 if )'( (A ) \)'( (Ã ) < ; then
37 output (A , Ã ) ; /* fully compatible pair found */

Algorithm 1: CBRB – Compatibility-based Role Blocking

5 BLOCKING FOR DIRTY DATA
While we can expect the prior approach to retain all role matching candidates in clean data, the
same is not true if there are data quality issues. In crowd-edited data sources, such as Wikipedia,
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Fig. 5. Examples of which types of candidate pairs are retained by which blocking methods. Like in Figure 3,
a rainbow represents the non-existence of an observation, which CBRB interprets as a wildcard. Checkmarks
signify that a candidate is retained by a blocking method.

common data quality issues include vandalism, inconsistent formattings, delayed updates, or actual
disagreements about what is correct. In the presence of such data quality issues, it is unrealistic to
expect to retain most role matchings using CBRB. Thus, we present new blocking methods that
further relax the search space. Analogously to Section 4, we �rst de�ne the blocking methods for
dirty data and then discuss how they can be e�ciently implemented.

5.1 Blocking Method Definitions
To illustrate the di�erences between the blocking methods that we already presented in Section 4
and the ones that we present in the following, Figure 5 shows what example candidate pairs are
retained by which blocking method. We �rst present a relaxation to CBRB by introducing value
decay and subsequently discuss several relaxations to EM.

5.1.1 CBRB with Decaying Values. The �rst relaxation that we consider is the notion of value
decay. This relaxation can be used with CBRB and deals with the issue that data items can become
outdated and erroneously show outdated values. Treating such outdated values as the true current
value can prevent CBRB from �nding semantically correct role matchings, especially if the usual
update frequency for a role is low. This can be remedied, by transforming the underlying data using
a monotonically decreasing decay function l :

!A [C]0 =
(
l (A , C, C 0) > 0 : !A [C]
otherwise : ?

(6)

Here, we denote A as the role, C as the current timestamp, and C 0 as the timestamp of the last change
to A before C . The reasoning is that the longer there is no change to a role, the less certain we are
about the correctness of the current value, which is modelled by a decrease in the value returned
by l . If the result reaches zero, the recorded value is deemed too uncertain and replaced with a
wildcard, which is allowed to match any other value.

Naturally, some roles change their values more frequently than others and thus their values
should decay more quickly. A natural, data-driven way to model the decay function is to use the
distribution of time intervals between observed consecutive changes of a role. Let)A = [C1, ..., C: ] be
the sorted sequence of timestamps at which A changed. Further, let C8<4 (C8 , C 9 ) denote the absolute
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time di�erence between timestamps C8 and C 9 . We denote) �A = {C8<4 (C8 , C8+1) | 8 2 {1, . . . ,: � 1}} as
the multiset of time di�erences from one change to the next. The probability that the value of A has
decayed at timestamp C (with the timestamp of the last change to A before C being C 0) is described
by the cumulative distribution function:

⇠A (C 0, C) =
|{3 2 ) �A | 3  C8<4 (C 0, C)}|

|) �A |
(7)

In order to turn this probability into a deterministic binary decision, we use a threshold V 2 [0, 1]
in the decay function l (A , C, C 0) = V �⇠A (C 0, C). The larger V , the more certain we want to be that
the current value of a role A is outdated in order to actually �ag it as decayed (and replace it with a
wildcard). Using the notion of decay, we can introduce a relaxed form of CBRB:

Blocking Method 3. Compatibility-Based Role Blocking with Decay (CBRBV ) functions in the same
way as CBRB, with the di�erence that before the blocking is executed, the lineage of every role
A 2 ' is transformed as described in Equation 6 using our decay function l with V as the threshold.

5.1.2 Relaxations to EM. While applying a decay function can deal with cases where a few values
in a lineage are outdated for a longer period of time, it does not help if a role is updated regularly,
but with delays. For such cases, it makes sense to merely demand that that changes (new value
assignments) to the two roles happen in the same order, without considering the exact timestamps.
This is realized by blocking by the change sequence:

Blocking Method 4. Change Sequence Match (CQM) considers all pairs of roles, where the
change sequences (see De�nition 3.2) of the two candidate roles are equal: ⇠&" (') = {(A1, A2) 2
' ⇥ ' |⇠& (A1) = ⇠& (A2)}.

While CQM tolerates changes that happen out of sync, it still requires all changes to happen in
the same order, which can still be too strict, for example in the presence of edit wars. A blocking
method that keeps the notion of a change, but relaxes their order is the idea of blocking by transition
sets:

Blocking Method 5. Transition Set Match (TSM) considers all pairs of roles where the transition
set (see De�nition 3.3) of A1 is equivalent to the transition set of A2: )(" (A ) = {(A1, A2) 2 ' ⇥
' |)'( (A1) = )'( (A2)}.

While TSM is more lenient than CQM, it discards candidate pairs where one of the roles under-
went an erroneous revert. By demanding only value set equality, without considering any order in
which the values were assigned to the roles, such cases can be covered:

Blocking Method 6. Value Set Match (VSM) considers all pairs of roles where the set of all
values that were assigned to A1 is equivalent to the set of all values that were assigned to A2:
+(" (') = {(A1, A2) 2 ' ⇥ ' | ⇧$ (!A1 ) = ⇧$ (!A2 )}

While these methods relax the search space to di�erent degrees, all of them require the roles to
fully match on a speci�c grouping key and only relax how strictly that grouping key is constructed.
For some data errors, it is necessary to instead relax the extent to which roles match. For example,
none of the above methods would retain a candidate pair, where one role assumes a value that the
other one does not. Such cases can be covered by what we call the relaxed match method (RM),
which is a relaxation of EM:

Blocking Method 7. Relaxed Match (RMW ) considers all pairs of roles where the two roles have
the same value for a relative number of timestamps of at least W :
'"W (') = {(A1, A2) 2 ' ⇥ ' | | {C 2)( | !A1 [C ]=!A2 [C ] } |

|)( | � W}
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For this blocking strategy, W serves as a parameter to tune the tradeo� between recall on the one
hand and false positive rate as well as runtime on the other. Such a parametrized relaxation could
also be applied to CBRB, but in our experiments we found that a relaxed notion of CBRB is not
superior to RM.

For most of the blocking methods for dirty data, it is simple to �nd an e�cient implementation.
CBRBV requires no additional e�ort, as it just applies a preprocessing step, before the algorithm
for CBRB is applied (as detailed in Section 4.2). CQM, TSM and VSM can be implemented by a
simple GROUP-BY query. However, RMW is more complicated to e�ciently implement because it
no longer requires an exact match on a grouping key, which is why we discuss its implementation
in the following.

5.2 E�icient Computation of RMW

To e�ciently implement '"W , we use prior work on the problem of domain search. Zhu et al. de�ne
the problem as [39]: Given a collection of domains (sets of values) ⇡ , a query domain & , and a
threshold W 2 [0, 1], return the set of domains ⇡ 0 ✓ ⇡ that contain at least 100 ⇤ W% of the values
in & . For this purpose, set containment is de�ned as: (⇠ (&,- ) = |- \& |/|& |. Thus, ⇡ 0 is de�ned
as: ⇡ 0 = {- 2 ⇡ |(⇠ (&,- ) � W}. The authors present LSHEnsemble, which uses an ensemble of
MinHash functions to create data sketches that can be e�ciently indexed and queried. It can be
used to implement the blocking method RMW in the following way: For every role A , we create a
set of string values ⇡A that we call the role domain of A . ⇡A is created by taking every observable
timestamp C , and concatenating C with !A [C], thus creating a string that represents exactly the value
of A at that timestamp: ⇡A = {“C .E”|C 2 )( ^ !A [C] = E}

We then treat every ⇡A as a domain, and solve the problem of '"W by querying every ⇡A (with
threshold W ) against the set of all role domains. By concatenating timestamp and value, we ensure
that multiple occurrences of the same value are recognized as a match by LSHEnsemble only if
they also appear at the same timestamp, which is precisely what we need for RMW . The returned
set of role domains by LSHEnsemble corresponds exactly to those roles that match the query role A
for at least 100 ⇤ W%.

A weakness of this method is that it is necessary to materialize a string for every role for every
observable timestamp C 2 )( . This can become prohibitively expensive if )( is large, which is
the case if the data were observed over a long period of time and the granularity of the recorded
timestamps C is small. We experimentally show this disadvantage in Section 7.3.5.

6 SOLVING THE MATCHING STAGE
While the focus of this paper is dedicated to the blocking stage to �nd eligible candidates, the
problem of identifying true role matchings among these candidates must also be solved. On a
technical level, the problem of role matching is equivalent to that of entity matching, but instead of
multiple attributes that describe an entity, we have only a single attribute, for which we observe
multiple values over time.

We comparatively evaluate three di�erent approaches. The �rst is a modi�cation of the matching
process of MinoanER [16], which subsequently applies four rules. For the task of role matching,
we need to modify this process, because it is designed for the clean-to-clean entity resolution
use-case (every entity is expected to match at most one other entity) and assumes that most entities
have a distinctive name property. These assumptions do not hold for role matching and a 1-to-1
application of MinoanER would hurt its performance. Therefore, we drop the Name Matching Rule
(R1) and Reciprocity Matching Rule (R4) and modify the two remaining rules (Value Matching Rule
(R2) and Rank Aggregation Rule (R3)), by computing their corresponding scores (the value and
neighbor similarity). For details about these scores we refer the reader to the original paper [16].
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Given two thresholds, a candidate is then recognized as a match if either of the two scores exceeds
the corresponding threshold.
The second approach uses the Magellan system’s classi�ers [23] – traditional machine learn-

ing models, such as decision trees and random forests, that require hand-crafted feature tables
containing numeric features. We generate these in the following way: The schema of our feature
table contains the class label, as well as one attribute for every observable timestamp C . Given a
candidate (A1, A2), the feature for C is de�ned as the edit distance editDist(!A1 [C], !A2 [C]) between
the lineages’ values at that timestamp. It is notable that this results in much redundant information
for candidates where both roles only change their values occasionally. However, the requirement
for all candidates to share a common schema is hard to satisfy without such redundancies.
The third matching approach, Ditto [27], is based on language models. It avoids the aforemen-

tioned problem of redundancy, because it does not the require same schemata for its candidates.
Instead, it transforms the two entities of a candidate into string representations, concatenates
them using special separators and then uses them to �ne-tune a pretrained language model to
classify pairs of entities as matches or non-matches. Ditto can be used to create a matcher for the
role matching problem similarly. Given a role lineage !A , we create its attributes in the following
way: For every time C 2 )( where there is a change in !A (including the �rst insert), we create
an attribute named C and assign it the value !A [C]. Additionally, we create a special attribute that
stores the duration for which the value E was valid in A . Finally, we also include the subject and
predicate IDs as attributes for every role. The attributes of role A are then serialized to a string
exactly like they would be for the task of entity matching. For the details of the serialization, we
refer the reader to the original paper [27]. Our experiments in Section 7.4 show that this approach
can already yield high precision matchings, while maintaining reasonable recall for our datasets.

7 EVALUATION
We evaluate our approach on several datasets from Wikipedia. Our implementations and datasets
are publicly available6. We give a brief overview of our dataset extraction and preparation steps in
Section 7.1. Then, we discuss the creation of two di�erent gold standards in Section 7.2 and report
the performance of the proposed blocking methods on them in Section 7.3. Finally, we present the
experimental setup and the results for the matching stage in Section 7.4.

7.1 Data Sets
We use the historical data that is provided by the Wikimedia Foundation7, choosing more than
16 years between early 2003 and late 2019. We consider solely data stored in infoboxes, which
are collections of key-value pairs for a speci�c entity (a Wikipedia page). Thus, a role A is the
combination of the Wikipedia page as the subject and the property in the infobox as the predicate.
Infoboxes are organized by templates, such as infobox book, infobox football player, etc., which act
as categories. To obtain larger datasets and thus the potential to discover more role matchings, we
manually assigned 36 templates of the top 100 templates into �ve broader categories: Education
(ED), Football (FO), Military (MI), Politics (PO), and TV and Film (TV).

An issue of this dataset is that details of the Wikipedia markup syntax can make two data points
that are semantically the same look very di�erent, for example because users add special formatting
or extra icons and images. To mitigate this problem, we preprocess values containing Wikilinks
(links to other Wikipedia pages): For every key-value pair that contains at least one Wikilink, we

6https://github.com/leonbornemann/role_matching_in_temporal_data_resources/
7https://dumps.wikimedia.org/
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Table 2. Basic Statistics about the datasets. Avg. #DV denotes the average number of distinct values in a
lineage, Avg. Data Density denotes the average share of non-wildcard values in a lineage (with standard
deviations).

Dataset #roles Avg. #DV Avg. Data Density
ED 73998 4.22 (2.16) 0.58 (0.15)
FO 325933 7.59 (11.64) 0.50 (0.17)
MI 92338 5.46 (5.47) 0.61 (0.16)
PO 66684 4.35 (2.65) 0.50 (0.16)
TV 217521 5.47 (6.82) 0.54 (0.17)

create an additional, separate key-value pair per contained Wikilink whose value is just the target
of the link, thus removing any boilerplate or formatting instructions.
To reduce the impact of vandalism, which frequently appears in Wikipedia [2], and to achieve

reasonable runtime for the '"W , we aggregate the time granularity of the observed data to weekly
snapshots using the majority value in that week. The resulting lineages have 870 data points (one
for each week). Some key-value pairs on Wikipedia are not of interest to us, either because they
are created accidentally or as vandalism, or because they are completely static, meaning they never
change. Thus, we �lter the obtained lineages by demanding that they must contain at least two
distinct (non-wildcard) values before 2016-05-07. Furthermore, we demand that there must be at
least one value observation after 2016-05-07. This is relevant for the matching stage in Section 7.4,
because we use the time period after 2016-05-07 to automatically generate labels for candidate pairs.
For all experiments and statistics in Sections 7.1–7.3, we consider only the time period between the
beginning (2003-01-04) and 2016-05-07. Table 2 presents basic statistics of the datasets. It reveals
that there are not many distinct values per lineage on average and that the data density (meaning
the share of non-wildcard values) is only slightly higher than 50% for most datasets. However, the
variance for the number of distinct values is high, showing that while there are some roles that
rarely change, others change more frequently.

7.2 Gold Standards
To judge the recall of the di�erent suggested blocking methods, we require knowledge about true
(semantically valid) role matchings. For that purpose, we manually annotated pairs of roles from the
di�erent Wikipedia datasets. When trying to annotate data, two issues arise. First, it is extremely
unlikely to sample true positives from a uniform sample of the set of all pairs. Thus, we limited the
set of pairs that we look at to those candidates (A1, A2), where 9C 2 )(, !A1 [C] = !A2 [C], i.e., a value
agreement in at least one timestamp. In the following, we also refer to this set of candidates as
1TVA. Second, if one were to uniformly sample pairs from 1TVA, the result set would be dominated
by candidate pairs that agree on frequently occurring values, such as "1", "NA", "–", etc. Such
agreements would mostly be by chance, once again leading to few true positives. Also, such true
positives would not be a very diverse representation of the types of role matchings that we can
�nd in the datasets because the chance of selecting a pair of roles that agree on a rarely occurring
value is very low. Therefore, we used a di�erent procedure to sample our �rst gold standard.

7.2.1 Diverse Gold Standard (DGS). We created DGS by repeating the following procedure until
we reached our sample size:

(1) Randomly choose a timestamp C 2 )( .
(2) Group all roles in the dataset by their value at timestamp C .
(3) Randomly choose one of the above groups with size > 1.

Proc. ACM Manag. Data, Vol. 1, No. 1, Article 65. Publication date: May 2023.



Matching Roles from Temporal Data 65:17

Fig. 6. Distribution of true positives into the three buckets of the stratified sample for both gold standards.

(4) Randomly choose one of the pairs in that group.
This procedure is biased towards pairs occurring in smaller groups (meaning their values are rarer).
This increases the chances of sampling true role matchings and gives us a more diverse set of role
matchings. We �rst used this procedure to obtain 100 candidate pairs per dataset (thus 500 in total),
which we annotated. On this sample we observed that 55.5% of all true role matchings were fully
compatible and that no true role matching had a role compatibility (see De�nition 4.2) of less than
70%. However, we still observed very few true role matchings (only 27 across all datasets), so this
was not enough of a sample to evaluate the suggested blocking methods. Thus, we extended this
sample to a strati�ed sample in the following way: The sampling was continued until the sample
consisted of 100 pairs per dataset for each of the following compatibility ranges: low ([0, 0.7)), high
( [0.7, 1)), and full ([1, 1]). In the following we also refer to these as the bottom, middle and top
bucket. Thus, DGS amounts to a total of 1,500 annotated pairs (300 per dataset).

7.2.2 Representative Gold Standard (RGS). While DGS gives us a good overview over what di�erent
kinds of role matchings we can expect to �nd in the data, it has one drawback: Because it was
sampled non-uniformly, it cannot be used to estimate the performance on the entire dataset. In
order to sample a new gold standard uniformly, we used the information we gained from DGS to
further reduce the set of input pairs. In DGS, more than 90% of all true positives (A1, A2) have at
least 95 timestamps at which they agree on the same value, and they agree on at least two di�erent
values. In the following, we will refer to this set as 95TVA&2DVA. We thus uniformly sampled a
strati�ed sample, using the same buckets as for DGS, from 95TVA&2DVA to obtain RGS. While
this �lter may in theory miss matches below these thresholds, in Section 7.3.3 we argue that this is
unlikely.

7.2.3 Basic Statistics for DGS and RGS. The distribution of true positives for DGS and RGS is
reported in Figure 6. The �gure shows that a large majority of true positives that we annotated are
indeed fully compatible (the [1.0, 1.0]-buckets). In total, the bucket of fully compatible candidates
contains 76% of all true positives in DGS and 86% of all true positives in RGS, showing that the
notion of compatibility is indeed useful to identify true role matchings.

However, while we sampled from all buckets equally, the size of these buckets is not equal in the
underlying population. To determine the bucket sizes in the underlying population, we sampled
100,000 candidate pairs uniformly from 95TVA&2DVA. In this sample, we found that 17.7% of
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Table 3. Recall of all non-parametrized blocking methods on our manually annotated gold standards in
percent.

DGS RGSDataset EM CBRB CQM TSM VSM EM CBRB CQM TSM VSM
ED 36 78 57 73 73 41 47 67 67 67
FO 88 93 90 93 95 100 100 100 100 100
MI 23 57 33 33 33 18 85 44 69 69
PO 45 60 54 60 63 37 62 66 76 78
TV 41 77 66 75 75 7 50 78 99 99
MIA 52 75 65 71 72 27 59 68 80 81
MAA 47 73 60 67 68 41 69 71 82 82

Table 4. Reduction ratios (in percent) for all non-parametrized blocking methods, as well as RMW . The single
transition overlap filter (as defined in Section 4) was additionally applied to all blocking methods.

Dataset EM CBRB CQM TSM VSM RM0.88

ED 99.99997 99.99987 99.99974 99.99957 99.99935 99.99976
FO 99.99997 99.99979 99.99633 99.99550 99.99342 99.99712
MI 99.99994 99.99925 99.99904 99.99828 99.99821 99.99871
PO 99.99991 99.99982 99.99964 99.99953 99.99948 99.99959
TV 99.99999 99.99998 99.99990 99.99980 99.99968 99.99988
MAA 99.99996 99.99974 99.99893 99.99853 99.99803 99.99901

all pairs are in the bottom bucket, 70.5% of all pairs are in the middle bucket and 11.8% of all
pairs are in the top bucket. Thus, in the following evaluation, we report weighted recall on RGS,
meaning that true positives are weighted by the relative size of their respective buckets in the
underlying population. For example, this means that for the algorithm performance in terms of
recall, recognizing a true positive from the middle bucket is as important as recognizing seven
true positives from the top bucket. Because the bottom and middle buckets represent the case of
dirty data (in clean data, true role matchings would be expected to be fully compatible) and RGS
emphasizes the importance of these buckets, this gold standard essentially models the case of dirty
data, whereas DGS is closer to the case of clean data.

7.3 Performance on the Gold Standards
For every blocking method, we report recall (also known as pairs completeness), meaning the
relative number of true positives that a method retains, and reduction ratio, meaning the number of
candidate pairs that a blocking method �lters out, relative to the number of all pairs [10]. We �rst
report the results for the non-parametrized methods and subsequently discuss the parametrized
methods ⇠⌫'⌫V and RMW .

7.3.1 Non-Parametrized Methods. Table 3 shows the recall of all non-parametrized blocking meth-
ods on DGS and the weighted recall on RGS. The table shows that CBRB achieves the highest
macro- and micro-average recall in the diverse gold standard. However, this is not the case in the
representative gold standard. Here, not being able to recognize true positives from the middle
bucket greatly hurts CBRB’s performance, dropping its weighted macro-average recall to 69%. This
is expected as CBRB was designed to work for clean data, and RGS emphasizes the dirty parts of
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Fig. 7. Absolute number of candidates that the non-parametrized blocking methods retain, relative to the
maximum that any of them retain per dataset. RM was set to achieve the same recall as TSM on RGS.

the data. On RGS, the two blocking methods TSM and VSM perform similarly in terms of recall,
with VSM performing slightly better for the MI and PO datasets. As expected, EM is too strict as a
blocking method and while CQM performs better on average than CBRB in RGS, it does not reach
the same recall levels as TSM or VSM.
To enable a fair comparison for the reduction ratios, the transition �lter used by CBRB, as

speci�ed in Section 4, was also applied to all other blocking methods. This �lter does not reduce
recall in either gold standard, and thus can be applied without disadvantage. However, we did
observe that, as suspected, this �lter is especially valuable for CBRB and less fruitful for the other
methods. The �lter reduces the output size of CBRB by an additional 88% on average, whereas for
the other methods this results only in a moderate additional reduction between 22% for EM and
39% for VSM.
Table 4 shows for every dataset the reduction ratios of all non-parametrized methods wrt. the

set of all pairs. The only aggregate that the table reports is the macro-average, because the micro-
average would be dominated by FO and TV due to their large sizes. For a convenient comparison,
the parametrized method RMW is also included in the table with W = 0.88, which results in the same
recall as the best performing methods on RGS (which are TSM and VSM). While at �rst glance, the
results in Table 4 look mostly indistinguishable from each other, it is important to keep in mind that
even a seemingly minor increase in reduction ratio (for example at the third decimal) can drastically
lower the absolute number of candidates to check because the set of all pairs is very large. Figure 7
visualizes the di�erence between the methods more closely. While VSM retains almost 3.5million
candidates for FO and TSM still retains more than 2.3 million candidates, CBRB retains just a little
more than 100,000 candidates, making it clearly superior in terms of reduction ratio. As a general
rule of thumb: A di�erence of 0.0001% in reduction ratio already leads to a di�erence in retained
pairs of 2,000 for the PO dataset and 50,000 for the FO dataset.

7.3.2 Parametrized Methods. For the two parametrized methods, namely CBRBV and RMW , we
can tune the tradeo� between recall and reduction ratio. Speci�cally for RMW , we can achieve
arbitrarily high recall levels, but naturally, some settings will result in prohibitively large candidate
sets returned by the blocking. Because of the prohibitively large size for some parameter settings,
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Fig. 8. Tradeo� between reduction ratio and recall (macro-average for both)

the reduction ratios that are presented in the following were estimated on a large sample drawn
from the set of all pairs for every dataset.

Figure 8 visualizes the trade-o� between recall and reduction ratio for the parametrized methods.
It reports the macro-averages over all datasets. The �gure shows that '"W is superior to ⇠⌫'⌫V in
all settings that result in recall greater than 80%. This is not unexpected, as the decay function is
designed for the presence of outdated values, whereas a general relaxation like RMW is helpful in
more scenarios. However, a closer look at the individual datasets revealed that for the MI dataset,
⇠⌫'⌫V was actually superior to RMW , showing that applying decay has merit in certain cases.
Overall though, the �gures clearly show that RMW is the preferred method for high-recall values.
For RGS, it can achieve 95% recall, while maintaining a reduction ratio above 99.99%.
A closer look at Table 4 reveals that for RGS, RMW is also superior to TSM and VSM. If the W

parameter is set for a target (macro-average) recall of 82% for RGS (which is what TSM and VSM
can achieve), RMW actually surpasses both TSM and VSM in terms of reduction ratio, achieving a
reduction ratio of 99.9990%. For DGS, RMW remains inferior to CBRB in terms of reduction ratio:
CBRB achieves 99.9997% reduction ratio at 73% recall, whereas RMW achieves a reduction ratio of
only 99.9993% for that recall setting.

7.3.3 Impact of the TVA filter on RGS. As detailed in Section 7.2, RGS was sampled using a �lter,
which requires candidates to agree on 95 timestamps. Therefore, there is a theoretical possibility
that true-positives with low agreement exist but do not appear in our gold standard. However,
experimental evidence suggests that this is not the case. Figure 9 shows the impact of stricter �lters
on the recall in RGS. It can be seen that even a much larger agreement count of 364 does not impact
recall in RGS for any method. In fact, the lowest TVA-agreement of any true positive in RGS is 218
and there are only 3 true positives in the range [218,364] (which none of the methods �nd). Thus, it
is reasonable to assume that 95 as a threshold does not remove a relevant amount of true positives.
We con�rmed this by unformly sampling another 500 pairs (100 per dataset) with agreement counts
in [1,94] and found no true positives among them.

7.3.4 Impact of Missing Values. Because missing values are an important aspect of temporal data,
especially in Wikipedia, we additionally investigate how well the blocking methods perform in such
cases. For this purpose, we randomly replace changes in the data with wildcards with probabilities
of up to 50%. Because we observed that the transition �lter, which we previously applied, starts
to a�ect recall once more missing values are introduced, we replace it with a less strict �lter that
requires only one value agreement at any point in time (1TVA) for these experiments. Figures 10
and 11 show the impact of missing values on recall and reduction ratio. We can see that all non-
parametrized blocking methods except CBRB achieve worse recall with an increasing number of
missing values. The recall of CBRB however, increases with more missing values as it is speci�cally
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Fig. 9. Impact of TVA on recall (macro-avg) in RGS.
RM was set to achieve the same recall as TSM (at
TVA=95).

Fig. 10. Impact of missing data on recall (Macro-
Avg).

Fig. 11. Impact of missing data on reduction ratio.

Fig. 12. Tradeo� between recall and reduction ratio with a varying fraction of missing values.

able to handle such situations. While the reduction ratios of all methods decrease with more missing
values, it is notable that CBRB su�ers the most. This is expected, as more missing values lead to
more wildcards and thus more accidental matches in CBRB.
The results for the parametrized methods are shown in Figure 12. Once again, we see that the

more values are missing, the better CBRBV becomes in comparison to RMW . However, it is important
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(a) ... the input size. (b) ... the number of observable
timestamps.

Fig. 13. Runtime impact of ...

to note that the more data is missing, the less impactful the decay function is, leaving CBRBV with
fewer tunable settings than RMW .

7.3.5 Scalability. We investigate two di�erent dimensions in terms of scalability: the number
of roles in the input and the number of observable timestamps. To enable a fair comparison for
the following experiments, the threshold parameter of RMW was set so that RMW achieves the
same recall as TSM (the best of the other methods) on RGS. Both RMW and CBRB were run with
32 threads. The experiments were executed on a server running Ubuntu 20.04 LTS with two Intel
Xeon E5-2650 2.00 GHz CPUs and 256 GB RAM. Executions were terminated if they exceeded a
runtime of 24 hours (marked with “Timeout” in �gures).
To evaluate the blocking methods on a larger number of roles, we synthetically extended our

largest dataset (FO) by resampling existing roles and randomizing the values that a resampled role
changes to. The randomization is weighted according to the value distribution in the original dataset,
meaning that frequently occurring values are more likely to be sampled. Figure 13a visualizes our
results. It shows that EM, CQM, TSM, and VSM, in the following called grouping-based methods,
are very fast to compute. CBRB takes signi�cantly longer than the grouping-based methods, but
shows only a moderate runtime increase with the number of roles. RMW , however quickly exceeds
24 hours without terminating, showing that it struggles with larger data sets. It should be noted that
datasets of many million roles are not an arti�cial use-case. Knowledge bases, such as Wikidata [19]
or Yago [34], contain tens of millions of entities and thus many times more roles.

To scale the number of observable timestamps, we keep all roles in the FO dataset as they are, but
stretch the time periods until values are changed, leading to the same temporal behavior but over a
longer period (more observable timestamps). Figure 13b shows that, as expected, the grouping-based
methods as well as CBRB are not a�ected by having more observable timestamps. The runtime of
RMW on the other hand grows with the number of timestamps, because it materializes all values of
all roles at every timestamp.

7.3.6 Summary. Overall, the di�erent blocking methods behave as expected. More relaxed methods
o�er higher recall, but result in a larger candidate set. The evaluation has shown that respecting
not just the order, but also the exact timestamps at which roles assume values is bene�cial. The
set-based methods TSM and VSM are inferior to methods that respect exact timestamps, such
as CBRB for DGS (the clean data case) and RMW for RGS (the dirty data case). For clean data in
particular, the evaluation has shown that the notion of compatibility is very bene�cial for retaining
role matchings as opposed to demanding exact matches: CBRB greatly increases the recall in
comparison to EM. Furthermore, the more missing values are present, the better CBRB becomes in
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comparison to the other methods. For dirty data with few missing values however, RMW is superior.
In terms of scalability, RMW is much worse than the other methods, as it already exceeds a runtime
of 24 hours for an input of one million roles.
Taking all of the above into consideration, the ideal blocking method to use depends on the

desired recall, computational capabilities of the matcher, the size of the input data as well as other
properties of the data, such as the amount of missing values. In general, RMW o�ers a �exible
tradeo� between recall and reduction ratio and achieves high reduction ratios even for large recall
values. Our experiments showed that it can reach 95% recall on RGS, while maintaining a reduction
ratio of more than 99.99%, making it a good choice in standard scenarios. However, it does not scale
well with the number of roles or observable timestamps, so that other methods may need to be
chosen in such scenarios. If the input data is mostly clean or contains many missing values, CBRB
is a more scalable alternative to RMW . If the input data is mostly dirty, but contains few missing
values, TSM is the better alternative, as it also scales very well and deals better with dirty data than
CBRB.

7.4 Matching Stage
To evaluate the matching stage, we require a di�erent way of obtaining annotated data, because
even after manually labelling 3,000 role matching candidates, we have an insu�cient number of
true positives available to properly train and test the matchers produced by Magellan or Ditto [27].
Instead, we use the latter 20% of the available time period (2016-05-07 – 2019-09-07) that we
previously split o� (see Section 7.1) to automatically label candidate pairs. We call that time period
the test period. For this experiment, a candidate (A1, A2) is labelled as a correct role matching if A1
exactly matches (as de�ned by blocking method EM) A2 during the test period. Furthermore, we
consider only candidates for which we observe at least one change to either A1 or A2 in the test
period, reducing the likelihood that A1 and A2 match by chance. While this is an imperfect substitute
for actual human-labeled ground truth, it gives us the opportunity to evaluate the matching stage
on a large scale. As a blocking method, we used RMW , with W set to achieve an average recall of
80%. Notably, the result set for the FO set was still too large to be processed by Ditto in reasonable
time, which is why we adjusted the threshold for this dataset to W = 1.0, which is equivalent to
the EM method. After blocking, we executed a 3-1-1 split on the candidate pairs, as is common in
related work on Entity Matching [27]. This means, we reserved 60% of the data for training, 20%
for validation, and 20% for testing. The performance of all approaches is compared on the test set.
The Ditto models were trained for 20 epochs using the RoBERTa language model [29] with all

optimizations suggested by the authors, namely domain knowledge, TF-IDF summarization, and
data augmentation [27]. For Magellan [23], we report only the performance of the random forest
classi�er, which performed best for all datasets. For MinoanER [16], we report the F1-score for
the optimal setting of the two threshold parameters. The achieved F1-scores of all approaches are
reported in Table 5. They show that Ditto outperforms the other methods, achieving a macro-F1
score of 89%, which is 17 percentage points higher than the second best method. It only falls slightly
to MinoanER for the football (FO) dataset. A closer inspection of that dataset revealed that there
are many input pairs in both training and test data where the two roles are di�erent parts of
uniform-colors of the same football team, for example the colors for arms and legs. Ditto struggles
to separate true positives from false positives because the colors sometimes match by chance in
the test period. This is something that we only rarely observed in the other datasets, and having
human-annotated data available could alleviate these issues.
In our experiments, we observed that Ditto can also be tuned to �nd role matchings with high

precision, while maintaining a satisfactory recall, which would likely be most important in a data
cleaning scenario. For example, if we demand 95% precision as our target, Ditto can still achieve a
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Table 5. F1-Scores (in percent) of all matching approaches.

Dataset MinoanER Magellan Ditto
ED 67 64 87
FO 80 74 78
MI 51 58 97
PO 57 72 88
TV 77 92 95
Macro-Avg 66 72 89

macro-recall of 67%, which still corresponds to thousands of role matchings that can be used to
improve data quality of Wikipedia.

8 CONCLUSIONS
We have introduced the problem of role matching in temporal data. A role is de�ned as the
combination of subject and predicate. A role matching is a novel integrity constraint that states
that two roles should always refer to the same object (i.e., have the same value). The task of role
matching is to identify, among all pairs of roles, exactly those roles that are in a role matching. Like
entity matching, role matching can be divided into the blocking and matching stages. We have
conceived, discussed, and implemented seven di�erent blocking strategies for role matching in both
clean and dirty data. To evaluate these methods, we created two manually annotated gold standards
of 1,500 annotated pairs each. The evaluation shows that the usage of temporal information is
key to both obtaining a high recall and reducing the set of pairs to check e�ciently. For CBRB,
the best performing blocking method for the case of clean data or data with many missing values,
we have introduced the key notion of compatibility and presented an e�cient search strategy to
compute its result set. All presented blocking methods except for RMW scale well with the number
of timestamps and roles, making them applicable to large datasets. For the matching stage, our
experiments show that the schema-agnostic entity matcher Ditto [27] outperforms a modi�ed
version of MinoanER [16] and traditional supervised learning approaches [23]. On automatically
generated labels, Ditto manages to achieve a Macro-F1 of 89% and can also maintain decent recall
for higher precision settings.
For future work, one could assemble a larger human-annotated gold standard to test whether

Ditto works as well on human-labelled data as it did for our automatically generated labels and
improve the matching stage otherwise. Furthermore, role matching could be applied to di�erent
data sources, such as data extracted from textual web pages, to see whether new challenges arise in
such a setting. Finally, the problem of incrementally discovering and maintaining role matchings in
a perpetually evolving system could be studied.
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