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Abstract—Power supply induced jitter (PSLJ) in high
bandwidth memory (HBM) 1/O interface is modeled, analyzed,
and optimized for different HBM generations. Precise models
for VDDQ power distribution networks (PDNs), simultaneous
switching current (SSC), and jitter sensitivities of the clock and
I/0 buffers are implemented for PSIJ estimation. Compared to
the SPICE, the average error rate of the estimated PSIJ is
4.26 %. The critical frequency bands in the jitter spectrum
where large jitters occur are derived by comparing the relative

impact of the modeled interface factors in the frequency domain.

For the optimization, on-chip and on-interposer decoupling
capacitor (decap) placement strategies using machine learning
(ML) are applied. The decap effects in the critical ranges are
analyzed. Finally, based on the integrated anmalysis of the
limitation of the decap solution and all the I/O interface factors,
the major challenges of high-frequency PSIJ are characterized.

Keywords— 1/0 interface, High bandwidth memory, Power
Supply Induced Jitter

1. INTRODUCTION

Recently, HBM-graphic processing unit (GPU) module
has become an indispensable solution for high-performance
computing systems [1]. The HBM-GPU module provides
TB/s scale bandwidth in the I/O interface where 1024 1/Os are
integrated [2]. However, huge SSC drawn by the I/O buffers
causes simultaneous switching noise (SSN) as shown in Fig.
1. As a result, PSIJs generated both in clock buffers and I/O
drivers are accumulated so that severely degrade the eye
opening. Moreover, due to the increasing data rate as
generations, switching power has increased while the timing
margin becomes tighter [3]. Hence, PSIJ needs to be precisely
modeled, analyzed, and optimized to ensure signal integrity
(SI) and power integrity (PI) in the HBM I/O interface.

The PSIJ in the HBM 1/O interface has been actively
studied [4]-[7]. The PSIJ analysis based on the combined SI-
PI co-simulation is investigated [4], [5]. In [4], the impact of
on-chip decap placement and their corresponding parasitic
inductance on PSIJ is studied with distributed PDN models.
However, only jitters that occurred in the I/O driver are
simulated, excluding the clock buffers. In addition, only 3 I/O
drivers are considered for simplicity which is not practical. To
consider the entire switching I/Os in the physical layer (PHY),
a super driver is introduced to emulate worst-case SSC and
SSN. However, both Paulis et al. [4] and Shi et al. [5] focus
on analyzing PSIJ only in terms of the PDN impedance.
Detailed analysis of the impact on PSIJ of all components that
configure the 1/O interface lacks. The system-level PSIJ is
modeled and the analysis of interface factors including PDNss,
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channels, clock buffers, and I/O drivers is investigated [6].
Depending on the variation of design parameters of the
interface factors, the relative effects on the PSIJ are compared.
However, only 32 I/Os of 1 channel (CH) in the DWORD of
the HBM PHY are considered. Moreover, since a simplified
lumped model is used for the PDN, it cannot consider the
position of the victim I/O and the decap placement. In other
words, only the PSIJ that occurred in a portion of the HBM
PHY was analyzed, not the entire region.

In this paper, as the extension of our previous work [7], we
model, analyze, and optimize the PSI1J in HBM /O interfaces.
Compared to [7], detailed modeling, verification, and analysis
of the PSIJ are conducted for different HBM generations with
varying data rates. VDDQ PDNs, SSC, and jitter sensitivities
of the clock and I/O buffers are modeled and integrated into
the jitter spectrum. The modeled PSIJ is verified to be precise,
having 4.26 % error rate compared to the SPICE simulation.
The relative effects of the modeled interface factors are
compared to characterize the critical frequency bands in the
jitter spectrum. On-chip and on-interposer decap solutions are
applied using ML, and their effects in the critical bands are
analyzed. Based on the integrated analysis of the limitation of
the decap solution and all the interface factors, the major
challenges of high-frequency PSIJ are identified.

II. PSIJ MODELING OF HBM 1/O INTERFACE

A. Target HBM 1/0 interface

Target HBM I/O interface for this work includes Tx clock,
Tx I/O buffers, HBM VDDQ PDN, and interposer channels as
depicted in Fig. 1. Fig. 2 shows the top view of the HBM-GPU
module including HBM logic die with ballout and decap areas,
and VDDQ PDN. A total of 1024 I/O buffers are in the PHY
since 8 DWORDS have 128 I/Os respectively. Each DWORD
consists of 4 CHs with 32 I/Os. To deal with PSIJ generated
in the entire VDDQ domain, the PHY is divided into 4 regions
by grouping 2 DWORDS into 1 I/O region. Hence, each
region denoted in red box has 256 I/Os and 1 observation port.
The 4 ports are located in DWORDO0O and DWORD?2 for CHs
0, 1,4, and 5 and CHs 2, 3, 6, and 7 in this work.
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Fig. 2. Top view of the target HBM-GPU module including HBM logic die
with HBM ballout and decap areas, and HBM VDDQ PDN.

A global clock network for the VDDQ domain is
implemented on the PHY as shown in Fig. 2. Clock signals are
assumed to be distributed from AWORD (Address/command
buffers) clock generator to Tx drivers in the DWORDS [6],
[7]. The distance between 2 clock buffer stages is designed to
be 0.41 mm. Therefore, depending on the position of the
DWORDS, the number of clock stages varies from 3 to 5. The
drivers in DWORDs 1 and 2 are connected to the 3-stage clock
buffers, and those in DWORDs 0 and 3 are to the 5-stage.

Hierarchical VDDQ PDN including on-chip, on-
interposer, and on-package (PKG) PDNs is considered. As
shown in Fig. 2, the size of on-chip PDNs is set as 2.625x6
mm? for HBM1, and 3.375x6 mm? for HBM2 and 2E. The
size of on-interposer PDN is 7.875x12 mm? for all the gen 1,
2, and 2E [8]. The on-interposer PDN is designed to short both
the HBM and GPU VDDQ domains [5]. The decap region
available for on-chip PDN is denoted as a blue box. On-
interposer decaps are assumed to be available on the entire on-
interposer PDN.

B. Modeling of PSIJ

The total PS1J spectrum at an observation port i< {1:4} of
each I/O region is modeled. The PSIJ spectrum Ji(f) at port i
is the sum of jitters contributed from the clock buffers Ju i(f)
and the 1/O drivers Jariver,{f):

Ji(f): Jclk i(f)'h]driver, i(f)
= Sclk i(f)x Vi(f)+Sdriver(f)>< Vz(f) (1 )
= Sclk i(f)XZsum, i(f) X I(f)+dever, i(f)XZsum, i(f) x 1(/)

Each of them is expressed as the multiplication of their jitter
sensitivities S(f) and SSN spectrum Vi(f) at port i. The same
SSC I(f) is assumed to be drawn by each I/O region. Then, Vi(f)
can be calculated by the multiplication of /(f) and the total
HBM VDDQ PDN impedance Zgm,i(f). Zsum,i(f) is sum of all
the self- and transfer impedances seen at port i:
Zsum ) =Zil)+ 2 Z(f) where jE {1:4}. This is because both
the self-switching noise and transferred noises need to be
taken into account for precise modeling [8]. Finally, PSIJ in
time domain Ji(?) is derived by inverse Fourier transformation
(IFFT): J(t)= IFFT(J{(f)). Then, the peak-to-peak PSIJ Jpkpk.i
can be represented as max(Ji(¢))-min(J(?)).

Detailed circuit implementation of 1-stage Tx clock
buffer and I/O driver is depicted in Fig. 3(a). 4 tapered inverter
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Fig. 3. (a) Schematic of clock buffer and I/O driver. (b) Modeled jitter
sensitivity of 5 and 3 stage clock buffers. (c) Modeled jitter sensitivity of I/O
driver depending on the HBM generations.

chains are designed for 1 stage based on TSMC 65 nm process
[6]. On-chip RDL resistance and capacitance are 28.88 Q and
0.155 pF respectively [1]. The 1/O driver operates at 1 Gbps,
2 Gbps, and 3.2 Gbps for HBM 1, 2, and 2E respectively. The
I/O drivers are also designed with TSMC 65 nm process based
on the HBM JEDEC Standard [2]. The drivers are designed to
have 11~12 % UI of rise/fall time with Ctx=0.4 pF — 110 ps
for HBM1, 60 ps for HBM2, and 38 ps for HBM2E.

Both Sc(f) and Sariver(f) are modeled using propagation
delay-based methods [9]:

S() = Soxsinc(nfTp) = % So(1 — e72T)
| @
T,

_ Tp,max+ p.min

_ Tp,max_ Tp,min
So = » Ip
VDDpax—=VDDpin 2

where VDDuax and VDD, are the max and min DC supply
voltage which are set as 1.3 V and 1.1 V respectively. Tpmax
and Tpmin are open loop delays with VDDpax and VDDpin
respectively. Tpmax/Tpmin Of clock buffers are 405.4/ 348.9 ps
for 5 stages and 239.8/208.1 ps for 3 stages. Those of I/O
drivers are 78.74/ 62.04 ps, 51.97/ 42.58 ps, and 36.9/31.2 ps
for HBM1, 2, and 2E respectively.

The modeled Scik is depicted in Fig. 3(b). Both the 3-stage
and 5-stage models are well correlated with SPICE simulation
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TABLE L PS1J COMPARISION RESULTS WITH SPICE SIMULATION
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w/o w/ w/o w/ w/ W aver W ager
aggr aggr aggr aggr aggr 88! 88!
Model |49 | 33| 23 | 94 7 16.2 139
[ps]
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Fig. 4. PSIJ comparison results of 3-stage clock buffers and I/O driver with
128 1/O aggressors.

results. Constant jitter sensitivity profiles are shown at
relatively low frequencies under the roll-off frequency fioii-ofr.
This is because same-phase jitters are accumulated when the
noise wavelength is longer compared to the propagation delay
of the clock buffers. However, the sensitivity rapidly
decreases over foioff because the phase variation is
compensated rather than accumulated. Therefore, the 5-stage
with the longer delay has higher jitter sensitivity at low
frequencies, but it rolls off earlier than the 3-stage —
Stk sstage(=0)=0.283 ps/mV> Scii 3stage(/=0)=0.159 ps/mV, and
Jroll-oft5stage=0.84 GHz <folloft3stage=1.42 GHz. Fig. 3(c) shows
the modeled Sgriver of HBM1, 2, and 2E 1/O drivers. Since the
rise/fall time is designed to be shorter in the order of gen 2E,
2, and 1, the driver strength is larger to realize a higher slew
rate. Therefore, propagation delay becomes shortest in gen 2E,
which leads to the smallest jitter sensitivity at low frequencies

and the highest froli-ofr. Sariver(f=0) is 0.084 ps/mV, 0.047 ps/mV,

and 0.029 ps/mV for gen 1, 2, and 2E respectively. froitofr 1S
4.52 GHz, 7.52 GHz, and 9.35 GHz for gen 1, 2, and 2E
respectively — higher bandwidth for the higher generation.

1(f) is extracted by the SPICE simulator using the designed
/O drivers. Since 256 1/Os are in 1 I/O region, 128 switching
I/Os considering data bus inversion (DBI) are simulated as the
worst-case scenario. The total loading capacitor for a single
driver is 1.69 pF: Cioads=CrxtCechannert Crx=0.4 pF+0.89 pF+0.4
pF [1]. The hierarchical PDN model Z(f) includes on-chip grid
P/G planes, P/G pbump array, on-interposer meshed P/G
planes, multiarray P/G TSVs, and PKG PDN [8]. All the
components of on-chip and on-interposer PDNs are
implemented as precise distributed models. Therefore, Z
contains impedance profiles seen at 4 observation ports and
decap ports for the decap assignment. Details of the PDN
modeling are explained in our previous work [8, Section III].

C. Verification of the modeled PSIJ

The modeled PSIJ is verified by comparing Jykpk With the
SPICE simulation. Table I shows the comparison results of 7
cases in HBM gen 2 with and without 128 I/O aggressors. It
is verified in only 1 I/O region due to the computational
limitation in the SPICE simulator. In all the cases, the
estimated PSIJ results by the model are well-correlated. The
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Fig. 5. (a) Transformer network for on-chip and on-interposer decap
placement [8]. (b) Overall flow chart of the PSIJ optimization [7].

average error rate is 4.26 %. One case of 3-stage clock buffers
and I/O driver with 128 aggressors is plotted in Fig. 4.

III. PSIJ ANALYSIS AND OPTIMIZATION OF HBM I/O
INTERFACE

A. Decap strategy for PSIJ optimization using ML

Since I/O switching noises occur majorly in the frequency
range over hundreds of MHz, one of the most important
processes to reduce PSIJ is the on-chip and on-interposer
decap strategies. Therefore, the PSIJ optimization in this work
focuses on the placement of the on-chip and on-interposer
NMOS unit decaps. The on-chip and on-interposer VDDQ
PDNs in Fig. 2 are represented in a 3-D grid world as same as
[8, Fig. 3(a)]. The size of 1 grid is 375375 um? which is the
same as that of the unit decap. The 4 observation ports and
decap ports are represented in vectors Xpips and Xi.
respectively. x contains the 3-D coordinates, pl:p4 indicates
the 4 observation ports, and # is the number of the decap
assignment candidates. The unit decap is modeled to have
1.055 nF capacitance and 0.7 mQ ESR [8].

The PSIJ optimization method proposed in our previous
work is used for this work [7]. In the method, the pre-trained
transformer network for the decap placement is introduced [8].
As shown in Fig. 5(a), the network is trained to derive a decap
solution a={ai, a, ..., an}={Xa1, Xa2, ..., Xav} for given input
state s={Xp1p4, X1:n} t0o maximize reward . N is the number of
decap assignments and x,1.qv is a subset of x1.,. 7 is defined as
the reduction of 10 self- and transfer impedances Zi1, Z», Z33,
Z44, Z]z, 213, Z]4, Zz3, Zz4, and Z34 at Xpl:p4 fI'OIIl 10 MHz to 20
GHz [8, eq. (5)]. Details of the reinforcement learning
algorithm for training are described in [8, Section II-C].
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Fig. 5(b) shows the overall flow chart of the PSIJ
optimization method using the transformer network. The
initial s, the modeled impedance matrix Z, Scik, Sariver, and / are
given as inputs. The decoding strategy is set to either greedy
or sampling. Starting from N=0, the network outputs a decap
solution a by inference. For every end of the loop, Jpkpk’s at 4
ports of the PDN with a are computed by (1) and check if all
the Jokpk’s meet the given target Jpkpk. If not, increase N and
repeat the loop until all the Jykpk’s are satisfied.

The inference consists of computations performed by the
encoder and the decoder of the network as shown in Fig. 5(a).
The encoder outputs high-dimensional information 4 from s,
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Fig. 7. Initial and optimized J(¢) at the 4 observation ports in HBM2. Peak-
to-peak 22.05 ps, which is 4.4 % of U, is given as the PSIJ specification.

which is called embedding [8, egs. (7)—(12)]. With the & by
the encoder, the decoding unit sequentially computes the
probability distribution function p(a) for selecting the
position of the unit decap among x.,, which is represented in
the black histogram in Fig. 5(a). p(a;) is estimated by attention.
The attention is a parallel computation for capturing the
relationship between nodes [8, egs. (13)—(16)]. For the greedy
selection, a is selected as the position where the probability is
maximized for every . However, in the sampling selection, a;
is chosen according to p(a,). The sampling number w of
inferences are performed and the best solution a is selected.
The sampling selection with w=100 is used for this work.

B. Analysis of PSLJ in the initial HBM 1/0 interface

Fig. 6(a) shows initial PSIJ spectrums J(f) at port 1 and 2
of HBM2. There are 2 critical frequency ranges around 100
MHz and over 1 GHz, where large jitters occur. This can be
explained by overlapping the relative effects of Zsum, , Scik,
and Sariver as shown in Fig. 6(b). The red line indicates Zsum,
the black line for 7, and the blue and green lines for Sgx and
Sariver respectively. The 2 critical ranges are mainly determined
where peaks in Zgm and / occur.

Fig. 6(c) shows initial VDDQ PDN impedances at port 2
including Zamp, Z22, Z21, Z»3, and Zps. High anti-resonance
between Lpkg and CinerposertCenip 0ccurs around 100 MHz in
Zsum,2, Which is the main factor of one of the critical ranges in
J(f). Compared to the self-impedance, note that the transfer
impedances also critically contribute to the anti-resonance in
Zsum,2. Therefore, transferred noises also need to be decoupled
carefully. Zsum2 increases over 1 GHz where self loop
inductance LinterposertLehip in Z22 dominates the profile.

Fig. 6(d) shows the SSC spectrum /(f) depending on the
generation. Since all the data rates are over 1 Gbps, most of
the spectrums are concentrated in over 1 GHz ranges. In other
words, high peaks are made at fundamental frequencies and
their harmonics. The fundamental frequencies are 1 GHz, 2
GHz, and 3.2 GHz for gen 1, 2, and 2E respectively. Not only
does the frequency range of the peaks becomes higher, but the
magnitude of those also increases. The magnitude of the peak
at the fundamental frequency is 0.08 A, 0.16 A, and 0.27 A for
gen 1, 2, and 2E respectively. This is because the I/O driver
has larger driver strength for realizing the higher slew rate.

As shown in Fig. 6(b), the effect of Scik is dominant in the
frequency range under fron-ofr of the clock buffers, which is
roughly 1 GHz. The effect under fon.or becomes larger
according to the number of stages as explained in Fig. 3(b). It
is also verified in the comparison between J; and J> in Fig.
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6(a). J, with 5-stage clock buffers shows larger jitter spectrum
under 1 GHz. Compared to the Sci, the effect of Sariver is 1.89
t0 9.75 times smaller under 1 GHz since the propagation delay
is much smaller in the driver as mentioned in Section II-B.
However, it becomes similar over 1 GHz after Sqi rolls off.

C. Analysis of the optimized PSIJ results

Fig. 7 shows the initial and optimized J(f) at the 4
observation ports in HBM2. 22.05 ps is given as a peak-to-
peak PSIJ specification which is about 4.4 % UL All the
optimized Jykpk’s satisfy the given target specification. The
initial Jykpk’s are 76.77 ps, 52.01 ps, 76.88 ps, and 51.91 ps at
ports 1, 2, 3, and 4 respectively. The values of Jyipk’s seen at
ports 1 and 3 are about 24.9 ps larger than those at ports 2 and
4 due to the larger Scik profile around 100 MHz where the anti-
resonance occurs in Z. Jppk’s are reduced to 21.86 ps, 20.69
ps, 22.03 ps, and 20.6 ps respectively by the assigned decaps.
The optimized decap assignment is depicted in Fig. 8(a). A
total of 138 EA unit decaps are assigned, which are denoted in
red circles. The total capacitance is 145.6 nF and the layout
area is 19.4 mm? To minimize all the jitters at the 4 ports, the
decaps are placed near and between the ports.

Fig. 8(b) depicts the initial and optimized J(f) at port 2.
The PSIJ is suppressed by the decaps both in the 2 critical
regions. However, the amount of the reduced PSIJ
components over 1 GHz is relatively lower than that of around
100 MHz. The PSIJ is reduced from 5.37 ps to 0.31 ps at 80
MHz, but only from 3.24 ps to 3.11 ps at 2 GHz. As shown in
the optimized Zym> denoted as the red line in Fig. 8(c), the
capacitance of the decaps Cyecap significantly reduces the anti-
resonance and shifts the resonant frequency from 100 MHz to
17 MHz. However, the magnitude of Zgm; is slightly
decreased over 1 GHz compared to the initial Zgum 2 in Fig. 6(c).

The initial and optimized self-impedance and the sum of
transfer impedances at port 2 are also shown in Fig. 8(c). The
corresponding optimized SSN spectrum }”s are plotted in Fig.
8(d). When comparing the optimized Z>, and Z>+Zx3+2Za,
both contribute to Zgm under 100 MHz. In addition, around
100 MHz noises are easily reduced by the decaps. However,
over 100 MHz, the profile of Zsum> follows that of Z». Hence,
the total spectrum V, follows the self-switching noise
spectrum V>, as shown in Fig. 8(d). This is because most of
the noise coupling paths from ports 1, 3, and 4 to port 2 are
decoupled by the decaps as shown in the blue lines in Fig. 8(c).
In other words, V>, is more dominant than the coupled noises
V21+V23+ V24 in the optimized total PSIJ.

As shown in the optimized Z2; in Fig. 8(c), RinterposertRehip
and  LinterposertLenip  determine the impedance profile
sequentially over 100 MHz. RinterposertRehip and LinterposertLehip
are the resistance and inductance of the current loops seen at
the port. Hence, the positions of the decaps are the most
important factor to determine those. This is the reason why the
decaps are optimized to be located near the 4 ports both in the
on-chip and on-interposer PDNs. However, even though the
decaps shorten the current paths, the impedance reduction is
limited by intrinsic self-resistance and inductance of on-chip
and on-interposer P/G planes themselves.

Fig. 8(e) shows the detailed initial and optimized J(?) at
port 2. In the initial J(#), the low-frequency jitter with a period
of 121 ns is more dominant than the high-frequency jitter with
a period of 2 ns to determine Jpkpk. This is consistent with the
comparison of the jitter components at 80 MHz and 2 GHz of
the initial J(f) in Fig. 8(b). However, in the optimized J(¢), 80
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Fig. 9. (a) The average Jyp of 4 ports according to the number of decaps in
HBMI, 2, and 2E. (b) Initial and optimized J(f) at port 1 depending on the
generation. The same 138 EA unit decaps are assigned. (¢) Emerging high-
frequency PSIJ issues.

MHgz jitters are almost suppressed by the decaps. However, 2
GHz jitters are still remained due to the intrinsic self-
inductance of on-chip and on-interposer P/G planes.

D. High-frequency PSI1J issues depending on generations

Fig. 9(a) shows the average Jypk of the 4 ports according
to the assigned number of decaps in HBM1, 2, and 2E. The
average Jykpk's rapidly decrease in the beginning since the
low-frequency jitters in the ~MHz range are easily mitigated
by the decaps. However, when exceeding a certain number,
the average Jykpk’'s become saturated to 19.15 ps, 21.31 ps, and
26.49 ps respectively. The saturated values are determined by
high-frequency jitters in the ~GHz range and increase as
generations.

Fig. 9(b) shows the initial and optimized J(f) at port 1
depending on the generation. The PSIJ results with the same
138 EA decaps for a fair comparison are plotted. The larger
jitter components are formed at the higher frequency range as
a generation gets higher. However, on-chip and on-interposer
decap solutions are limited to the range within ~3 GHz. The
reduction rates at the fundamental frequency are 23 %, 4 %,
and less than 1 % in gen 1, 2, and 2E respectively.
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For the next-generation HBM 1/O interfaces, to meet the
demands on the higher bandwidth, the data rate, driver
strength, the number of 1/Os, etc are expected to keep
increasing [1], [3], [6]. Therefore, as shown in Fig. 9(c), both
the frequency band and the magnitude of /yex’s in the SSC
spectrum will keep increasing. But the decap effects will be
more limited by on-chip and on-interposer interconnects. Also,
the bandwidth of the sensitivity of buffers will become higher.
As a result, the high-frequency PSIJ will become one of the
most challenging issues to ensure SI/PI in the I/O interface.

The PSIJ reduction over the GHz frequency range requires
both the silicon and P/G interconnect designs to be further
robust. By separating the power domain for Tx I/O drivers and
lowering the VDD for those, the high-frequency jitters can be
mitigated. This is because it reduces the magnitude of the SSC
by lowering the driver strength like lower-power double data
rate (LPDDR). Using a thicker top metal for the on-chip P/G
plane, making on-chip and on-interposer P/G planes as multi-
layers over 2 or more layers, and increasing the metal density
of those can be solutions by reducing intrinsic resistance and
inductance. Also, further shortening the distance between the
Tx I/O drivers and decap layout can help to reduce PSIJ.

IV. CONCLUSION

As the timing margin becomes tighter in the HBM /O
interface, PSIJ needs to be accurately predicted and analyzed
in the pre-design stages. In this paper, PSIJ in the HBM I/O
interface is modeled, analyzed, and optimized. Based on the
integrated analysis of all the modeled interface factors and the
limitation of the decap solution, the major challenges of high-
frequency PSIJ in the HBM I/O interface are characterized.
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