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Advancesin artificial intelligence (Al) are enabling systems that augment
and collaborate with humans to perform simple, mechanistic tasks such as
scheduling meetings and grammar-checking text. However, such human-Al
collaboration poses challenges for more complex tasks, such as carrying
out empathic conversations, due to the difficulties that Al systems face in
navigating complex human emotions and the open-ended nature of these
tasks. Here we focus on peer-to-peer mental health support, asettingin
which empathy is critical for success, and examine how Al can collaborate
with humans to facilitate peer empathy during textual, online supportive
conversations. We develop HAILEY, an Al-in-the-loop agent that provides
just-in-time feedback to help participants who provide support (peer
supporters) respond more empathically to those seeking help (support
seekers). We evaluate HAILEY in a non-clinical randomized controlled

trial with real-world peer supporters on TalkLife (NV=300), alarge online
peer-to-peer support platform. We show that our human-Al collaboration
approachleadsto al9.6%increase in conversational empathy between peers
overall. Furthermore, we find alarger, 38.9% increase in empathy within the
subsample of peer supporters who self-identify as experiencing difficulty
providing support. We systematically analyse the human-Al collaboration
patterns and find that peer supporters are able to use the Al feedback both
directly and indirectly without becoming overly reliant on Alwhile reporting
improved self-efficacy post-feedback. Our findings demonstrate the potential
of feedback-driven, Al-in-the-loop writing systems to empower humansin
open-ended, social and high-stakes tasks such as empathic conversations.
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Asartificial intelligence (Al) technologies continuetoadvance, Alsys-  proven more robust and effective than completely replacing humans
tems have started to augment and collaborate with humansinapplica-  with AI'*". However, such collaboration faces dual challenges of
tion domains ranging from e-commerce to health care’.Inmany,and  developing human-centred Al models to assist humans and design-
especially in high-stakes settings, such human-Al collaboration has  ing human-facing interfaces for humans to interact with the AI'*™".
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For Al-assisted writing, for instance, we must build Al models that
generate actionable writing suggestions and simultaneously design
human-facing systems that help people see, understand and act on
those suggestionsin ajust-in-time fashion 2, Thoughinitial systems
have been proposed for tasks such as story writing'® and graphic design-
ing®, it remains challenging to develop human-Al collaboration fora
wide range of open-ended, social and high-stakes tasks, as opposed
to simple, mechanistic tasks such as scheduling meetings, checking
spelling and grammar and booking flights and restaurants.

Inthis paper, we focus on text-based, peer-to-peer mental health
supportand investigate how Al systems can collaborate with humans to
help facilitate the expression of empathy in textual supportive conver-
sations. Empathyis the ability to understand and relate to the emotions
and experiences of others and to effectively communicate that under-
standing”. Empathic supportis one of the critical factors that contrib-
ute to successful conversations in mental health support, showing
strong correlations with symptomimprovement® and the formation of
alliance and rapport®?%°, While online peer-to-peer platforms such as
TalkLife (talklife.com) and Reddit (reddit.com) enable such supportive
conversations between support seekers (people who seek support) and
peer supporters (people who provide support) innon-clinical contexts,
highly empathic conversations are rare on these platforms?. Peer sup-
portersaretypically untrained in expressing complex and open-ended
skills such as empathy®°**and may lack the required expertise. With an
estimated 400 million people suffering from mental health disorders
worldwide**, combined witha pervasive lack of qualified mental health
professionals®*, these platforms have pioneered avenues for seeking
social support and discussing mental healthissues for millions of peo-
ple”. However, the challenge lies in improving conversational quality
by encouraging untrained peer supporters toadopt complicated and
nuanced skills such as empathic writing.

Asshownin prior work®®*, untrained peer supporters report dif-
ficultiesinwriting supportive, empathic responses to support seekers.
Withoutdeliberate training or specific feedback, this difficulty persists
over time**** and may even lead to agradual decrease insupporters’
effectiveness due to factors such as empathy fatigue****. Furthermore,
current efforts toimprove empathy (forexample, in-personempathy
training) do not scale to the millions of peer supporters providing
support online. Thus, empowering peer supporters with automated,
actionable, just-in-time feedback and training, for example, through
human-Al collaboration systems, can help them express higher levels
of empathy and, as aresult, improve the overall effectiveness of these
platforms®*,

To this end, we develop and evaluate a human-Al collabora-
tion approach for helping untrained peer supporters write more
empathic responses in online, text-based peer-to-peer support. We
propose Human-Al coLlaboration approach for EmpathY (HAILEY),
an Al-in-the-loop agent that offers just-in-time suggestions to express
empathy more effectively in conversations (Fig. 1b,c). We design HAI-
LEY to be collaborative, actionable and mobile friendly (Methods).

Unlike the Al-only task of empathic dialogue generation (gen-
erating empathic responses from scratch)***°, HAILEY adopts a col-
laborative design that edits existing human responses to make them
more empathic”. This designreflects the high-stakes setting of mental
health, where Alis probably best used to augment rather thanreplace
human skills***'. Furthermore, while current Al-in-the-loop systems
are oftenrestricted in the extent to which they can guide humans (for
example, simple classification methods that tell users to be empathic
when they are not)***, we ensure actionability by guiding peer support-
ers with concrete steps they may take to respond with more empathy.
HAILEY is designed to suggest the insertion of new empathic sentences
orreplacement of existing low-empathy sentences with more empathic
counterparts (Fig.1c). For complex, hard-to-learn skills such as empa-
thy, this enables just-in-time suggestions on not just ‘what’ toimprove
buton‘how’ toimprove it.

We consider the general setting of text-based, asynchronous
conversations between a support seeker and a peer supporter
(Fig.2).Inthese conversations, the support seeker authors a post seek-
ing mental health support (forexample, ‘My job is becoming more and
more stressful with each passing day.’) to which the peer supporter
writes asupportive response (for example, ‘Don’t worry! I'm there for
you.). In this context, we support the peer supporters by providing
just-in-time Alfeedback toimprove the empathy of their responses. To
doso, HAILEY prompts the peer supporter through a pop-up (‘Would
you like some help with your response?’) placed above the response text
box. On clicking this prompt, HAILEY shows just-in-time Al feedback
consisting of ‘Insert’ (for example, insert ‘Have you tried talking to your
boss?’ at the end of the response) and ‘Replace’ (for example, replace
‘Don’t worry!” with ‘It must be a real struggle!’) suggestions based on
the original seeker post and the current peer supporter response. The
peer supporter canincorporate these suggestions by directly clicking
ontheappropriate ‘Insert’ or ‘Replace’ button, by further editing them
and/or by derivingideas fromthe suggestionstoindirectly usein their
response. These suggestions are generated using PARTNER (emPAthic
RewriTing in meNtal hEalth suppoRt), a deep reinforcement learning
model thatlearns to take sentence-level edits asactions toincrease the
expressed level of empathy while maintaining conversational quality
(Methods)*"*.

To evaluate HAILEY, we conducted a randomized controlled trial
in a non-clinical, ecologically informed setting with peer supporters
as participants (N =300; Supplementary Table S1%'), recruited from
alarge peer-to-peer support platform (TalkLife, talklife.com). Our
study was performed outside the TalkLife platform to ensure platform
users’ safety butadopted aninterface similar to TalkLife’s chat feature
(Fig. 1and Methods). We employed a between-subjects study design,
where each participant was randomly assigned to one of two condi-
tions: human + Al (treatment, with feedback) or human only (control,
without feedback).

While peer supporters do not typically receive empathy training
from these platforms, we provided participantsin both the human + Al
(treatment) and human only (control) groups with basic training
on empathy, which included empathy definitions, frameworks and
examples, just before the main study procedure of writing supportive,
empathicresponses (Supplementary Fig. S1). This let us conservatively
estimate the effect of just-in-time feedback beyond traditional, offline
feedback or training (Discussion). During the study, each participant
was asked to write supportive, empathic responses to a unique set of
ten existing seeker posts (one at a time) that were sourced at random
froma subset of TalkLife posts. We filtered out harm-related content,
such as suicidal ideation or self-harm, to ensure participant safety
(Methods and Discussion). While writing responses, participantsin the
human + Al (treatment) group received feedback viaHAILEY (Fig.1b,c).
Participants in the human-only (control) group, on the other hand,
wrote responses but received no feedback, reflecting the current status
quoononline peer-to-peer support platforms (Fig. 1a). After complet-
ingresponsesto theten posts, participants were asked to assess HAILEY
by answering questions about the challenges they experienced while
writing responses and the effectiveness of our approach.

Our primary hypothesis was that human-Al collaboration
would lead to more empathic responses, that is, that responses in the
human + Al (treatment) group would show higher empathy than those
inthe human-only (control) group. We evaluated this hypothesis using
both human and automatic evaluation, which helped us capture plat-
form users’ perceptions and provided a theory-based assessment of
empathyinthe collected responses, respectively (Methods). Note that,
duetothesensitive mental health context and for reasons of safety, our
evaluation of empathy was only based on empathy that was expressed
inresponses and not the empathy that might have been perceived by
the supportseeker of the original seeker post>®. Psychotherapy research
indicates astrong correlation between expressed empathy and positive
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Fig.1|Arandomized controlled trial with 300 TalkLife peer supporters as
participants. We randomly divided participants into human only (control) and
human + Al (treatment) groups and asked them to write supportive, empathic
responses to seeker posts without feedback and with feedback, respectively. To
identify whether just-in-time human-Al collaboration helped increase expressed
empathy beyond potential (but rare) traditional training methods, participants
inboth groups received initial empathy training before starting the study
(Methods and Supplementary Fig. S1). a, Without Al, human peer supporters are
presented with an empty chatbox to author their response (the current status
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quo). As peer supporters are typically untrained on best practices in therapy
(such as empathy) they rarely conduct highly empathic conversations. b, Our
feedback agent (HAILEY) prompts peer supporters for providing just-in-time Al
feedback as they write their responses. ¢, HAILEY then suggests changes that can
be made to the response to make it more empathic. These suggestions include
new sentences that can be inserted and options for replacing current sentences
with more empathic counterparts. Participants can accept these suggestions by
clicking on the ‘Insert’ and ‘Replace’ buttons and continue editing the response,
or get more feedback if needed.

therapeutic outcomes and commonly uses it as a credible alternative®
(Methods and Discussion).

We conducted multiple post hoc evaluations to assess whether
the participants who self-reported challenges in writing supportive
responses could benefit more from our system, to investigate the dif-
ferencesin how participants collaborated with the Aland to assess the
participants’ perceptions of our approach.

Results

Increase in expressed empathy due to human-Al
collaboration

Our primary finding is that providing just-in-time Al feedback to
participants leads to more empathic responses (Fig. 2). Specifically,
through human evaluation from an independent set of TalkLife users
(Methods), we found that the human + Al responses were rated as being
more empathic than the human-only responses 46.8% of the time and
were rated equivalent in empathy to human-only responses 15.7% of
the time. On the other hand, human-only responses were preferred
only37.4%ofthetime (P=3.4 x1075,t=4.15,d.f.= 2,998, two-sided Stu-
dent’s t-test; Fig. 2a). In addition, by automatically estimating empathy
levels of responses using a previously validated empathy classification
modelonascalefrom 0 to 6 (Methods), we found that the human + Al
approach led to 19.6% higher empathic responses compared with the
human-only approach (1.77 versus 1.48; Cohen’sd = 0.24,P=5.1 108,
t=5.46;d.f.=2,998, two-sided Student’s ¢-test; Fig. 2b).

Higher gains for those who report peer support challenges

Prior work has shown that online peer supporters find it extremely
challenging to write supportive and empathic responses®***, Some
participants have little to no prior experience with peer support (for
example, ifthey are new to the platform; N=95/300; Methods). Even as
the participants gain more experience, in the absence of explicit train-
ing or feedback, the challenge of writing supportive responses persists

over time and may even lead to a gradual decrease in empathy levels
due to factors such as empathy fatigue*°**, as also observed during
the course of our 30-min study (Supplementary Fig. S6). Therefore,
itis particularly important to better assist the many participants who
struggle with writing responses.

For the subsample of participants who self-reported challenges in
writing responses at the end of our study (V= 91/300; Methods), a post
hoc analysis revealed significantly higher empathy gains when using
the human-Al collaboration approach. For such participants, we found
an absolute 4.5% stronger preference for the human + Al responses
(49.1% versus 44.6%; P=5.6 X107, t = 4.05, d.f. = 718, two-sided Stu-
dent’st-test; Fig. 2c) and a27.0% higher increase in expressed empathy
whenusing the human + Alapproach (38.8% versus 11.8%; P=5.5x107°,
t=5.90;d.f.=1,818, two-sided Student’s t-test; Fig. 2d) compared with
participants who did not report any challenges. For the subsample of
participants who self-reported no previous experience with online peer
support at the start of our study (N =95/300; 37 of these participants
alsoself-reported challenges), we found a 8.1% stronger preference for
the human + Al responses (51.8% versus 43.7%; P=1.4 x10°°, t = 4.84,
d.f. =758, two-sided Student’s t-test;) and a 21.2% higher increase in
expressed empathy when using the human + Al approach (33.7% ver-
sus12.5%; P=5.5x10"%, ¢t = 4.58, d.f.= 1,898, two-sided Student’s t-test;
Supplementary Fig. S11d) compared with participants who reported
experience with online peer support.

Patterns of human-Al collaboration

Collaboration between humans and Al can take many forms, but spe-
cific formulations of human-Al collaboration remain poorly defined
and challenging to measure". Investigating how humans collaborate
with our Al can help us better understand the system'’s use-cases and
better inform design decisions. Here, we analysed the collaboration
patterns of participants both over the course of the study as well as
during asingle response instance. We leveraged this analysis to derive

Nature Machine Intelligence | Volume 5 | January 2023 | 46-57

48


http://www.nature.com/natmachintell

Article

https://doi.org/10.1038/s42256-022-00593-2

Human evaluation:
which response is more empathic?

a 50 —

45 —
g il
(0] -
8]
C
& il
[ -
Q2
()
& 40 4

35

T T
Human only Human + Al

C =55

50 —|
= B
& 45 |
(0] — .
g A v e =t
o b sett
8 |
o 40 |
& |

35 —

30 T T

Human only Human + Al

Writing responses was challenging (N = 36)

Writing responses was not challenging (N = 54)

Fig.2|Randomized controlled trial demonstrates that Human-Al
collaboration enables more empathic conversations. a, Human evaluation
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challenges in writing responses after the study, we found a stronger preference

Automatic/Al-based evaluation:
expressed empathy score

b 200

175 —

Expressed empathy score

1.50 —|
1.25 : :
Human only Human + Al

d 2.00
° B
o 175 — B
(S} .
w . . .
> '
<= - P
®© .
T B
I B
[0}
- 150 —|
[}
I B
[%]
&) .
g
2 B
w .

125 —

T T
Human only Human + Al

Writing responses was challenging (N = 91)

Writing responses was not challenging (N =142)

for the human + Al responses versus human-only responses (49.1% versus 34.0%),
compared with participants who did not report challenges (44.6% versus 41.5%).
d, For participants who reported challenges in writing responses after the study,
we found a higherimprovement in expressed empathy scores of the human + Al
responses versus human-only responses (38.9%; 1.74 versus 1.25; Cohen'’s
d=0.43), compared with participants who did not report challenges (11.9%;

1.79 versus 1.60; Cohen’sd = 0.15). In cand d, the sample size varied to ensure
comparable conditions (Methods). The point estimates represent the mean. The
error bars represent bootstrapped 95% confidence intervals.

ahierarchical taxonomy of human-Al collaboration patterns based on
how often the Al was consulted during the study and how Al suggestions
were used (Fig. 3a and Methods).

Our analysis revealed several categories of collaboration. For
example, some participants chose to always rely on the Al feedback,
whereas others only utilized it as a source of inspiration and rewrote
it in their own style. Based on the number of posts in the study for
which Al was consulted (out of the ten posts for each participant),
we found that participants consulted Al either always (15.5%), often
(56.0%), once (6.0%) or never (22.4%). Very few participants always
consulted and used the Al (2.6%), indicating that they did not rely
excessively on Al feedback. A substantial number of participants also
chose to never consult the Al (22.4%). Such participants, however,
also expressed the least empathy in their responses (1.13 on aver-
age out of 6; Fig. 3b), suggesting that consulting the Al could have
been beneficial.

Furthermore, based on how Al suggestions were used, we found
that participants used the suggestions either directly (64.6%), indirectly
(18.5%) or not at all (16.9%). As expected given our system’s design, the
most common way of usage was direct, which entailed clicking on the
suggested actions to incorporate them into the response. In contrast,
participantswho indirectly used Al (Methods) drew ideas from the sug-
gested feedback and rewroteitintheir own wordsin the final response.
Some participants, however, chose not to use suggestions atall (16.9%).
Areview of these instances by the researchers, as well as the subjective
feedback from participants, suggested that reasonsincluded the feed-
back not being helpful, the feedback not being personalized or their
response already being empathic and leaving little room for improve-
ment. Finally, multiple types of feedback are possible for the same com-
bination of seeker post and original response, and some participants
(16.9%) used our reload functionality (Methods) to read through these
multiple suggestions before they selected afinal response.
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Fig.3| The derived hierarchical taxonomy of human-Al collaboration
categories. a, We clustered the interaction patterns of human + Al (treatment)
participants based on how often the Al was consulted during the study and
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consulted and used Al (2.6%), indicating that participants did not rely excessively
on Al feedback. Participants could use Al feedback directly through suggested
actions (64.6%) or indirectly by drawing ideas from the suggested feedback
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increased when participants consulted and used Al more frequently, with those
who did not consult Al (22.4%) or did not use Al (9.5%) having significantly lower
preference over human-only responses (N =37; P = 6.4 x107¢, two-sided Student’s
t-test). ¢, Participants who did not consult Al had the lowest empathy levels
based on our automatic evaluation (1.13 on average out of 6). The area of the
points is proportional to the number of participants in the respective human-Al
collaboration categories. The point estimates represent the mean. The error bars
represent bootstrapped 95% confidence intervals.

In general, participants who consulted and used Al more often
expressed higher empathy, though this pattern was more pronounced
when evaluated through our automatic expressed empathy score
(Fig. 3c) than through human evaluation (Fig. 3b).

Increase in participants’ confidence to provide support

At the end of our study, we collected study participants’ perceptions
about the usefulness and actionability of the feedback and their inten-
tionto adopt the system. We observed that 63.3% of participants found
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the feedback they received helpful, 60.4% found it actionable and 77.7%
of participants wanted this type of feedback system to be deployed
on TalkLife or other similar peer-to-peer support platforms (Supple-
mentary Fig. S3), indicating the overall effectiveness of our approach.
We also found that 69.8% of participants self-reported feeling more
confident at providing support after our study. This indicates the
potential value of our system for training and increased self-efficacy
(Supplementary Fig. S3).

Discussion

Our work demonstrates how humans and Al might collaborate on
open-ended, social and high-stakes tasks such as conducting empathic
conversations. Empathy is complex and nuanced***and is thus more
challenging for Althan many other human-Al collaboration tasks such
as scheduling meetings, therapy appointments and checking grammar
in text. We show how the joint effects of humans and Al can be lever-
aged to help peer supporters, especially those who have difficulty
providing support, converse more empathically with those seeking
mental health support.

Our study has implications for addressing barriers to mental
health care, where existing resources and interventions are insufficient
to meet the current and emerging need. According to a World Health
Organization report, over 400 million people globally suffer from a
mental health disorder, with approximately 300 million suffering from
depression®. Overall, mental illness and related behavioural health
problems contribute 13% to the global burden of disease, more than
both cardiovascular diseases and cancer®. Although psychotherapy
and social support®® can be effective treatments, many vulnerable
individuals have limited access to therapy and counselling®?. For
example, most countries have less than one psychiatrist per 100,000
individuals, indicating widespread shortages of workforce and inad-
equate in-person treatment options®.

Ascalable approach toimproving access to mental health support
globally is by connecting support seekers to peer supporters using
online platforms such as TalkLife (talklife.com), YourDost (yourdost.
com) or Mental Health Subreddits (reddit.com)*. However, akey chal-
lenge in doing so lies in enabling effective and high-quality conversa-
tionsbetween untrained peer supporters and thoseinneed, at scale. We
show that human-Al collaboration can considerably increase empathy
inpeer supporter responses, acore component of effective and quality
supportthat ensuresimproved feelings of understanding and accept-
ance”? %, While fully replacing humans with Al for empathic care has
previously drawn scepticism from psychotherapists®**, our results
suggest thatitis feasible to empower untrained peer supporters with
appropriate Al-assisted technologies in relatively lower-risk settings,
such as peer-to-peer support>>#546:62.63,

Our findings also point to potential secondary gain for peer sup-
porters in terms of (1) increased self-efficacy, as indicated by 69.8%
of participants feeling more confident in providing support after the
study, and (2) gained experience and expertise by multiple example
learning when using the reload functionality to scroll through mul-
tiple types of responses for the same seeker post. This has implica-
tions for helping untrained peer supporters beyond providing them
just-in-time feedback. One criticism of Al is that it may steal or dampen
opportunities for training more clinicians and workforce®-*2, We show
that human-Al collaboration canactually enhance, rather than dimin-
ish, these training opportunities. This is also reflected in the subjec-
tive feedback from participants (Methods), with several participants
reporting different types of learning after interacting with the Al (for
example, one participant wrote, ‘I realized that sometimes I directly
jump on to suggestions rather than being empathic first. I will have
to work on it., while another wrote, ‘Feedback in general is helpful. It
promotes improvement and growth.).

Further, we find that participants not only directly accept sug-
gestions but also draw higher-level inspiration from the suggested

feedback (for example, a participant wrote ‘Sometimes it just gave
me direction on what [should] be said and I was able to word it my way.
Othertimesit helped add things that made it sound more empathic...),
akin to having access to a therapist’s internal brainstorming, which
participants can use to rewrite responses in their own style.

In our study, many participants (N =91) reported challenges in
writing responses (for example, several participants reported not
knowing what to say: ‘I sometimes have a hard time knowing what to
say.), whichis characteristic of the average user on online peer-to-peer
support platforms?****, We demonstrate asignificantly larger improve-
ment in empathy for these users, suggesting that we can provide signifi-
cantassistance inwriting more empathic responses, thereby improving
the empathy awareness and expression of the typical platform user®>*.
Through qualitative analysis of such participants’ subjective feedback
on our study, we find that HAILEY can guide someone who is unsure
about what to say (forexample, a participant wrote, ‘Feedback gave me
apointtostart my own response whenldidn’tknow howtostart.) and
can help them frame better responses (for example, one participant
wrote, ‘Sometimes I didn’t really knew [sic] how to form the sentence
but the feedback helped me out with how I should incorporate the
words., while another wrote, ‘Sometimes I do not sound how I want
to and so this feedback has helped me on sounding more friendly...;
Methods). One concernis that Al, if used in practice, may cause harm
to multiple stakeholders from support seekers to care providers and
peer supporters, through inappropriate interventions, role confusion
and data sharing concerns®>>¢*, According to our findings, however,
theindividuals strugglingto doagood job are the ones who benefit the
most, which forms animportant use-case of Al in health care.

The reported difference in empathy between the treatment
and control groups conservatively estimates the impact of our
Al-in-the-loop feedback system due to (1) additional initial empathy
training to both human + Aland human-only groups (Supplementary
Fig. S1) and (2) a potential selection effect that may have attracted
TalkLife users who care more about supporting others (Supplemen-
tary Fig. S7). In practice, training of peer supporters is very rare, and
the effect of training typically diminishes over time***. We included
this training to understand whether just-in-time Al feedback is help-
ful beyond traditional training methods. Moreover, the human-only
responsesinour study had 34.5% higher expressed empathy than exist-
ing human-only responses to the corresponding seeker posts on the
TalkLife platform (1.11versus 1.48; P <« 1075, two-sided Student’s t-test;
Supplementary Fig.S7), reflecting the effects of additional training as
well as a potential selection effect. We show here that human-Al col-
laboration improves empathy expression even for participants who
already express empathy more often. Practical gains for the average
user of the TalkLife platform could be even higher than the intention-
ally conservative estimates presented here.

Safety, privacy and ethics
Developing computational methods for intervention in high-stakes
settings such as mental health care involves ethical considerations
related tosafety, privacy and bias™* . Thereis arisk that, inattempting
to help, Almay have the opposite effect on the potentially vulnerable
supportseeker or peer supporter®. The present study included several
measures to reduce such risks and unintended consequences. First,
our collaborative, Al-in-the-loop writing approach ensured that the
primary conversation remains between two humans, with Al offering
feedback only when it appears useful, and allowing the human sup-
porter toacceptorreject it. Providing such human agency is safer than
relying solely on Al, especially in a high-stakes mental health context*.
Moreover, using only Al results inaloss of authenticity in the responses.
Hence, our human-Al collaboration approachleads to responses with
high empathy as well as high authenticity (Supplementary Fig. S2).
Second, our approachintentionally assists only peer supporters,
not support seekers in crisis, since they are likely to be at a lower risk
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and more receptive to the feedback. Third, we filtered posts related
tosuicidalideation and self-harm by using pre-defined unsafe regular
expressions (for example, “*(commit suicide).* and “*(cut).*). Such
posts did not enter our feedback pipeline, but instead we recom-
mended escalating them to therapists. We applied the same filtering
toevery generated feedback, as well, to try and ensure that HAILEY did
not suggest unsafe text as responses. Fourth, such automated filtering
may not be perfect. Therefore, we included amechanismto flag inap-
propriate/unsafe posts and feedback by providing our participants
with an explicit ‘Flag’ button (Supplementary Fig. S31). In our study,
1.6% posts (out 0f 1,390 in the treatment group) and 2.9% feedback
instances (out of 1,939 requests) were flagged as inappropriate or
unsafe. While the majority of them were concerned with unclear seeker
postsorirrelevant feedback, we found six cases (0.2%) that warranted
furtherattention. One of these cases involved the post containing inten-
tionally misspelled self-harm content (for example, ‘c ut’ with spaces
between lettersinorder to circumvent safety filters). Another related
to feedback containing aself-harm-related term. Three addressed the
post or feedback containing a swear word that may not directly be a
safety concern (for example, ‘You are so f**king adorable’), and one
contained toxic/offensive feedback (‘It’s abad face’).

Future iterations of our system could address these issues by
leveraging more robust filtering methods and toxicity/hate speech
classifiers (for example, Perspective APl (perspectiveapi.com)). Several
platforms, including TalkLife, already have systemsin place to prevent
triggering content from being shown, which canbe integrated into our
systemondeployment. Finally, we removed all personally identifiable
information (user and platformidentifiers) from the TalkLife data set
prior to training the Almodel.

Limitations

While our study results reveal the promise of human-Al collaboration
inopen-ended and even high-stakes settings, the study is not without
limitations. Some of our participantsindicated thatempathy may not
always be the most helpful way to respond (for example, when support
seekers are looking for concrete actions). However, as demonstrated
repeatedly in the clinical psychology literature*?”*, empathy is a
critical, foundational approach to all evidence-based mental health
support, plays animportant role in building alliance and relationship
between people and s highly correlated with symptomimprovement.
It has consistently proven to be animportant aspect of responding, but
support seekers may sometimes benefit from additional responses
involving differentinterventions (for example, concrete problem solv-
ing or motivational interviewing®®). Future work should investigate
when such additional responses are helpful or necessary.

Some participants may have been apprehensive about using our
system, as indicated by the fact that many participants did not con-
sult or use it (N =37). Qualitatively analysing the subjective feedback
from these participants suggested that this might be due to feedback
communicating incorrect assumptions about the preferences, expe-
rience and background of participants (for example, assuming that a
participantis dealing with the same issues as the support seeker: ‘Not
sure this canbe avoided, but the feedback would consistently assume
I've been through the same thing.). Future work should personalize
prompts and feedback to individual participants. This could include
personalizing the content and the frequency of the prompt as well as
personalizing the type of feedback that is shown from multiple pos-
sible feedback options.

Our assessment includes validated yet automated and imperfect
measures. Specifically, our evaluation of empathy is based only on
empathy that was expressed in responses, not empathy that might
have been perceived by the support seeker®®. In sensitive contexts such
asours, however, obtaining perceived empathy ratings from support
seekers is challenging and involves ethical risks (Safety, privacy and
ethics section). We attempted to reduce the gap between expressed and

perceived empathy in our human evaluation by recruiting participants
from TalkLife who may be seeking support on the platform (Methods).
Nevertheless, studying the effects of human-Al collaboration on per-
ceived empathy in conversations is a vital future research direction.
However, note that psychotherapy researchindicates astrong correla-
tion between expressed empathy and positive therapeutic outcomes
and commonly uses it as a credible alternative™*> 2,

Furthermore, we acknowledge that avariety of social and cultural
factors might affect the dynamics of the support and the expression
of empathy®®””.. As such, our human-Al collaboration approach must
beadapted and evaluated in various socio-cultural contexts, including
underrepresented communities and minorities. While conducting
randomized controlled trials on specificcommunities and investigat-
ing heterogeneous treatment effects across demographic groups is
beyond the scope of our work, our study was deployed globally and
included participants of various gender identities, ethnicities, ages
and countries (Methods and Supplementary Figs. S10 and S11). How-
ever, thisisacritical areaof research, and ensuring equitable access to
culturally sensitive empathic support requires further investigation.

Our study evaluated a single human-Al collaboration interface
design, and there could have been other potential interface designs,
as well. Additionally, as a secondary exploration, we analysed a
classification-based interface design, which provided participants
with the option to request automatic expressed empathy scores” for
their responses (Supplementary Fig. S5). We assigned this secondary
classification-based Al treatment to 10% of the incoming participants
at random (N =30). Due to conflicting human and automatic evalua-
tionresults, we observed that the effects of this secondary treatment
onthe empathy of participants were ambiguous (Supplementary Fig.
S4a,b). However, the design was perceived as being less actionable than
our primary rewriting-based interface (Supplementary Fig. S4c). This
poses questions regarding what types of design are optimal and how
best to provide feedback.

Finally, we recruited participants froma single platform (TalkLife)
and only for providing empathic support in the English language. We
further note that this study focuses on empathy expression in peer
support and does not investigate long-term clinical outcomes.

Conclusion

We developed and evaluated HAILEY, a human-Al collaboration sys-
tem that led to a19.6% increase in empathy in peer-to-peer conver-
sations overall (Cohen’s d = 0.24) and a 38.9% increase in empathy
for mental health supporters who experience difficulty in writing
responses (Cohen’s d = 0.43) in a randomized controlled trial on a
large peer-to-peer mental health platform. Our findings demonstrate
the potential of feedback-driven, Al-in-the-loop writing systems to
empower online peer supporters to improve the quality of their
responses without increasing the risk of harmful responses.

Methods

Study design

We employed a between-subjects study design in which each partici-
pantwasrandomly assigned to one of human + Al (treatment, N = 139)
or human-only (control, N=161) conditions. Participants in both groups
were asked to write supportive, empathic responses to a unique set
of ten existing seeker posts (one at a time), sourced at random from a
subset of TalkLife posts. The human + Al (treatment) group participants
were given the option of receiving feedback through prompts as they
typed their responses. Participants in the human-only (control) group,
in contrast, wrote responses with no option for feedback.

TalkLife platform. Founded in 2012, TalkLife (talklife.com/about) is
the largest global peer-to-peer support platform for mental health. It
enables peopleindistresstointeract with other peers onthe platform.
Userstypically access this platform through asmartphone application,
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though a web interface is available as well. The interactions typically
occur through conversational threads, whichis the focus of our study.
A conversational thread on TalkLife is characterized by a user initially
authoring a post seeking support (for example, ‘My job is becom-
ing more and more stressful with each passing day.). The post then
receives responses from the peers on the platform, sometimes leading
to back-and-forth conversations between the users.

Participant recruitment. We worked with TalkLife to recruit partici-
pants directly from their platform. Because users on such platforms
aretypically untrained in best practices of providing mental health sup-
port, their work offers a natural place to deploy feedback systems such
as ours. To recruit participants, we advertised our study on TalkLife.
Recruitmentstartedin April 2021 and continued until September 2021.
Thestudy was approved by the University of Washington’s Institutional
Review Board (determined to be exempt; IRBID STUDY00012706).

Power analysis. We used a power analysis to estimate the number
of participants required for our study. For an effect size of 0.1 dif-
ference in empathy, a power analysis with a significance level of
0.05, powered at 80%, indicated that we required 1,500 samples of
(seeker post, response post) pairs each for the treatment and con-
trol groups. To meet the required sample size, we collected ten sam-
ples per participant and therefore recruited 300 participants in total
(with the goal of 150 participants per condition), for a total of 1,500
samples each.

Data set of seeker posts. We obtained a unique set of 1,500 seeker
posts, sampled at random with consent from the TalkLife platform,
in the observation period from May 2012 to June 2020. Prior to sam-
pling, we filtered posts related to (1) critical settings of suicidal idea-
tion and self-harm, using pre-defined unsafe regular expressions (for
example, “*(commit suicide).* and “*(cut).*), to ensure participant
safety (Discussion), and (2) common social media interactions not
related to mental health (for example, ‘Happy mother’s day’) using
astandard text classifier based on BERT (Bidirectional Encoder Rep-
resentations from Transformers)’, trained on a manually annotated
data set of -3k posts with answers to the question ‘Is the seeker talk-
ing about a mental health related issue or situation in his/her post?’
(~85% accuracy)*. We randomly divided these 1,500 posts into 150
subsets of 10 posts each. We used the same 150 subsets for both treat-
ment and control conditions for consistent context for both groups
of participants.

Participant demographics. In our study, 54.3% of the participants
identified as female, 36.7% as male and 7.3% as non-binary, while the
remaining 1.7% preferred not to report their gender. The average age
of participants was 26.3 years (s.d. 9.5 years). Of the participants, 45.7%
identified as white, 20.3% as Asian, 10.7% as Hispanic or Latino, 10.3%
as Black or African American, 0.7% as Pacific Islander or Hawaiian and
0.3% as American Indian or Alaska Native, while the remaining 12.0%
preferred not to report their race/ethnicity. Of the participants, 62.3%
were from the United States, 13.7% were from India, 2.3% were from the
United Kingdom and 2.3% were from Germany, while the remaining
19.3% were from 36 different countries (spanning six of seven con-
tinents, excluding Antarctica). Moreover, 31.7% of the participants
reported having no experience with peer-to-peer support despite
havingbeenrecruited from the TalkLife platform, 26.3% as having less
than 1year of experience, and 42.0% as having >1 year of experience
with peer-to-peer support.

RCT group assignment. On clicking the advertised pop-up used
for recruitment, a TalkLife user was randomly assigned to one of the
human + Al (treatment) or human-only (control) conditions for the
study duration.

Study workflow. We divided our study into four phases:

« Phasel: pre-intervention survey. First, both control and treat-
ment group participants were asked the same set of survey
questions describing their demographics, background and
experience with peer-to-peer support (Supplementary Figs. S19
and S20).

e Phase ll: empathy training and instructions. Next, to address
whether participants held similar understandings of empathy,
both groups received the same initial empathy training, which
included empathy definitions, frameworks and examples based
on psychology theory, before starting the main study procedure
of writing empathic responses (Supplementary Fig. S1). Partici-
pants were also shown instructions on using our study interface
in this phase (Supplementary Figs. S21-S28).

« Phase lll: write supportive, empathic responses. Participants
then started the main study procedure and wrote responses
to one of the 150 subsets of 10 existing seeker posts (one post
atatime). For each post, participants in both the groups were
prompted ‘Write a supportive, empathic response here’. The
human + Al (treatment) group participants were given the
option of receiving feedback through prompts as they typed
their responses (Supplementary Fig. S30). Participants in the
human-only (control) group wrote responses without any
option for feedback (Supplementary Fig. S29).

« PhaselV: post-intervention survey. After completing the ten
posts, participants in both groups were asked to assess the study
by answering questions about the difficulty they faced while
writing responses, the helpfulness and actionability of the feed-
back, their self-efficacy after the study and their intent to adopt
the system (Supplementary Figs. S32-S34).

If participants dropped out of the study before completing it, their
data were removed from our analyses. Participants took 20.6 min on
average to complete the study and wrote responses with 25.9 words
onaverage (Supplementary Fig.S97. U.S. citizens and permanent U.S.
residents were compensated witha U.S. $5 Amazon gift card. Further-
more, the top two participants in the human evaluation (Evaluation
section) received an additional U.S. $25 Amazon gift card. Based on
local regulations, we were unable to pay non-U.S. participants. This
was explicitly highlighted in the participant consent form on the first
landing page of our study (Supplementary Fig. S18 and S35).

Designgoals
HAILEY is designed with a collaborative Al-in-the-loop approach, to
provide actionable feedback and to be mobile friendly.

Collaborative Al-in-the-loop design. In the high-stakes setting of
mental health support, Alis best used to augment rather than replace
human skill and knowledge***". Current natural-language processing
technology (including language models, conversational Al methods
and chatbots) continue to pose risks related to toxicity, safety and
bias, which can be life-threatening in contexts of suicidal ideation
and self-harm®*”*"°, To mitigate these risks, researchers have called
for human-Al collaboration methods, where the primary communi-
cation remains between two humans with an Al system in the loop to
assist humans inimproving their conversation*®*". In HAILEY, humans
remainatthe centre of theinteraction, receive suggestions fromour Al
intheloop andretain full control over which suggestions to use in their
responses (for example, by selectively choosing the most appropriate
‘Insert’ or ‘Replace’ suggestions and editing them as needed).

Actionable feedback. Current Al-in-the-loop systems are often
limited to addressing ‘what’ (rather than ‘how’) participants should
improve® >, For suchagoal, itis generally acceptable to design simple
interfaces that prompt participantsto leverage strategies for successful
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supportive conversations (for example, prompting ‘you may want to
empathize withthe user’) without any instructions onhowto concretely
applythosestrategies. However, for complex, hard-to-learn constructs
suchas empathy?*, thereisaneed to address the more actionable goal
of steps that participants should take to improve. HAILEY, designed
to be actionable, suggests concrete actions (for example, sentences
to insert or replace) that participants may take to make their current
response more empathic.

Mobile-friendly design. Online conversations and communicationare
increasingly mobile based. This is also true for peer-to-peer support
platforms, which generally provide their services through a smart-
phone application. Therefore, a mobile-friendly design is critical for
the adoption of conversational assistive agents such as ours. However,
the challenge here relates to the complex nature of the feedback and the
smaller, lower-resolution screen onamobile device as compared with
a desktop. We therefore designed a compact, minimal interface that
works equally well on desktop and mobile platforms. We created a con-
versational experience based on the mobile interface of peer-to-peer
support platforms that was design minimal, used responsive prompts
that adjusted in form based on screen sizes, placed Al feedback com-
pactly above theresponse text box for easy access and provided action
buttons that were easy for mobile users to click on.

Feedback workflow

Through HAILEY, we showed prompts to participants that they could
clickontoreceive feedback. Our feedback, driven by a previously vali-
datedempathicrewriting model, consists of actions that users can take
toimprove the empathy of their responses (Supplementary Fig. S30).

Prompts to trigger feedback. We showed the prompt ‘Would you like
some help with your response?’ to participants, whichwas placed above
theresponse textbox (Fig. 1b). Participants could at any point click on
the prompt to receive feedback on their current response (including
whenitis stillempty). When this promptis clicked, HAILEY acts on the
seeker postandthe current response to suggest changes that will make
the response more empathic. Our suggestions consisted of ‘Insert’
and ‘Replace’ operations generated through empathic rewriting of
theresponse.

Generating feedback through empathic rewriting. The goal of
empathic rewriting, originally proposed in ref. 47, is to transform
low-empathy to higher-empathy text. The authors proposed PARTNER,
adeepreinforcementlearning model thatlearns to take sentence-level
editsasactionstoincrease the expressed level of empathy while main-
taining conversational quality. PARTNER’s learning policy is based
on a transformer language model (adapted from GPT-2 (Generative
Pre-trained Transformer 2)”’), which performs the dual task of gen-
erating candidate empathic sentences and adding those sentences
at appropriate positions. PARTNER-generated rewritings increase
empathy by 1.6 (onthe 6-point empathy scale), whichis >35% more than
all state-of-the-art baseline methods, and are judged more empathic
over 65% of the time than baselines by human annotators. Here, we
build on PARTNERby further improving training data quality through
additionalfiltering, supporting multiple generations for the real-world
use-case of multiple types of feedback for the same post, and evaluating
abroaderrange of hyperparameter choices. Source code of PARTNER
was taken fromref. 56.

Displaying feedback as suggested actions. We map the rewritings
generated by our optimized version of PARTNER to suggestions to
‘Insert’ and ‘Replace’ sentences. These suggestions are then shown as
actions to edit the response. To incorporate the suggested changes,
the participant clicks on the respective ‘Insert’ or ‘Replace’ buttons.
Continuing our example from Fig. 1, given the seeker post ‘My job is

becoming more and more stressful with each passing day. and the
original response ‘Don’t worry! I'm there for you., PARTNER takes
two insert actions: replace ‘Don’t worry!” with ‘It must be a real strug-
gle! and Insert ‘Have you tried talking to your boss?’ at the end of the
response. These actions are shown as feedback to the participant. See
Supplementary Fig. S8 for more qualitative examples.

Reload feedback if required. For the same combination of seeker
post and original response, multiple feedback suggestions are pos-
sible. Inthe Fig. 1example, instead of suggesting the insert ‘Have you
tried talking to your boss?’, we could also propose inserting ‘l know
how difficult things can be at work. These feedback variations can
be sampled from our model and, if the initial sampled feedback does
not meet participant needs, iterated upon to help participants find
better-suited feedback. HAILEY provides an option to reload feedback,
allowing participants to navigate through different feedback and sug-
gestionsif necessary.

Evaluation

Empathy measurement. We evaluated empathy using both human and
automated methods. For our human evaluation, we recruited aninde-
pendentset of participants from the TalkLife platform and asked themto
compareresponses written with feedback versus those written without
feedback given the same seeker post (Supplementary Figs. S35-S37).
We found that the participant annotations had a Cohen’s kappa score
of 0.55 (N =150 pair of responses; note that Cohen’s kappa controls for
agreement by chance). We found this score to be comparable to the
inter-annotator agreement for complex therapeutic constructs anno-
tations*’®, When analysing strata of participants based on challenges
in writing responses (Fig. 1c), we considered only those seeker post
instances for which the respective human-only and human + Al partici-
pants both indicated writing as challenging or not challenging. Since
our human evaluationinvolves comparing human-only and human + Al
responses, this ensures that participants in each strata belong to only
one of the challenging or not challenging category.

Though our human evaluation captures platform users’ percep-
tions of empathy in responses, it is unlikely to measure empathy from
the perspective of psychology theory given the limited training of
TalkLife users. Therefore, we conducted a second, complementary
evaluationby applying the theory-based empathy classification model
proposed by Sharma et al.”?, which assigns a score between 0 and 6 to
each response and has been validated and used in prior work*”7°5.,
Note that thisapproach evaluates empathy expressedin responses and
not the empathy perceived by support seekers of the original seeker
post (Discussion).

Hierarchical taxonomy of human-Al collaboration patterns
We wanted to understand how different participants collaborated with
HAILEY. To derive collaboration patterns at the participant level, we
aggregated and clustered post-levelinteractions for each participant
over theten postsinourstudy. First, weidentified three dimensions of
interest that were based on the design and features of HAILEY as well
as by qualitatively analysing the interaction data: (1) the number of
postsin the study for which the Al was consulted, (2) the way in which
Alsuggestions were used (direct versus indirect versus not at all) and
(3) whether the participant looked for additional suggestions for a
single post (using the reload functionality).

Direct use of Alwas defined as directly accepting the Al's sugges-
tions by clicking on therespective ‘Insert’ or ‘Replace’ button. Indirect
use of Al, in contrast, was defined as making changes to the response by
drawing ideas from the suggested edits. We operationalized indirect
use as a cosine similarity of more than 95% between the BERT-based
embeddings” of the final changes to the response by the participant
and the edits suggested by the Al. Next, we used k-means to cluster the
interaction data of all participants on the above dimensions (k=20
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based on the elbow method®). We manually analysed the distribution of
the 20 inferred clusters, merged similar clusters, discarded the clusters
that were noisy (for example, too small or having no consistent interac-
tion behaviour) and organized the remaining 8 clustersinatop-down
approach to derive the hierarchical taxonomy of human-Al collabo-
ration patterns (Fig. 3a and Results). Finally, for the collaboration
patterns withsimple rule-based definitions (for example, participants
who never consulted Al), we manually corrected the automatically
inferred cluster boundaries to make the patterns more precise, for
example, by keeping only the participants who had never consulted
Alinthat cluster.

We note that conditioning on the collaboration patterns, as in
Fig.3b,c, may introduce selection effects, as the type of collaboration
was not randomly assigned. For example, participants who never used
feedback suggestions may have been less engaged with the study and
task overall.

Reporting summary
Furtherinformation onresearch designisavailablein the Nature Port-
folio Reporting Summary linked to this article.

Data availability

Dataused for training the empathy classification model used for auto-
matic evaluation are available at https://github.com/behavioral-data/
Empathy-Mental-Health*®, Data used for training PARTNER and the
data collected in our randomized controlled trial are available on
request from the corresponding author with a clear justification and
alicense agreement from TalkLife.

Code availability

Source code of the empathy classification model used for auto-
matic evaluation is available at https://github.com/behavioral-data/
Empathy-Mental-Health?*®*, Source code of PARTNER is available at
https://github.com/behavioral-data/PARTNER***°, Code used for
designing the interface of HAILEY is available at https://github.com/
behavioral-data/Human-Al-Collaboration-Empathy®. Code used for
the analysis of the study data is available on request from the corre-
spondingauthor. For the most recent project outcomes and resources,
please visit https://bdata.uw.edu/empathy.
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Data collection  TalkLife data was sourced with a license agreement and consent from the TalkLife platform through Microsoft SQL Server 2019. Study data
was collected through a randomized controlled trial conducted on an independent platform with participants from TalkLife through HTML 5,
Python 3.7.3 and Django 3.2. The code used for designing this platform is available at https://github.com/behavioral-data/Human-Al-
Collaboration-Empathy (DOI: 10.5281/ZENODO.7295902).

Data analysis Data analysis was conducted in Python 3.7.3 using standard data analysis libraries such as numpy 1.21.6, pandas 1.3.5, and seaborn 0.11.2.
Code used for this analysis is available on request from the corresponding author
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Data used for training the empathy classification model used for automatic evaluation is available at https://github.com/behavioral-data/Empathy-Mental-Health.
Due to a license agreement with TalkLife, the data used for training Partner and the data collected in our randomized controlled trial cannot be shared publicly.
They are only available on request from the corresponding author with a clear justification and a license agreement from TalkLife. For more info, the TalkLife team
can be contacted at research@talklife.co




Field-specific reporting

Please select the one below that is the best fit for your research. If you are not sure, read the appropriate sections before making your selection.

[ ] Life sciences Behavioural & social sciences | | Ecological, evolutionary & environmental sciences

For a reference copy of the document with all sections, see nature.com/documents/nr-reporting-summary-flat.pdf

Behavioural & social sciences study design

All studies must disclose on these points even when the disclosure is negative.

Study description We employed a quantitative, between-subjects study design in which each participant was randomly assigned to one of Human + Al
(treatment; N=139) or Human Only (control; N=161) conditions. Participants in both groups were asked to write supportive,
empathic responses to a unique set of 10 existing seeker posts (one at a time), sourced at random from a subset of TalkLife posts.The
Human + Al (treatment) group participants were given the option of receiving feedback through prompts as they typed their
responses. Participants in the Human Only (control) group, in contrast, wrote responses with no option for feedback.
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Research sample We obtained a unique set of 1500 seeker posts, sampled at random with consent from the TalkLife platform. This sample was broadly
reflective of the platform’s user population in terms of age and self-reported gender (Mean Age = 26.7; %Female = 56.8%; %Male=
24.8%; %O0ther=18.4%).

Sampling strategy We used a power analysis to estimate the number of participants required for our study. For an effect size of 0.1 difference in
empathy, a power analysis with a significance level of 0.05, powered at 80%, indicated that we required 1,500 samples of (seeker
post, response post) pairs each for treatment and control groups.

Data collection We worked with a large peer-to-peer support platform, TalkLife. To recruit participants, we advertised our study on TalkLife. On
clicking the advertised pop-up used for recruitment, a TalkLife user was randomly assigned to one of the Human + Al (treatment) or
Human Only (control) conditions for the study duration. The participant was then directed to an independent platform designed by

the researchers where they performed the study. Participants did not interact with the researchers during the study.

Timing April 12, 2021 to September 13, 2021

Data exclusions We excluded participants who belonged to multiple Human-Al collaboration clusters in our collaboration patterns analysis. No data
was excluded in the other analyses.

Non-participation A total of 5987 users opened our advertisement on the TalkLife platform. Out of these, 652 users proceeded to the Phase | of pre-
intervention survey with 352 users eventually dropping out.

Randomization Each participant was randomly assigned to one of Human + Al (treatment) or Human Only (control) conditions.

Reporting for specific materials, systems and methods

We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material,
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.

Materials & experimental systems Methods
Involved in the study n/a | Involved in the study
Antibodies |Z |:| ChIP-seq
Eukaryotic cell lines |Z |:| Flow cytometry
Palaeontology and archaeology |Z |:| MRI-based neuroimaging
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Human research participants

Policy information about studies involving human research participants

Population characteristics In our study, 54.33% of the participants identified as female, 36.67% as male, 7.33% as non-binary, and the remaining 1.67%
preferred not to report their gender. The average age of participants was 26.34 years (std = 9.50). 45.67% of the participants
identified as White, 20.33% as Asians, 10.67% as Hispanic or Latino, 10.33% as Black or African American, 0.67% as Pacific
Islander or Hawaiian, 0.33% as American Indian or Alaska Native, and the remaining 12.00% preferred not to report their




race/ethnicity. 62.33% of the participants were from the United States, 13.67% were from India, 2.33% were from United
Kingdom, 2.33% were from Germany, and the remaining 19.33% were from 36 different countries (spanning six of seven

continents excluding Antarctica). Moreover, 31.67% of the participants reported having no experience with peer-to-peer
support despite having been recruited from the TalkLife platform, 26.33% as having less than one year of experience, and
42.00% reported having greater than or equal to one year of experience with peer-to-peer support.

Recruitment We worked with a large peer-to-peer support platform, TalkLife. To recruit participants, we advertised our study on their
platform. This advertisement was shown to TalkLife users after they submitted a response on the platform, with an aim of
targeting active peer supporters. A potential self-selection bias may have attracted TalkLife users who care more about
supporting others. We found that this self-selection bias potentially results in conservative estimates of the effects of our
feedback intervention.

Ethics oversight University of Washington Institutional Review Board

Note that full information on the approval of the study protocol must also be provided in the manuscript.
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