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Abstract—Mobile edge computing (MEC) has emerged as a
crucial paradigm for enhancing the capabilities in machine-type
communication, which relies on sufficient spectrum resources to
efficiently process the offloading tasks. However, the rise in the
number of IoT devices and the expansion of machine-type com-
munication traffic can cause spectrum shortages. Non-orthogonal
multiple access (NOMA) allows multiple users to share the same
bandwidth simultaneously, which can be applied to improve
spectrum efficiency. Furthermore, the growing connectivity of
devices and transmission of sensitive data in IoT networks give
rise to significant concerns regarding both security threats and
energy efficiency. In this paper, a NOMA-enabled MEC system
is studied. In the presence of an eavesdropper, the secrecy rate
is further adopted to measure the security performance of of-
floading. We aim to maximize secrecy computation efficiency in a
NOMA-enabled MEC system. The simulation results demonstrate
the improvement of secrecy computation efficiency by applying
NOMA in mobile edge computing systems.

I. INTRODUCTION

With the rise in the number of IoT devices and the expansion

of machine-type communication traffic within the Internet

of Things (IoT), supporting newly developed applications

requires a high volume of network connections and low-

latency transmission. To meet these requirements, two promis-

ing techniques have emerged: mobile edge computing (MEC)

and non-orthogonal multiple access (NOMA). MEC involves

moving the server closer to the source data from the cloud to

the edge, which reduces transmission time from IoT devices

to traditional cloud data centers. NOMA, unlike orthogonal

multiple access (OMA) methods such as time-division mul-

tiple access (TDMA) or frequency-division multiple access

(FDMA), allows multiple mobile devices to transmit signals

simultaneously in the same channel. This increases spectrum

efficiency and the number of network connections.

Advancements in the computation capacity of IoT devices

have made it possible to perform computations either fully or

partially on these devices. In cases where an IoT device has a

large amount of data to process within a limited time frame,

it can offload a portion/all of the data to the MEC server and

compute the remainder locally. In general, the offloading task

can be divided into two categories. One is binary offloading,

which makes the user offload all data to the MEC server

or compute everything locally. Another is partial offloading

which dynamically partitions the data into two parts, with one

offloading to the MEC server and the other processing locally.

Here we consider partial offloading.

NOMA employs superposition coding at the transmitter

and successive interference cancellation (SIC) at the receiver,

which enables user multiplexing in the power domain [1].

Multiple users can transmit signals simultaneously without

the need to wait for scheduled time slots as in TDMA,

making low-latency transmission possible. The combination of

MEC and NOMA has been extensively researched, including

resource allocation in the NOMA-MEC system to minimize

system energy consumption [2]-[3], with joint optimization

of time and power. Another study [4] aimed to minimize

offloading delay in NOMA-MEC networks, formulated as a

minimax problem that aimed to minimize the maximum task

completion time for different users.

While the MEC technique can protect against attacks from

the backbone network, it remains vulnerable to privacy dis-

closure threats from eavesdroppers, particularly in wireless

networks. A previous study in [5] considered physical layer

security using secrecy encoding, but only focused on minimiz-

ing system energy consumption. Another study in [6] proposed

using the cooperative interference between NOMA user pairs

to enhance offloading security. This study uses secrecy outage
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probability and secrecy computation probability as metrics

to measure the security of user offloading tasks and overall

computing tasks.

This study focuses on a secrecy computation efficiency

offloading problem in the MEC system, where NOMA is

employed for uplink transmission with enhanced security. The

transmission rate is constrained by the secrecy rate when an

eavesdropper is present. The main metric used in this study

is computation efficiency, as opposed to energy consumption.

Computation efficiency is defined as the ratio of total compu-

tation bits to total energy consumption, which strikes a balance

between maximizing computation bits and minimizing energy

consumption. To solve the non-convex problem, an iterative

algorithm is proposed.

The paper is organized as follows. The system model is

presented in Section II. In section III, a secrecy computation

efficiency maximization problem is formulated. Then, our pro-

posed method is presented. Section IV presents the simulation

results. Finally, the paper is concluded in Section V.

II. SYSTEM MODEL

As the model illustrated in Fig. 1, a typical MEC system

with one server and K user equipments (UEs) with a single

antenna is considered. UEs transmit their signal via power

domain multiplexing, where the interference caused by non-

orthogonal signals is addressed by SIC. A wireless access

point (AP) has a single antenna to serve other devices. The

system also includes a malicious eavesdropper (Eve), which is

also a single antenna node. Due to limited local computation

resources and power constraints, each user performs partial

offloading to process computationally heavy tasks within a

required time duration.

 

 

MEC server with AP

 
.  .  .  .

Malicious listening

Offloading

User 2 User K
Computation Task

Partial 
Offloading
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Computing
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Fig. 1: System model

A. Secure Offloading

An active eavesdropper is considered in this work. It is

assumed that the channels between UEs and Eve can be

perfectly estimated by other users. Perfect channel state in-

formation (CSI) for the channels between UEs and the AP is

also assumed available.

The channel coefficients between the AP and the kth UE and

that between the Eve and the kth UE are denoted as hk and gk,

respectively. It is assumed that the channel follows the block

fading model, where the channel coefficients are assumed to

be constants within a block time and be independent from one

block to another. The received channel at the AP and Eve can

be written as

yk = hH
k sk +

K∑
j=1,(j �=k)

hH
j sj + nk, ∀k = 1, . . . ,K, (1)

yke = gHk sk +

K∑
j=1,(j �=k)

gHj sj + nk
e , ∀k = 1, . . . ,K. (2)

Where sk ∈ C is the transmit signal of the kth UE. In both

equations, the first term at the right-hand side is the signal

from the kth UE, and the second term is the interference

from other UEs. The additive white Gaussian noise at the

AP side and Eve side are denoted as nk ∈ CN (0, σ2
k) and

nk ∈ CN (0, σ2
ek), respectively.

The secrecy rate, which is defined as the difference between

transmission rates from UEs to the AP and that from UEs

to the Eve, can be employed to enhance the security in the

presence of Eve, given as,

Rsec
k,a =

[
log(1 +

pkh
2
k∑K

j=k+1 pjh
2
j + σ2

k

)

− log
(
1 +

pkg
2
k∑K

j=k+1 pjg
2
j + σ2

ek

)]+
,

(3)

where [a]+ = max(a, 0). A potential assumption is that

the users are sorted according to their channel gains (i.e.,

h2
1 ≥ h2

2 ≥ · · · ≥ h2
K , g21 ≥ g22 ≥ · · · ≥ g2K). It is

also assumed that both the Eve and the AP apply SIC to

decode received signals, which is a general assumption made

in related works [9]. It is worth noting that the interference in

the second term of the right-hand side in (3) can be utilized

to enhance security. Owing to signals passing through the

different channels before arriving at the AP and Eve, a trade-

off can be exploited to reduce the SINR at the Eve side while

maintaining an acceptable SINR at the AP side.

B. Local Computing

The limited computational capability of mobile devices

makes it challenging to execute resource-intensive tasks lo-

cally. Therefore, task partitioning allows the mobile device

to execute the part of the task that it can handle locally

while offloading the computationally intensive part to the

MEC server. As the local computing model used in [7],

the computation rate of local computing depends on two

parts: The number of cycles to finish the computation of a

single bit of data by the kth UE and the clock speed of the

kth UE, which are denoted as Ck and fk, respectively. The

energy consumption for local computing can be modeled as

Ecomp
k = εkf

3
kT , where εk is the CPU energy coefficient [10],

[11].
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C. Mobile Edge Computing

UEs compute the local part of tasks within the whole time

duration T . Meanwhile, all UEs transmit the offloading part

of tasks to the MEC server simultaneously, which takes t ≤ T
to complete. Then, the offloading part will be executed by the

MEC server. Finally, after processing the offloading compu-

tation task, UEs download the results from the MEC server.

The time spent on MEC computing and result downloading

is negligible because of the powerful computation capacity of

the MEC server and the small size of computation results.

This assumption has been widely used [12]-[13]. Fixed circuit

consumption and transmission consumption are considered for

offloading, the total power consumption can be given as

Eoff
k = pkt+ prt. (4)

III. COMPUTATION EFFICIENCY WITH EAVESDROPPER IN

MEC SYSTEMS

A NOMA-enabled green MEC system is considered, where

the objective is to maximize the secrecy computation ef-

ficiency. The optimization problem can be formulated as

follows.

P1 max
{t},{fk},
{mk},{pk}

∑
k

wk

BRsec
k,at+

Tfk
Ck

εkf3
kT + pkt+ prt

(5a)

s.t. C1 : t ≤ T, (5b)

C2 : BRsec
k,at ≥ mk, ∀k, (5c)

C3 : Lk − Tfmax
k

Ck
≤ mk ≤ Lk, ∀k, (5d)

C4 : εkf
3
kT + pkt+ prt ≤ Eth

k , ∀k, (5e)

C5 : 0 ≤ fk ≤ fmax
k , t ≥ 0, pk ≥ 0, ∀k. (5f)

In problem P1, Lk denotes the total number of bits to be

computed for the kth UE, mk is the number of bits that the

kth UE offloads to the MEC securely, pk is the transmit power

of the kth UE, fk is the CPU frequency of UE k, Ek is the

maximum allowed energy consumption for the kth UE, and

B is the bandwidth. The weighted summation of each UE’s

secrecy computation efficiency is maximized by optimizing

the transmit power, offloading time, and CPU frequency. C1
requires the offloading ends before time T . C2 and C3 are

the constraints of the minimum transmission rate and the

requirement for the local computation rate. C4 guarantees that

the energy consumption is less than the maximum allowed

energy consumption of each UE. The CPU frequency, transmit

power, and transmit time should be non-negative, which are

guaranteed by C5.

In problem P1, the objective function is non-convex. In

addition, a non-convex constraint C2 with coupling variables

makes the problem more challenging.

A. Solving the Formulated Problem

Let p̃k = pkt. Then, (5c) can be transformed into equation

sets as follows.

Nr,k ≥ 1

σ2
k

K∑
j=k+1

p̃jh
2
j , (7a)

τk ≥ 1

σ2
ek

K∑
j=k

p̃jg
2
j , (7b)

t log
(
1 +

Nk

t

)− t log
(
1 +

Nr,k

t

)
−t log

(
1 +

τk
t

)
+ t log

(
1 +

τr,k
t

) ≥ mk

B
,

(7c)

τr,k ≤ 1

σ2
ek

K∑
j=k+1

p̃jg
2
j , (7d)

Nk ≤ 1

σ2
ek

K∑
j=k

p̃jh
2
j (7e)

Due to the sum-of-ratios structure and coupling variables,

P1 is non-convex. We first address non-convex terms by

successive convex approximation. Considering the non-convex

term tRsec
k,a, which can be written as

tRsec
k,a =t log

(
1 +

Nk

t

)− t log
(
1 +

Nr,k

t

)
− t log

(
1 +

τk
t

)
+ t log

(
1 +

τr,k
t

) (8)

Let v
(i)
k = log

(
1 + N

(i)
k /t(i)

) − N
(i)
k

N
(i)
k +t(i)

, v
(i)
r,k = log

(
1 +

N
(i)
r,k/t

(i)
)− N

(i)
r,k

N
(i)
r,k+t(i)

, θ
(i)
k = log

(
1+τ

(i)
k /t(i)

)− τ
(i)
k

τ
(i)
k +t(i)

, and

θ
(i)
r,k = log

(
1 + τ

(i)
r,k/t

(i)
) − τ

(i)
r,k

τ
(i)
r,k+t(i)

. By applying first-order

Taylor series expansion on tRsec
k,a at (Nk, Nr,k, τk, τr,k) =

(N
(i)
k , N

(i)
r,k, τ

(i)
k , τ

(i)
r,k), the approximation can be given as

(v
(i)
k − v

(i)
r,k − θ

(i)
k + θ

(i)
r,k)(t− t

(i)
k )

+
t
(i)
k

t
(i)
k +N

(i)
k

(Nk −N
(i)
k )− t

(i)
k

t
(i)
k +N

(i)
r,k

(Nr,k −N
(i)
r,k)

− t
(i)
k

t
(i)
k + τ

(i)
k

(τk − τ
(i)
k ) +

t
(i)
k

t
(i)
k + τ

(i)
r,k

(τr,k − τ
(i)
r,k) + ϕ

(i)
k ,

(9)

where ϕ
(i)
k = t

(i)
i log

(
1 +N

(i)
k /t(i)

) −
t
(i)
i log

(
1 +N

(i)
r,k/t

(i)
) − t

(i)
i log

(
1 + τ

(i)
k /t(i)

)
+

t
(i)
i log

(
1 + τ

(i)
r,k/t

(i)
)
. Once the convex relaxation at

the previous feasible solution is obtained, the approximated

convex problem can be solved to obtain a new feasible

solution.

Having addressed non-convex terms and coupling variables,

a Dinkelbach-like method can be applied to transform P1 to
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max
{t},{fk},{mk},
{p̃k},{τk},{Nk}

∑
k

λkwkB

{
(v

(i)
k − v

(i)
r,k − θ

(i)
k + θ

(i)
r,k)(t− t

(i)
k ) +

t
(i)
k

t
(i)
k +N

(i)
k

(Nk −N
(i)
k )− t

(i)
k

t
(i)
k +N

(i)
r,k

(Nr,k −N
(i)
r,k)(6a)

− t
(i)
k

t
(i)
k + τ

(i)
k

(τk − τ
(i)
k ) +

t
(i)
k

t
(i)
k + τ

(i)
r,k

(τr,k − τ
(i)
r,k)

}
+
∑
k

λkwkTfk
Ck

−
∑
k

λkβk

(
εkf

3
kT + p̃k + prt

)

s.t. B

{
(v

(i)
k − v

(i)
r,k − θ

(i)
k + θ

(i)
r,k)(t− t

(i)
k ) +

t
(i)
k

t
(i)
k +N

(i)
k

(Nk −N
(i)
k )− t

(i)
k

t
(i)
k +N

(i)
r,k

(Nr,k −N
(i)
r,k) (6b)

− t
(i)
k

t
(i)
k + τ

(i)
k

(τk − τ
(i)
k ) +

t
(i)
k

t
(i)
k + τ

(i)
r,k

(τr,k − τ
(i)
r,k) + ϕ

(i)
k

}
+

Tfk
Ck

≥ Lk,

(10c)− (10g). (6c)

be a convex optimization problem [14]. We first transform P1

to be

P2 max
{t},{fk},{mk},{p̃k},

{βk},{τk},{Nk}

∑
k

wkβk (10a)

s.t. C1 : Rk ≥ βkEk, ∀k, (10b)

C2 : t ≤ T, (10c)

C3 : Lk − Tfmax
k

Ck
≤ mk ≤ Lk, ∀k, (10d)

C4 : εkf
3
kT + p̃k + prt ≤ Eth

k , ∀k, (10e)

C5 : 0 ≤ fk ≤ fmax
k , t ≥ 0, p̃k ≥ 0 ∀k, (10f)

C6 : (7a)− (7e). (10g)

where βk is an auxiliary variable, Rk = BRsec
k t+ Tfk

Ck
, and

Ek = εkf
3
kT + p̃k + prt.

Algorithm 1 Secure Computation Efficiency Maximization

Algorithm

1: Initialization: the algorithm accuracy indicator u1 and u2,

set i = 0, give initial values for v
(i)
k , θ

(i)
k , t(i), N

(i)
k , τ

(i)
k ,

λ
(i)
k and β

(i)
k .

2: while ||T(λk, βk)|| > u1 do
3: while |αk(j + 1)− αk(j)| > u2 do
4: Solve P3 by CVX, obtain the optimal values

{t}, {fk}, {mk}, {p̃k}, {τk}, and {Nk}.

5: Let j = j + 1.

6: end while
7: Let i = i+ 1, update auxiliary variables λk(i+ 1) and

βk(i+ 1) from (13) and (14).

8: end while
9: Output the optimal secrecy computation efficiency.

Lemma 3.1: Let ({t∗}, {f∗
k}, {m∗

k}, {p̃∗k}, {β∗
k}, {τ∗k}, {N∗

k})
be the optimal solution of P2 for ∀k, there exist {λ∗

k} such

that ({t∗}, {f∗
k}, {m∗

k}, {p̃∗k}, {τ∗k}, {N∗
k}) satisfies the

Karush-Kuhn-Tucker (KKT) condition of the following

problem for λk = λ∗
k and βk = β∗

k .

P3 : max
{t},{fk},{Pk}

∑
k

λk(wkRk − βkEk) (11a)

s.t. (10c)− (10g). (11b)

Furthermore, ({t∗}, {f∗
k}, {m∗

k}, {p̃∗k}, {τ∗k}, {N∗
k}) satisfies

the following equations for λk = λ�
k and βk = β�

k :

λk =
wk

Ek
, βk =

wkRk

Ek
, ∀k. (12)

The proof of the lemma can be found in [14], which

provides an iterative solution for P3. As the formulas shown

at the top of this page, the convex optimization problem can

be solved with given auxiliary variables (λk, βk). Then, the

auxiliary variables will be updated as follows.

λk(i+ 1)=(1− α(i))λk(i) +
α(i)

Ek(p̃∗k, t∗, f
∗
k )

, (13)

βk(i+ 1)=(1− α(i))βk(i) + α(i)
wkRk(p̃

∗
k, t

∗, f∗
k )

Ek(p̃∗k, t∗, f
∗
k )

, (14)

where α(i) is the largest α that satisfies ||T(λk(i) +
αlqi

K+1:2K , βk(i) + αlqi
1:K)|| ≤ (1 − zαl)||T (λk(i), βk(i)||,

where Tj(βj) = βjEk − wkRk and Tj+K(λj) = λjEk − 1,

j ∈ {1, 2, . . . ,K}, and q is the Jacobian matrix of T,

l ∈ {1, 2, . . .}, αl ∈ (0, 1), and z ∈ (0, 1). The optimal

solution for λk and βk can be obtained by solving T(λk, βk) =
[T1, T2, . . . , T2K ] = 0. The detail of the algorithm is presented

in Algorithm 1.

IV. SIMULATION AND RESULTS

In this section, we provide a convergence analysis of the

algorithm and compare it with traditional OMA methods.

Additionally, the effectiveness of the proposed scheme is

evaluated by comparing it with offloading-only and local

computing schemes. The settings are given as follows. The

number of users are assumed to be K = 2, both of which have

the same weight w1 = w2 = 1. The transmission bandwidth is

B = 200 KHz. The operation rounds for CPU to complete one

bit computation is taken to be Ck = 1000. The scaling factor
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for energy consumption is set as εk = 1 × 10−24. The maxi-

mum frequency for local CPU is assumed as fmax
k = 1× 109

Hz. The energy constraint for each user is Ek = 1 Joule.

It is assumed that the noise to signal ratio (SNR) at AP is

h2
k/σ

2
k = Hkh0, where H1 = 7, H2 = 5. The SNR at Eve

side is g2k/σ
2
k = Gkh0.
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/J
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)

p1, L=50000 bits

p2, L=50000 bits

p1, L=60000 bits

p2, L=60000 bits

Fig. 2: Iterative Algorithm Convergence Analysis

Fig. 2 shows the convergence of the proposed iterative

algorithm with different required computation bits, where

L1 = L2 = {50000, 60000}, G1 = G2 = 2. It can be

observed that p1 and p2 both increase with Lk. The reason

for this is that users increase their transmit power to offload

more computational bits to cope with the increasing size of

the required computing data. In addition, the curves in both

cases show good convergence. p1 and p2 take only 6 iterations

to achieve convergence.
The computation efficiency versus required computation

bits for different schemes are presented in Fig. 3, where

G1 = G2 = 1.5. The curves for all schemes decrease as

the required computation bits increase, suggesting that the

increase of CPU frequency and transmit power will reduce

the computation efficiency. Another observation is that the

performance of the proposed scheme is close to that of local

computing-only scheme when the required computing data

size is small. The reason is that the local computing can

achieve higher computation efficiency with the decrease of

required computation bits. In contrast, offloading can achieve

better performance when the number of required computation

bits is great. It is worth noting that the proposed scheme

outperforms other schemes for different required computation

bit sizes.
Fig. 4 shows the comparison between the performance of

the proposed NOMA-enabled MEC with that of the OMA-

based MEC in [7]. The computation efficiency under different

malicious listening channels are compared, where G1 = G2 =
{3.0, 3.5}. The proposed NOMA-enabled system outperforms

the OMA-based system in terms of computation efficiency.

Because the users in NOMA-enabled scheme have higher

bandwidth available to users in the NOMA-enabled scheme
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Fig. 3: Computation Efficiency v.s. Required Computation Bits

under Different Computation Schemes

and the interference at the Eve side from user 2 when

decoding the information from the first user. Furthermore,

the gap between the two schemes increases as the required

computation bits increase. The reason is that the computation

efficiency are dominated by local computing when the required

computation bits is small, where the communication scheme

plays a minor role.
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V. CONCLUSIONS

In this paper, secrecy computation efficiency in a NOMA-

enabled MEC system is maximized by jointly optimizing

the transmit power, offloading time, and local computing

frequency. A non-convex problem with a weighted sum-of-

ratios structure is first formulated. By employing SCA and a

Dinkelbach-like algorithm, the problem is transformed into a

convex problem that can be effectively solved. The simulation

results demonstrate the improvement of secrecy computation
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efficiency by applying NOMA in mobile edge computing

systems.
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