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Abstract

The multiple-try Metropolis method is an interesting extension of the classical Metropolis—Hastings algorithm. However,
theoretical understanding about its usefulness and convergence behavior is still lacking. We here derive the exact convergence
rate for the multiple-try Metropolis Independent sampler (MTM-IS) via an explicit eigen analysis. As a by-product, we
prove that an naive application of the MTM-IS is less efficient than using the simpler approach of “thinned” independent
Metropolis—Hastings method at the same computational cost. We further explore more variants and find it possible to design
more efficient algorithms by applying MTM to part of the target distribution or creating correlated multiple trials.
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1 Introduction
1.1 Fundamental Metropolis-Hastings method

Markov chain Monte Carlo (MCMC) methods have played
important roles in statistical computing and Bayesian infer-
ence and have attracted much attention from both theoretical
researchers and practitioners. In a nutshell, the set of methods
provide general and practical recipes for generating random
draws from any given target probability distribution known
up to a normalizing constant. Specifically, such an algo-
rithm generates a time-homogeneous Markov chain with
its stationary distribution being the target one. Under mild
assumptions, this chain converges to the target distribution
geometrically (Roberts and Tweedie 1996; Liu et al. 1995).
See Liu (2008) and Brooks et al. (2011) for more compre-
hensive reviews. The scheme first proposed by Metropolis
et al. (1953) and then generalized by Hastings (1970) is
arguably the most popular and fundamental construction
among all MCMC methods. Let 7 (-) denote the target prob-
ability distribution/density function on the state space X.
The Metropolis—Hastings method constructs a Markov chain
xM x@ . on X as follows. At step ¢ + 1, it proposes a
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new state y from a user-specified transition function p(x, y),
ie.,y~ p(x®,.). Then, the next state x“*1 is equal to y
with probability p and to x) with probability 1 — p, where

_in . FOIPG,x D)
P= T p(x®,y) [

This design ensures that the generated Markov chain satisfies
the detailed balance with respect to 7, which guarantees the
chain’s reversibility and convergence under mild conditions.

1.2 Geometric convergence

A Markov chain with transition function A is said to be geo-
metrically ergodic if, for r-almost everywhere x, || A" (x, -) —
()| < C(x)r" holds true with constant r € (0, 1). Here
|l - || denotes a distance metric between two probability mea-
sures, usually taken as the total variation (TV) distance. Other
modes of convergence, such as convergence in y2-distance
(which implies the convergence in total variation), have also
been investigated (Liu et al. 1995; Liu 2008). Establishing
this inequality and deriving sharp bounds on the rate r are
seen as central tasks in studying MCMC algorithms (Tierney
1994; Liu et al. 1995; Roberts and Tweedie 1996).

As a generalization of the standard Metropolis—Hastings
algorithm, the multiple-try Metropolis (MTM) scheme as for-
malized in Liu et al. (2000) allows one to draw multiple
trials at each step and select one according to a spe-
cially designed probability distribution. Although intuitively
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the MTM scheme enables one to escape from local opti-
mums more easily, there is little theoretical understanding of
the convergence rate of any form of the MTM algorithm,
making it a challenging practical concern when deciding
whether a MTM approach should be employed for a specific
problem. Existing theoretical results on the Metropolis—
Hastings algorithm clearly cannot be easily extended to the
MTM algorithm. Indeed, getting sharp bounds on the con-
vergence rate of any general-purpose Metropolis—Hastings
algorithm can be extremely challenging, except for the Inde-
pendent Metropolis—Hastings (IMH) algorithm (which is
also called the Metropolised independence sampler by Liu
(1996) and the independence Metropolis chain by Tierney
(1994)). We are therefore tempted to consider whether the
IMH’s multiple-try version, which we call the multiple-try
Metropolis Independent sampler (MTM-IS), can be tackled
theoretically.

1.3 Convergence rate of independent
Metropolis-Hastings algorithm

Geometrical ergodicity is not guaranteed for a general
Metropolis—Hastings algorithm unless we impose suitable
restrictions (Roberts and Tweedie 1996), and exact con-
vergence rates for Metropolis—Hastings algorithms are rare
to find (Diaconis and Saloff-Coste 1998). In practice, geo-
metric ergodicity is often established under the ‘drift-and-
minorization’ framework (Diaconis et al. 2008). But this
technique usually results in a very conservative bound of
the convergence rate, not quite practically useful. Because
of the very special structure of the IMH algorithm, explicit
eigen-analyses of its transition matrix for the finite-discrete
state space case were obtained by Liu (1996), which results in
the exact convergence rate of the IMH algorithm (also a very
tight bound on the constant in front of the rate) and offers a
comparison with classical rejection sampling and importance
sampling. Atchadé and Perron (2007) studies the continuous
case by determining the full spectrum of the transition oper-
ator of the IMH algorithm. A recent preprint of Wang (2020)
combines previous results and provides a lower bound, hence
determining the exact convergence rate. In this paper, we
impose similar conditions on the MTM-IS and study its exact
convergence rate.

1.4 Multiple-try Metropolis and its variants

The original idea of multiple-try Metropolis (MTM) comes
from chemical physicists interested in molecular simulations
(Frenkel et al. 1996). Its general formulation constructed
in Liu et al. (2000) inspires the development of Ensem-
ble MCMC methods by Neal (2011), connects with particle
filtering (Martino et al. 2014), and stimulates ideas of par-
allelizing MCMC (Calderhead 2014; Yang et al. 2018). We
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refer interested readers to the review of Martino (2018). Intu-
itively, the MTM approach enables one to explore the sample
space more broadly, and thus potentially gains efficiency in
avoiding being trapped in local modes. The method has been
incorporated in some applications such as model selection
(Pandolfi et al. 2010) and Bayes factor estimation (Dai and
Liu 2020).

In the context of molecular simulations (Frenkel et al.
1996), the multiple-try strategy is often applied to a target dis-
tribution in which the state space can be partitioned into two
parts: position and orientation, i.e., x = (x”, x?). For a given
x”, evaluating multiple configurations corresponding to dif-
ferent orientations, 7 (x”, x°1), ..., 7 (xP, x°™) is not much
more expensive than evaluating a single 7 (x”,x°). Thus,
MTM can be quite useful in facilitating an efficient move:
we can propose the new configuration by (a) first proposing
the position anew); (b) associating with it multiple orienta-
tions x?y} ew)r X?,z';w); (c) picking one from them properly,
and (d) using the MTM rule to do acceptance/rejection. In
addition to this case, MTM is also particularly useful when
combined with directional sampling, as in (Liu et al. 2000;
Dai and Liu 2020). Specifically, given a sampling direction
e at position x, multiple trials are drawn simultaneously as
1, ..., rm ~ p(r) to constructy; = x +rje.

Several variants of the MTM are worth mentioning: Craiu
and Lemieux (2007) propose to use correlated trials to accel-
erate MTM and introduces antithetic and stratified sampling
to bring correlation; Casarin et al. (2013) argue that multi-
ple independent trials from different distributions are worth
considering, and connect to interactive sampling algorithms.
Theoretically, Bédard et al. (2012) conducts a scaling analy-
sis for MTM. However, to the best of our efforts, we can not
find any existing result on the convergence rate of an MTM
algorithm.

In this paper, we report the exact convergence rate of
the MTM-IS for general target () and proposal p(-). The
result is somewhat surprising as it shows that the MTM-IS
with k& multiple tries is not as efficient as simply repeating
the standard IMH algorithm k times, thus suggesting that
the we may want to design the k multiple proposals to be
“over-dispersed” (e.g., negatively correlated) in order to take
advantage of the MTM structure. Another useful scenario,
as discussed previously and detailed in Sect.5.1, is to help
proposing a better configuration for a general Metropolis—
Hastings algorithm by orienting part of the proposal better
via MTM.

The rest of the article is organized as follows. Section 2 car-
ries out an eigenvalue analysis of MTM-IS; Sect. 3 specifies
the exact convergence rate of MTM-IS under the total vari-
ation distance and offers an inequality to compare MTM-IS
with its corresponding “thinned” IMH algorithm (i.e., tak-
ing one draw from every k iterations of the sampler); Sect. 4
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provides some empirical results for multivariate Gaussian
and Gaussian mixtures; Sect. 5 discusses several variants and
extensions of MTM; and Sect. 6 concludes the article with a
short remark.

2 Eigen-analysis of multiple-try Metropolis
independent sampler

2.1 Notations

Throughout the article, we use X’ to denote the state space,
which can be either discrete or continuous. Notations 7 (x)
and p(x, y) represent the target and proposal distributions,
respectively, with x, y € X. If proposal distribution is inde-
pendent of the current state x, we write it as p(y). The actual
transition function/probability/density of the MCMC algo-
rithm is denoted by A(x, y). A collection of multiple trials
of size k is writtenasy = (y1, ..., yx). We consider the total
variation distance for any two (signed) measures P and Q,
which is defined as || P — Qll7v = supser |P(A) — Q(A)],
where F denotes the o-field common to P and Q (e.g., the
Borel o -field for most common uses). In Sect. 5, we slightly
abuse the notation by letting p(x,y) be the proposal distri-
bution for x € X andy = (y1,..., %) € Xk, as we would
consider multiple correlated trials in this section. Besides,
we write p(x,y—j) | y;) as the conditional distribution
of y—j) = 1, ¥j=1,Yj+1, ..., Yk) given y; and x.
Lastly, pj(x, y;) = [ p(x,y)dy—; denotes the conditional
marginal distribution of y; given x.

2.2 Description of the algorithms

The general framework of the MTM as formulated in Liu
et al. (2000) is summarized in Algorithm 1. Let the current
state be x, and let the number of multiple tries be k. With a
proposal transition function p(x, y) that defines the condi-
tional distribution of y, we define the generalized importance
weight as

T(y)
p(x,y)

w(ylx) = Alx, y) ey

where A is a symmetric non-negative function (i.e., A(x, y) =
A(y,x) > 0, Vx, y). Thus, the acceptance/rejection ratio in
a general MH algorithm is just the ratio of the generalized
importance weights.

Here, x7, x5, ..., x,’:fl are called balancing trials, which
are drawn to guarantee the detailed balance. Liu et al. (2000)
also extend the MTM for generating non-independent mul-
tiple trials such as semi-deterministic ones along a direction.
If we choose p(x, y) = p(y), we can modify this algorithm
to avoid drawing additional balancing trials as the algorithm

Algorithm 1 Multiple-Try Metropolis: the current state is x.

1: Generate multiple trials yp, ..., yx independently from p(x,-);
compute their respective weights w(y; | x) as defined in (1) for
j=1,... k.

2: Selectindex J with probability proportional to w(y; | x) and define
Y=y

3: Draw x, x3, .

.., x{_, independently from p(y, -). And setx; = x.

> w(yj\)r)}

4: Accept y with the ratio p = min {1, D)

is still valid if we simply replace the x;f by y; in comput-
ing p. This modified version is summarized in Algorithm 2
and named the MTM-IS(k). In this case, we further select
A(x, y) = 1 then the generalized importance weight (1) turns
out to be w(y | x) = w(y)/p(y), coinciding with the stan-
dard notation of importance ratio. In order to simplify the
notations, we could write

w(y) =7(y)/p(y). @

Algorithm 2 MTM-IS: the current state is x.

1: Draw multiple trials yy, ..., yx independently from p(-); compute
w(y;) as defined in (2) for j =1, ..., k.

2: Select index J with probability proportional to w(y;) and define
Y=y

3: Compute W = Z]]‘-:l w(y;).

4: Accept y with the

following  probability p =

o\ )
min{l, ——— %,
W —w(y) +w(x)

In theory, we assume that 7 is absolutely continuous with
respect to p, so that this importance weight can be interpreted
as the Radon-Nikodym derivative. In practice, one should
always choose p so that its support covers that of 7 for the
algorithm to work well. The main result of this section is
stated in Theorem 2, which can be viewed as a generalization
of the results in Liu (1996) and Atchadé and Perron (2007)
and provides the exact convergence rate of MTM-IS.

2.3 Transition distribution decomposition

Theorem 1 The transition distribution of MTM-IS can be
decomposed as

A(x,dy) = R(x)dx(dy) + min{Hg[w(x)], Hx[w(y)}7 (y)dy,
3

where Hy is defined as

i=1

Hi(2) k/ / : ]ﬁp(y )dy )
k\Z) = R E—— i i
Z+Zi':1l w(yi)
k—1
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and R(x) = 1 — [, min {H[w(x)], Hi[w(y)]} 7 (y)dy €
[0, 1] denotes the rejection probability when the current state
isx € X.Inparticular, Hi(2) is a strictly decreasing function
in z. For k = 1, Hy degenerates to H\(z) =z \.

Proof Let x ¢ B C X be measurable, the probability of
proposing an element in B and accepting it is

k
A(x,B) =P |:U yj € B NJ =j)N(ys gets accepted)}
j=l
= kP [{(y;< € ByN (J = k) N (yx gets accepted)}]

The last equality appears irrelevant to x, but the importance
ratio w(x) = m(x)/p(x) matters when deciding whether or
not the chosen y; is accepted. Furthermore,

A(x, B)
=k/// wiy)
B w(y) +Z ZTw(y))

_ w<y>+2, 1w(y, =
, d Hdy;
m1n|: w(x)—i—Z Py y]_[p(y,) i

:kuﬁ

: [ w(y)
min
w(y) + Z

k—1

p»Mdy [T prpdy;
j=1

_ /B min {He[w ()], Helw)1) 7 () dy,

w(y) }
SlwO) w@) + Y wiyy)

where Hj is as defined in (4). Thus, the overall rejection
probability is

R(x)=1- /Xmin{Hk[w(X)], Hilw)w(ydy, (5

and the prescribed decomposition (3) is thus proved. O

Let w* £ inf{lu > 0 : w(x : w(x) < u) = 1} be the
essential supremum of w(x) on X w.r.t. 7(-) (i.e., w* is the
smallest value such that w(x) < w* with 7-probability 1).
Since Hi(w) is a monotone decreasing function of w (The-
orem 1), we have an upper bound R(x) < 1 — Hi(w*).
Furthermore, since

A(x,dy) = R(x)8(dy) + min{H[w(x)],

Hi[w(y)}m (y)dy > Hi(w*)m (y)dy,

@ Springer

we have the following mixture representation of the transition
function, convenient for comparing with 7:

A(x,dy) = Hw")r(y)dy + [1 — H(W")]gres(x, dy), (6)
where gres(x, B) = AG, Lj) —I_I;{((u:;)n(B). This repre-
—Hw

sentation can be used to facilitate a coupling argument to
prove the geometric convergence of the Markov chain (more
details in Sect. 3).

2.4 Spectrum of the transition operator

Now we provide a result to fully characterize the spectrum
of the transition operator induced by the MTM-IS algorithm.
A similar result was derived for the IMH algorithm by Liu
(1996) for the discrete state-space case, and then by Atchadé
and Perron (2007) in general. To be concrete, we introduce
the following definitions.

Definition 1 Let A(x, y) be the transition function of a
Markov chain with 7 as its invariant distribution. We
define its transition operator K : L*(7) — L*(x) as

Kf(x) =/f(y)A(x,y)dy- (N

It computes the conditional mean and is called the forward
operator in Liu et al. (1995).

Definition 2 Let K¢ be the restriction of K onto L2 o(m), the
orthogonal complement of the constant function of L?(m).
Then the spectrum of K is

o(Ko) £ {A € R: Ko — Al is non-invertible}. ®)

The essential range of a function R is

ess-ran(R) 2 (A e R: (x| R(x)—A |< €) > 0, Ve > 0}.
Theorem 2 Let K be the transition operator defined by the
MTM-IS algorithm, and let Ky be similarly defined as in
Definition 1. Then, o (Kg) < ess-ran(R), where R is the
rejection probability defined in (5). The equality holds if Y
o € ess-ran(R), t{y : R(y) =a} =0.

Since the proof is mostly technical, we defer it to the
Appendix. From (5) and Theorem 1, it is obvious to see that
an upper bound of R(x) is 1 — Hi(w™). This implies that
there is a gap between 1 and the upper edge 1 — H (w™) of
the spectrum o (Kp), provided that w* < oo. For the finite
discrete state-space case, H(w*) = 1/w*, and 1 — H(w™)
is the exact convergence rate of the chain.
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3 Convergence rate and algorithmic
comparison

3.1 Convergence in y2-distance

The x 2-distance between two probability distributions 77 and
p is defined as

dy (7, p) = varz [ p(x) /7 (x)]. ©)

Let p,(x) = A, (po, x) denote the distribution of X, the
state of the Markov chain after n steps from initialization
po. It was shown in Liu et al. (1995) that d, (7, p,) <
| K§ ll2dy (7, po), where || - |2 is L2-norm of the operator
K. It is easy to show that (Liu et al. 1995)
1/n

p = lim 1Kg 1l (10)
is the spectral radius of Ko (Liu et al. 1995), which is equal
to the maximum of o (Kp) in absolute value. As shown in
Theorem 2, this is bounded by 1 — H (w*). Thus, d, (7, p,) <
(I — H(w*))"d, (m, po). It also follows from the Cauchy-
Schwartz inequality that

”pn —7'[||L1 = / Mmdx

[ / (Pn(x) — n(x))2
7 (x)

< (1= H@")"dy(, po).

12
x:| = dx(”s DPn)
(11)

Thus, the L distance between p, and the target , also
known as their total variation distribution and denoted as
| pn — 7|7V, decreases geometrically bounded by the same
rate.

3.2 Maximal total variation distance

Definition 3 Let the transition function of a Markov chain be
A(-, -), with the corresponding stationary distribution 7 (-).
The maximal total variation distance between the Markov
chain’s n-step distribution and 7 is

d(n) = ess sup [[A"(x, ) =7 ()lTv. (12)
xeX

Moreover, the quantity

r=1lim sup d(n) (13)

n— o0
is called the exact convergence rate of the Markov chain.

Since the total variation distance is equivalent to the L
distance ||p —m||7v = 2||p — || ;1 between two probability

measures 7 and p, it is easy to see from definition of (10)
and Eq. (11) thatrate 7 < p. In the following, we use another
a coupling argument to validate this upper bound r. More-
over, we will also show that for the transition kernel defined
by Algorithm 2, inequality r > p also holds. We need the
following lemmas to prove our results.

Lemma 1 (Coupling) (Levin and Peres 2017) Suppose
¥, \IJ,)t 2o are a pair of Markov chams with the same
transition rule satisfying: (z) Ifv; = ¥; for some i, then
forany j > i, V; = W;; and (ii) Uy ~ 7. Then, for
T =min{n : ¥, = \INI,,} we have a bound

[A"(x, ) = Ollry < P(r = n).

Lemma 2 (Lower bound) (Wang 2020) Let R(x) denote the
rejection probability (5) given current state x. That is,

RG) =1- f min (H[w()], Hlw(y)]} 7 (5)dy.
Then, we have a lower bound

[A"(x, ) = Ollry = [RG)T".

Theorem 3 Consider the MTM-IS defined in Algorithm 2
and let w* < o0 be the essential supremum of w(x) =
w(x)/p(x). Then, the maximal total variation distance of
the algorithm to its target distribution 1 is

d(n) =[1 — He(w")]".

Thus, the exact convergence rate of the MTM-IS is 1 —
Hi(w™).

Proof We will establish that upper and lower bounds of d ()
are equal in the limit.

3.2.1 Upper bound

Anupper bound can be obtained by using the coupling idea of
Lemma 1. Consider two Markov chains {x;} and {x,} defined
by MTM-IS. Because of the the decomposition (6), we can
interpret the actual transition measure A(x, -) as a mixture
of (-) and gres(x, -), and define the following coupling rule
for the two chains. First, we let xo = x (for some arbitrary
x € X) and assume that xo ~ 7(-) as the initialization of
these two chains. Then, suppose that the two chains are at x;
and x,, respectively, at time ¢. If x, = X;, then sample x;1|
from A(x;, -) and set X;+1 = x;+1. Thus, their future paths
coalesceintoone. If x; # X;, wedraw z ~ Bernoulli( H (w*))
and sample x ~ 7 (). Wesetx;1] = X141 = x if z = 1. Oth-
erwise, we sample x; 1 ~ gres(x7, -) and Xj 41 ~ Gres (X7, ),
independently.

@ Springer
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Our constructions of {x;} and {x;} have the following prop-
erties: (i) marginally these two chains both evolve according
to A(-, -); (ii) the distribution of x; is exactly A’ (x, -) and the
distribution of X; is 7 (-); (iii) once x; = Xx; for some ¢, the
two chains coalesce into one afterwards. Applying Lemma 1,
we have
[A"(x, ) =7C)llry <P(x > n) <[1 - HwHI". (14)
Taking the supremum over x € X we have d(n) < [l —
H(w*)]".

3.2.2 Lower bound

For the lower bound, we consider the worst case as demon-
strated in the proof of Lemma 2 in Wang (2020). In particular,
if we can find some x* such that w(x*) = w*, then the
proof is over; but sometimes this is not achievable, in which
case we take advantage of the continuity and monotonic-
ity of Hj. For any € > 0, there exists § > 0 such that
H(w) < H(Ww*) + € once w* —§ < w < w*. By the
definition of essential supremum, we can always find some
xs € X such that w* — § < w(xs) < w*, thus

d(n) = |A"(xs, )= () llTv = R(xs)" = [1-H(w")—e]",

since we know from (5) that
R(xp) = 1— / Hilw(p)lr(dy) = 1 — H@®) — .
X
Letting € — 0, we derive the final result. O

3.3 Comparison with the IMH sampler

Since one iteration of MTM-IS is computationally as expen-
sive as k-iterations of the IMH algorithm, we are interested
in knowing which one has a better convergence rate. We
denote the MTM-IS algorithm with k trials as MTM-IS(k) to
emphasize the role of k. Correspondingly, we denote the k-
fold thinned IMH algorithm IMH(k) (i.e., collecting 1 draw
after every k steps of the standard IMH). Note, however, that a
clear advantage of MTM-IS(k) over IMH(k) is that the former
is straightforward to parallelise as suggested in Calderhead
(2014), which can considerably speed up the algorithm in
practice.

Previously, we obtain the exact convergence rate of MTM-
IS(k) as 1 — Hy(w*). We rewrite (4) as an expectation form
to gain some insights:

i=1

1 k—1
Hi(2) =k/--~/f p(yi)dy;
¢ 2+ Y5 win) [
k—1

@ Springer

k
= E _— s
! [z+zf-‘;f w(xo}

where X1, ..., Xx—1 are independent samples from p(-).
Setting k = 1, the formula reduces to H;(z) = z~!, which
gives rise to the exact convergence rate 1 — 1/w* of the
IMH algorithm as shown in Liu (1996) and Atchadé and Per-
ron (2007). The convergence rate of IMH(k) is then exactly
(1—1/w*)*. We have the following main result, whose proof
is deferred to the Appendix.

Theorem 4 With the same notations as in Theorem 3, we have

. k 1\F
1-Hy(w®) = 1-E, e > (1 — E)
i=1 i
(15)

for any k > 1, where all X;’s are taken independently from
p (). Thus, MTM-IS(k) is no more efficient than IMH (k)
although the two algorithms are of similar computational
cost.

This theorem provides the first theoretical guidance on
the use of MTM methods. It implies that in this rather sim-
ple MTM-IS framework, multiple independent proposals are
not helpful in improving the the mixing of the algorithm. Itis
not surprising that IMH is preferable when the target distri-
bution is “easy”—after all, the IMH is perfect if the proposal
matches the target exactly and having multiple trials is simply
a waste. It is surprising to us, though, that such a preference
holds universally.

We speculate that k independent multiple proposals in a
general MTM framework are also not more efficient than
the corresponding k-fold thinned MCMC algorithm. It there-
fore casts a doubt on the utility of MTM. Our numerical
experiences in the past suggest that the MTM strategy is
most helpful in jumping among multiple modes of the tar-
get distribution (Liu et al. 2000; Dai and Liu 2020). Also as
demonstrated in the molecular simulation literature (Frenkel
et al. 1996), a form of partial MTM is very useful in build-
ing part of the proposal and will be examined in more detail
in Sect.5.1. More general correlated multiple proposals may
also help (Craiu and Lemieux 2007) and will be discussed in
Sects.5.2 and 5.4.

4 Numerical illustrations

We illustrate the discrepancy between convergence rates of
MTM-IS(k) and IMH(k) numerically. As expected, if the
proposal p is already very close to target , IMH (k) is signif-
icantly better than MTM-IS(k). The performance difference
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——  MTM-IS(K)
—  IMH(k)

1

. o
o

convergence rate
0.2
1

/

0.0

Fig. 1 Convergence rates for example 1 with a finite discrete target
distribution

of the two algorithms becomes quite minimal if the pro-
posal distribution differs from the target one considerably,
i.e., when w* is large. In these examples, the explicit con-
vergence rate formula for MTM-IS(k) is still complicated, so
we use Monte Carlo to approximate the expectation in (15).

4.1 Univariate examples

The first two examples were previously used in Liu (1996)
to compare the IMH algorithm with importance sampling
and rejection sampling and are reexamined here. The third
example is a continuous case with an unbounded domain.

Example 1 Let the state space be X = {1, ..., m}, p(i) =
1/m and (i) = 2m + 1 — 2i)/m?, p(i) = 1/m. In this
case, w* = 2 — 1/m is close to 2, leading to an approximate
convergencerate 0.5 for the IMH algorithm. Figure 1 displays
the convergence rates of MTM-IS(k) and IMH (k) with m =
1000 and k ranging from 1 to 10 computed from 50,000
independent uniform Monte Carlo samples.

Example 2 We consider the case where the target distribution
is binomial Bin(m, 6), and p(x) = 1/(m + 1) is uniform.
Then

m‘
W) = (m+ D) 67 (1= 0)"

(m —x)

Using the standard normal approximation, we find that

ARV " —
270(1 - 6)

Figure2 is computed from 50,000 independent uniform
Monte Carlo samples with m = 100 for two 6 values. We
that in the latter case when the distribution is very skewed,
the discrepancy between MTM-IS(k) and IMH(k) is much
smaller.

Example 3 We investigate a one-dimensional continuous
case with the target being AV (0, 1), and the proposal distribu-
tion being a scaled t-distribution with 10 degrees of freedom,
p(x) = ctip(cx) with ¢ > 1. For practical uses of both
importance sampling and IMH-type algorithms, we strongly
recommend to choose a proposal distribution that has a heav-
ier tail than but does not differ too much with the target. In our
case, both t-distribution proposals satisfy the fat-tail require-
ment. But a larger ¢ leads to a larger discrepancy between
the target and the proposal. Figure3 is computed based on
50,000 independent Monte Carlo samples with two choices
of ¢, demonstrating that IMH(k) and MTM-IS(k) are nearly
indistinguishable if the proposal does not align with the target
well.

4.2 Multivariate Gaussian and Gaussian mixture

We first use multivariate Gaussian distributions as both the
target and proposal to show some practical implications of
our result. Let 7 = N(0,Iy) and T = N (i, 0%1). Then
we find that the importance weight can be expressed as:

- 7 (xX) _ d
vt p(x)

1 | S B,
expl—5 1—; lIx1] —;(x,u)+272||ﬂ|| .

Therefore, w* = supw(¥) < oo if either ¢ > 1 with an
arbitrary j1 or 0 = 1 with i = 0. When o > 1, the maxi-
mal importance weight w* ~ o? and thus the mixing time
of IMH tpvp(8) = Q(w*log(1/8)) scales exponentially
with the dimension d. In the same manner, the mixing time
of MTM-IS also scales exponentially with d, and becomes
worse as o increases. Figure4 supports that MTM-IS and
consecutive IMH have almost the same mixing rates.

Next, we consider a Gaussian mixture distribution 7 =
%./\/’ 0, Iy) + %N (T, 1), where 1 is a d-dimensional vector
filled with all 1’s. Employing T = N (0, o°14), we have the
importance weight

R 1 1 1 -
w(@) = z0exp [—5 (1 - ;) ||x||2}
2 4 1 1\ .o 1 .- d
+§U eXP[_E <l_ﬁ> lIx1] _ﬁ(X71)+2a“72].

It is easy to see that w* < oo if and only if o > 1. Figure 5
depicts theoretical convergence rates and log mixing times
for varying dimension and proposal standard deviation o.
Again the mixing times scale exponentially with dimension
d. Unlike the single Gaussian case, however, Fig. 5b shows
that the slope of log mixing times is not a monotone function
of o.

Figure 6 explores the optimization with o. Specifically,
Fig. 6a plots the convergence rates against varying o when
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p =N(, o21y). Solid lines: o = 1.1; dashed lines: o = 2; dotted lines: o = 5. MTM-IS and IMH are nearly indistinguishable

d = 2, showing that the optimal choice is 0 ~ 1.594949.
When d grows, the optimal o remains approximately in the
range of 1.55-1.62. Figure 6¢ indicates that the mixing time
still scales exponentially with d even if o is optimized.

5 Variants of multiple-try Metropolis
5.1 Partial MTM-IS: an efficient variant

Toreflecthow MTM has actually been used in molecular sim-
ulations (Frenkel et al. 1996), we assume a partition of the
state-space, X = (x%, x), and the corresponding partition of
the target distribution 7 (x) o g (x4, xb) = qa XM qp (xb|x%),
where g, may not be normalized. We assume that ¢, (x%)
is much more expensive to evaluate than gp(xP1x%). An
important point to note is that we want to move (x%,x”)
jointly instead of iterating between conditional draws of
X, |Xp and Xp|X, (for reasons such as the two components may
be tightly coupled). We consider the independent proposal:
P(X) = pa(x) pp(xP|x%). A Partial MTM-IS algorithm is as
follows:

Remark 1 (PMTM-IS versus MTM-IS) Note that, compared
with the vanilla MTM-IS (Algorithm 2), PMTM-IS needs to
draw extra balancing samples. Since we assume that sam-
pling x? and evaluating it are both very cheap, it is still worth
doing. In this case, there are no standard IMH or MCMC
variants for comparisons.

Typically, one iteration of IMH involves evaluating ¢, / p,
twice (respectively on x* and y*) and evaluating g3/ pp, twice
(respectively on x?|x% and y?|y%). In contrast, one iteration of
Algorithm 3 consists of evaluating g, / p, twice (respectively
onx“ and y*) and evaluating g/ pj, for 2k times (respectively
on xi’.|x“ and yf. ly* with j = 1,..., k). When evaluating

Algorithm 3 PMTM-IS: the current state is x = (x4, xb).

1: Draw y“ from p,(-); and draw multiple trials y'l’, e
dently from pp(- | y*);
2: Draw i.i.d. “balancing trials” x'l’ .

b _ b.
X, =Xx";

3: For j =1,..., k, compute

, yf indepen-

. Xp_, from pp(-x%), and let

A BOTTYD06) &) x)ga(x)

w; = , W, = —————,
e 1y T pp | x) pa(x®)

and set W, = lezl wj, Wy = Z’;:I w’.
4: Select index J with probability proportional to w; and define y =

v ¥H).
5: Accept y with probability p = min {1, Wy/ Wx}.

qp is significantly computationally more expensive than ¢,,
Algorithm 3 nearly matches the computational cost of one-
step IMH. Under certain reasonable regularity conditions,
the following proposition shows that Algorithm 3 provably
converges faster.

Proposition 1 Letrx = (x%, x?), and 7w (x) = 7,(x%)7p (x°|x?)

9a(Xa)qp

(Xb|X“), where w, and m, are normalized marginal and
conditional distributions. Under the following regularity
conditions with proposal p (all parts normalized):

7(x%, xP) N

ess sup ————— = w" < 00, (16)

o x POXT, XP)

IMH converges with rate 1 — 1/w*. In contrast, the partial

MTM-IS (Algorithm 3) has a convergence rate no slower than
1—1/w*
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Q

7(x4,xb)
p(x¢,xb)
vergence rate of IMH as 1 — 1/w* by Theorem 3. As for
Algorithm 3, we decompose the transition kernel as

= w*, we obtain the con-

Proof Noting that ess sup,

A, x), (v, ¥")
= kP “ (y* gets proposed) N (y,lc7 = yb)

N(J = k) N (joint (y¢, yb) gets accepted) H

_k/ / / / Pa(y” )pb(y ly“)wk
xb b Jxb b J W)

k
min{l —Zj:l wj}
=y

=1 ]
k—1
[ ] re 21y s (x5 1x*)dy2dx".
j=1

Suppose the normalizing constant of ¢(x¢,x") is C, i..,
7(x%, x") = g(x* xP)/C. Then,

k
1 Zj:l W
n ’ Zk w'
j=1"j

Pa(y) pu (¥ Iy wi
mi

k
Zj:l w;
B q(y*.y")
k k
max {Z,-=1 wj, D=1 w}}
B q(y*.y")/C
kooaweyn/C gk axx)/C
maX{ZJ':l PGy} 2 P(x?.x})

@ Springer

B m(y".y")
koorey) ko reexh ]’
max {Zi:l Py’ 2=t p(x,x")

in which yI,: =y? and x,’g = x?. Therefore, it gives rise to
A x"), (v, ¥")

=kn(y“,yb)f / / /
xb b J b xb

IT5Z Pb(y]|y )Py (X" |x“)dy”dx
max {W(y ; Y]:k,p yo), W (x4 Xl:kfl’ Xb)} ’

7 (x4 X

where W (x%; Xll’:k) = Zk. for any x* € X x1 &

I=1 pyxe, ”)
= (Xll’, ...,XZ) € (Xb)k. By definition, we find
k a b
7p (x4, X7)
WESxD) = < kw*
R )

The following inequality immediately follows:

a b
A, oy = T (7
Surprisingly, (3) leads to a mixture decomposition like (17)
and thus is sufficient to construct the upper bound in Theo-
rem 3 by the coupling argument and Lemma 1. Therefore, the
convergence rate of Algorithm 3 is no larger than 1 — 1/w™*.
However, the arguments for establishing matching lower
bounds cannot directly apply due to the extra balancing tri-
als Xh 1 < j < k — 1. So the exact convergence rate of
Algorlthm 3 remains unknown. O
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5.2 Correlated multiple trials

Compared with the original MTM, the partial MTM-IS
differs in that its multiple trials (y“, yl) , (y%, yk) are
correlated due to the state space partitioning. As also demon-
strated by Craiu and Lemieux (2007), we believe that
generating correlated multiple trials is a key in designing
efficient MTM algorithms. Although rigorous theoretical
analysis for a general correlated MTM design is beyond our
reach, we present some theoretical results for two special
cases for finite state spaces, which may also be generaliza-
tion to continuous state-spaces. Implications derived from
the analysis apply more generally: good correlated multiple-
tries can be obtained with the aid of a deterministic step.

5.2.1 Stratified sampling

Suppose X is a finite state space. We partition it into a few
subgroups, X7y, ..., Xp sothat X; N X; = ¥, Vi # j and
U;&; = X. We begin with a block wise IMH step by sam-
pling from {&7, ..., X'} with weight p(X’;) and accept it
with w(&X;) = w(X;)/p(X;) afterwards. Then, we draw y
within the sampled block with probability proportional to
(y). Itis easy to see that the chain become stationary once
it converges at the subgroup level. Thus, the convergence rate
of this algorithm is

rg=1—wX*™"

where X* = argmax; w(X;). This is not generally bet-
ter than the IMH(k), which has a convergence rate of
(1 —1/w** > 1 — k/w*. But if the weights w’s are very
uneven and we can partition the states so that the weights
w(X;)’s are more balanced, then the stratified IMH can
improve upon IMH(k) significantly. We also note that the
computation cost of this block-based MTM-IS(k) algorithm
is no worse than IMH(2) (the first step of block sampling
is no worse than 1-step IMH; and so is the second step of
sampling within a block), much better than IMH(k) when k
is large.

Example 4 (Example 1 continued) Let X = {1, ..., N}, and
suppose that the target 7 (x) o x and p(x) o 1. Then, the
original weights are w(x) o x and w* = 1+_N ~2. Letk =
2, then IMH(2) has a rate of (1 — 1/w*)? & 0.25, which is
quite good. Assume that N is an even number and we partition
the space as X; = {j,N — j+ 1} for j = 1,...,N/2.
Then w(&X;) o 1, and the resulting MTM-IS(2) converges in
one step. More generally, for an arbitrary distribution 7 (x)
and the uniform proposal p(x) = (2N)~!, we have w* =
7 (x*) with x* = arg max, 7 (x). Thus, if we can partition
the state space so that 7 (X;) are approximately equal for
j =1,..., B, the algorithm can be much improved.

5.2.2 Sampling without replacement

Another obvious way of introducing correlations for multiple
proposals is to do sampling without replacement. Let X =
{1, ..., N}. To simplify the discussion, we here focus on the
simple random sampling without replacement (SRSWOR,
i.e., p(y) « 1), although it is possible to extend the method
to do sampling without replace with unequal probabilities
using one of the schemes in Chen et al. (1994). The algorithm
is as follows.

Algorithm 4 MTM-SRSWOR(k): Suppose that the current

state is at x.

1: Draw S = (y1, ..., yk) C (X\{x}) jointly via SRSWOR.

2: Select index J with probability proportional to w(y;) = (N —
D (y;) and define y = y;.

. . . 0(y,X)+2 Vi »
3: Accept y with the ratio p = m1n{1, %} =
ﬂ())‘*’Z,#J 7(y)) }

min {l JT(X)+Z,¢J w(y;)

The actual transition probability from x to y # x for this
scheme is

1
Ax,y) =) mn(y)

stb Uk

1 1
! |:7T()7) + Zi<k7[(yi)’ JT(X) + Zi<kn(yi):| ’
(18)

where Sﬁk_l) c X\{x,y}, |S§k_l)| =k—1,and y; €
S;k_l), Vj < k. Doing an exact eigenvalue decomposition
of matrix A would have brought us a tight bound on the
convergence rate. But A does not possess a nice low-rank
property as that for the IMH sampler or the MTM-IS.

For § C X, we define n(S) = )  y7n(x), % =
arg maxys. |sj=k} 7 (S), and x* = arg max, 7 (x). We find the
following inequality to hold:

km(y)
A(x,y) > m XF#EYy

During each iteration, the chain stays at the current state if
and only if the new proposal is rejected since in our con-
struction of Algorithm 4, the proposal set is not allowed to
contain the current state. We observe that p = 1 whenever
X = x, = argmin, 7(x), leading to A(xy, x4) = 0. This
fact prevents us from using the previous coupling arguments
directly. However, as we specify to some circumstances, we
could still obtain satisfactory results.
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Example 5 Choosing k =2 and X = {1, ..., N},we set

p
77:1:1_[79 nZ:”.:nNzﬁ’ (19)

where 0 < p < (N — 1)/N, which guarantees that x* = 1

and {2, ..., N} € argmin, w(x). As a result, we know that
AQ2,2) =--- = A(N, N) = 0. Furthermore, matrix A can
be completely determined by the following four quantities:
27‘[2
ar =A(1,2) = ;
(N = D@y + m2)
Aqy="1""
an = . = -,
: T+ T
2
a3 =AQ, 1) = i :
(N = D@ + m2)
N-3
as = A2,3) = #
(N —-1(N—-2)

n 27y
(N — D)(N —=2)(mr; +m2)’

We can then write out A as follows:

a ayapai ... ay
a3 0 agaq ... a4
azy as 0 aq ... a4 20)
ay azag 0 ... a4

as a4 a4 a4 ... 0

Now this matrix admits a useful low-rank decoupling: A =
G+epT, wheree =11, ..., l]T, p=las, aq,..., a4]T and

a)—azay —as ay —as dy —ag ...d| — a4

0 —ay 0 o ... 0

_ 0 0 —ay o ... 0

G= 0 0 0 —as ... 0
0 0 0 0 ]

@2y

Note that e is a common right eigenvector for both A and
A—G, corresponding to the largest eigenvalue 1. Since A—G
is of rank 1, the remaining eigenvalues of A and G have
to be the same. Hence the eigenvalues for A are 1,ay —
as, —ay, ..., —as. This decoupling trick has also been used
in Liu (1996) for the IMH algorithm. Given the convergence
rate (1 — 1/(Nmy ))2 of IMH(2), it suffices to show

lay—as |< (1= 1/(Nm))*, ag < (1 = 1/(Nm1))*, (22)
to prove that MTM-SRSWOR(2) is faster than IMH(2).

Clearly, this holds true for p = # which leads to

@ Springer

71 =1/24+1/(2N), 7> = 1/(2N). In this case,

4N . 4
_—< _——
(N+2)(N-1) N +1

2 \? 1 \?
<(1——> =<1——),
N +1 N
B (N =3) N 2
~ (N=D(N=2) (N—=1(N—=2)(N+2)

(-50)
<l1l-——]) .
NT[]

We note that designing a suitable parallel construction
to do SRSWOR can speed up the algorithm considerably.
Furthermore, when proposing multiple trials, we may also
choose not to exclude x from the proposal set. In this case, we
need to modify Algorithm 4 slightly to become Algorithm 5.

a—a3 =1

as

Algorithm 5 MTM-SRSWOR-II(k): the current state is x.

1: Draw a subset S C X of size k at random, denoted as § =
Vs e e s Vi)

2: Select index J with probability proportional to w(y;) = Nm(y;)
and define y = y;.

3: If x ¢ S, accept y with probability p = min {1, %ﬁji?i }
J 2

If x € S, accept y with probability 1.

5.3 Independent non-identical proposals

Besides introducing correlations between multiple trials,
Craiu and Lemieux (2007) also suggests to use different
proposals for generating multiple trials in each MTM iter-
ation and provides some supportive empirical evidences.
Here we consider a special case of MTM-IS(k) in which
the multiple trials are generated from different proposals,
ie., y; ~ p;(-) independently for j = 1,...,k. In this
case, we also do not have to draw balancing trials. Defin-
ing w;(x) := m(x)/p;(x), we summarize the procedure in
Algorithm 6.

Algorithm 6 MTM with independent non-identical propos-
als with current state x.
1: Draw multiple trials y; ~ p;(y;),j = 1,..., k independently.

Then compute w; (y;) = 7(y;)/p; (¥;)-
2: Selectindex J with probability proportional to w; (y;, x) and define

Y=y

wy(y) + Zi;&j w; (i)

3: Accept y with the ratio p = min { 1, .
wy(x) + Z,’;&j w; (i)

To demonstrate the effect of the multiple-try design
employed in Algorithm 6, it should be compared with a
sequential k-step IMH sampler. During one iteration, this
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sampler runs an interior loop of length k, within which the j-
th step proposes an independent proposal from p; and then
accepts/rejects it based on the MH rule as in the ordinary
IMH sampler. This sequential IMH sampler has the same
computational cost as Algorithm 6. The following theorem
provides tight upper bounds for the convergence rates of the
two algorithms, and its proof is deferred to appendixes.

Theorem 5 Suppose target w is absolutely continuous with
respect to every proposal p;j. Algorithm 6 and its corre-
sponding sequential IMH sampler are geometrically conver-
gent, with their corresponding respective convergent rates

k
upper bounded by 1 —3 .| E), |:w7+21<i<1.i#1‘ w[(x[)i| and

M (1

Furthermore, the following inequality holds,

k
1 1
1-> E > 1——,
; P |:w;< +Zl§i§k,i7$j wi(Xi):| - n( wf)

J i=1
(23)

wi;f , respectively, where w;f = Sup, ey wj(x).

implying that the upper bound for Algorithm 6 is worse than
that for the corresponding sequential IMH.

Remark 2 (Tightness of the lower bounds) Suppose 3 x* such
that

wi(x™) = w;’f = sup w;(x) = sup w(x)/p;j(x) < oo, forall j,
xeX xeX

(24)

i.e., different proposals have their importance weight func-
tions w; to attain their respective supremums at a same
point x*. Then, the convergence rates for both aforemen-
tioned algorithms attain their respective upper bounds. When
p1 = -+ = pi, condition (24) automatically holds, recov-
ering the convergence rate result of Theorem 3. However,
when there is no such a x* as required by (24), the quanti-
ties claimed in Theorem 5 are only upper bounds. It remains
unknown under what other conditions one algorithm can be
provably better than the other. Our empirical study shows that
their computational efficiencies are almost indistinguishable
when the target distribution is “hard” relative to the propos-
als.

Example 6 We conducted a few simulations to examine con-
vergence behaviors of Algorithm 6 and the corresponding
sequential IMH sampler at the same computational cost.

As shown in Fig.7, we considered target densities of the
form of a mixture of two standard distributions with vari-
ous dimensions. Top plots in Fig.7 correspond to Gaussian
mixture targets, 7 = %N(O, Ig) + %N(3, 1), with d=3, 4,
and 5, respectively. Two different proposal distributions are

employed: p; = N(0,1;) and py = N(0, 91;). During one
iteration of the MTM-IS(k) algorithm, k/2 trials are inde-
pendently drawn from of pj, and another k/2 trials from
p2. The bottom plots correspond to f-mixture distributions,
T = %t3 0) + %t3 (4), for d=1, 2, and 3. Two different pro-
posal distributions are: p; = £3(0) and p» = #5(0), and the
same implementation of MTM-IS(k) as the previous case is
employed. These plots show that Algorithm 6 and its corre-
sponding sequential IMH sampler differ very little in their
convergence rates although theoretically we cannot claim one
is necessarily better than the other without condition (24). All
simulations are based on 10° iterations on an Apple M2 chip
with 16GB memory, each taking a few minutes.

5.4 A general framework

Inspired by the variants of MTM just discussed, we propose a
general framework to combine these variants in Algorithm 7.
With 7 (-) as the target distribution on X, we let p(x,y)
denote the proposal transition function for multiple corre-
lated proposals, where x € X andy = (y1,..., y) € Xk
We further write the j-th marginal of p(x,y) as p;(x, y;) =
f p(x,y)dy j, and define the jth lab:ssk08 as

7(y)
wi(y | x) = ————=24;(x, ), (25)
pj(x,y)
for j =1,..., k, where A; is a symmetric function. Assum-

ing the current state is x, the updating rule is summarized in
Algorithm 7.

Algorithm 7 Generalized MTM. Suppose current state is at

X.

1: Draw multiple trials y, ..., vk jointly from p(x,y). Then compute
w;(y; | x)by 25 forj =1,..., k.

2: Selectindex J with probability proportional to w; (y;, x) and define
Y=Y

3: Draw x{, x5, ..., xXj_1 xjH ..... x; from the conditional distribu-
tion of p(y, x*) conditioned on J-th variable as x. And set x; = x.
4: Accept y with the ratio P =

wy(y |x)+2[7§] w; (yi | x)

min 3 1, .
wy (x| y) + 2y wilx | y)

If we require p(x, y) to have the same marginals for differ-
ent y;’s, the algorithm reduces to that of Craiu and Lemieux
(2007); if we require p(x;y) to be independent among the
y;’s, it reduces to that of Casarin et al. (2013). Note that the
balancing proposals are drawn to facilitate the computation
of p, and this guarantees the detailed balance of the MTM
design. The following result is expected and its detailed proof
is deferred to the Appendix.

Theorem 6 The generalized MTM transition rule (Algo-
rithm 7) satisfies the detailed balance condition and hence

@ Springer



79 Page 14 of 21

Statistics and Computing (2023) 33:79

Autocorrelation

Autocorrelation

Autocorrelation

1.0

0.8

0.6
!

Correlation
Correlation

0.4

0.0
1

1.0

0.8

0.6
!

Correlation
0.4

0.2
!

0.0
1

Lag

Autocorrelation

Autocorrelation

30 40 50 0 10 20 30 40 50

Lag Lag

Autocorrelation

1.0

0.8
!

0.6
!

Correlation
Correlation

0.4

0.2

0.0
1

1.0

0.8
!

Correlation
0.4

0.2

0.0
1

Lag

Fig.7 Top: Auto-correlation plots for the Gaussian mixture targets in
Example 6 From left to right: dimension d= 3, 4, 5, respectively. Bot-
tom: Auto-correlation plot for the #-mixture targets in Example 6 From

induces a reversible Markov chain with 7 as its invariant
distribution.

Defining x*(j) £ (... ;’f+],x;<"), one can

determine the transition density of the generalized MTM
framework via the same spirit employed in the proof of The-
orem 1:

*
7-xj717-x7-x

k
Ax,y)=m(y) Y [pj(x, NPy, 0k (x, y)x
Jj=1

/u,-(x*(j%y)p(x,yen [y =)

p(y, Xzﬁfj) | x;f =Xx) de,-dx;":|,
i#]j

where we write

k -1 k -1
uj(x,y) £ min [ (Z wi (3 | x_,-)) , (Z wi (x; | y_,»)) ]
i=1 i=1

for any x = (x1,...,x¢) andy = (y1,..., yx). A detailed
derivation of this formula can be found in the proof of The-
orem 6.
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left to right: dimension d = 1, 2, 3, respectively. Solid lines: k = 2;
dashed lines: k = 6; dotted lines: k = 10

As demonstrated in Algorithms 4, 5 and 6, we find that
sometimes we do not need to draw balancing trials for MTM
to retain the detailed balance. A natural question then arises:
can we find a general condition under which which MTM
can avoid the drawing of balancing trials? The following
theorem provides a sufficient condition that covers all the
cases we discussed.

Theorem 7 If, for any pair (x, y) and V j, the joint proposal
distribution satisfies

Py 1y =) =P Yejlyj=x), (26)
we can maintain the detailed balance by setting x;-‘ 2y j for
j # J in Algorithm 7.

Remark 3 (Correlated multiple trials) As demonstrated in
Sects. 5.1 and 5.2, letting the proposed multiple trials be cor-
related (especially negatively) can be helpful in improving
the chain’s convergence. A useful strategy is to use multiple
trials as stepping stones to move from one mode of the dis-
tribution to another, similar in spirit to Hamiltonian/hybrid
Monte Carlo (Qin and Liu 2001; Liu 2008) and the griddy
Gibbs MTM (Liu et al. 2000). Indeed, it was shown empir-
ically in Qin and Liu (2001) that applying MTM-HMC
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trajectories may further improve the sampling efficiency.
However, an in-depth theoretical analysis as carried out here
is much more challenging due to the semi-deterministic
nature of aforementioned algorithms.

Remark 4 (Employing multiple distributions in MTM) Intu-
itively, one may hope that using different distributions for
each trial could help us explore the state space better. Our
results in Sect. 5.3, however, demonstrate that it is still not
very useful under the IMH framework if the multiple tri-
als are independent. It may be helpful for the partial MTM
framework discussed in Sect.5.1.

6 Concluding remarks

We have presented a complete eigen-decomposition and con-
vergence rate analysis for the MTM-IS, and compared it
with the “thinned” IMH sampler (of the same computational
cost). With the exact form of eigenvalues of the MTM-IS, we
proved rigorously that the sampler is not as efficient as the
simpler “thinned” IMH approach. To the best of our knowl-
edge, this is the first exact rate result known for a MTM
type algorithm, although the result’s implication is less than
encouraging. A good news is that, in a more realistic setting
of MTM applications as explained in Sect.5.1, we can show
that MTM improves upon the standard IMH and does not
have a suitable competitor.

In a quest for finding advantages MTM may offer, we con-
sider a slightly modified framework that encompasses a few
variants of MTM published in the literature. We found that
even under the IMH framework, it is possible to construct a
MTM algorithm, using either stratified sampling or partial
sampling, or sampling without replacement, to gain effi-
ciency. A key to such efficiency gain is to allow multiple trials
to be either more dispersed than independent ones (Sect. 5) or
applied only to certain “low-cost” parts (Sect.5.1). Detailed
theoretical understanding and guiding principles, however,
are still lacking and awaiting further endeavors.
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Appendix A: Detailed proofs

Proof of Theorem 2 Before proving the theorem, we first
define the following additional notations and concepts. Let
A(-, -) denote the Markov transition kernel implied by our
algorithm. The operator K associated with the resulting
Markov chain is defined as follows: for any measurable func-
tion f defined on X, operator K maps f to another function
defined on X:

Kf(x) =/Xf(y)A(x,dy)-

We require that function f € L?(xr). It is easy to see that
Kf € L%*(n) as well, meaning that K defines a linear
bounded operator on the Hilbert space L?(r) with oper-
ator norm 1. For any set § C A, we shall also denote
xs : X — {0, 1} as the indicator function which equals
1 if and only if on S. Intuitively, K is just a conditional
expectation operator. Note that the constant function 1 is
automatically an eigenfunction of eigenvalue 1. We are inter-
ested in finding the spectral gap, i.e., the difference between
1 and the second largest eigenvalue. We thus focus on the
restricted operator K defined on the orthogonal complement
of the constant function:

Li(w) = {f e L*(n): / f(x)dx = 0} .
X

Given Theorem 1, we divide the operator K¢ into two
parts: Vf € L(z)(rr),

Kof(x) = R(x) f(x)
+ fX min [H[w(x)], Hlw()]] f (y)7 (y)dy

= Mgrf(x)+Uf(x).

Before presenting the formal proof, we remark that this
decomposition has the same nature as that in Section 2.1
of Liu (1996), in which the multiplication operator Mg is
a low-rank component and the integral-like operator U that
resembles the upper triangular matrix in the discrete case.
This proof is analogous to that in Atchadé and Perron (2007).
The formal proof is divided into the following steps.
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Step 1. We first show that operator U is compact. Under the
following condition,

/ / min (H[w ()], Hiw()]) 7 ()7 (»)dxdy < oo,
XJX

operator U is Hilbert-Schmidt, and therefore compact.
Hence, by Weyl’s perturbation theorem, we have

Oess (K0) = Oess(MR) C ess-ran(R).

Step 2. Given this, combined with the decomposition

0 (Ko) = 0ess(Ko) U 04 (Ko),

we know that it suffices to prove that o4(K() C ess-ran(R),
i.e. all eigenvalues of Ky are in the essential range of R.
To proceed, we assume that there exists fy € L%(n) and

A ¢ ess-ran(R), but K fo = A fo.
Direct computations yield that for any f € L%(n)

Uf@) = / min (H[w ()], Hw ()]} £ () (n)dy
_ / HLw(»1f ()7 (y)dy
{(yw(y)zw(x)}
n / H[w(x)]f (y)7(y)dy
{ywy)<w(0)}

= /{ - {H[w()] = Hw()]} f ()7 (y)dy.

Since we assume that A ¢ ess-ran(R), we have k =
essinf (| R(x) — X ]) > 0. We can rearrange equation
Ko fo = A fy to arrive at

Hlw(x)] — H[w(y)]
dy = ,
~/{y:w(y)zw(x)} RG) — & So)m(y)dy = folx)

(AD)

which can be simplified as N fy = fo with N being an oper-
ator well-defined on L2 () (rather than L(z)(rr) in which Ky
is defined). Then, we aim to derive a contradiction about the
spectral radius radii(G) £ sup{| A |: A € o(G)} for some
linear operator G on L2 () induced by N.

Step 3. Since fj is not identically vanishing, we can find
u < w*sothat fyisnotnullon {x € X : u < w(x) < w*}.
For any partition I, = (u = u, < uy—1 < ... < ugp = w*),
wedenote D; = {x € X 1 u; < w(x) <wu;—1}and Liz(rr) =
{h € L3(m) : h(x) = 0,Vx ¢ D;}fori = 1,...,n. Then
Ll.2(71) is a closed subspace of L%(n), thus a Hilbert space.
Moreover, we introduce M p, as the restriction operator onto
D; on L%(w), by letting Mp, g(x) = xp,(x)g(x) for any
g € L*(m).

@ Springer

‘We know that

Hlw(x)] — H[w(y)]
R(x) — A

Mp, N fo(x) :/

{y:w(y)=wx)}
So) xp, (x)m (y)dy
:/ Hlw(x)] — H[w(y)]
) zw) R(x) — 2
XD, () fo(¥) xp, (x)7 (y)dy
= Mp,NMp, fo,

where the second inequality follows from the factthat y ¢ Dy

and w(y) > w(x) would together imply thatx ¢ D;.Obtain-

ing from Nfy = fy and M%l = Mp,, we then have fy p, =

Mp, fo=Mp,Nfo=Mp NMp, fo=Mp NMp, fo.p,.
In the same manner, we have

Mp; N fo(x)
_ f Hlwx)] — H[w(y)]
ywm)zww)

R(x) — A So) xp; ()7 (y)dy

i—1

_ / Hlwx)] — H[w(y)]
{yeDy) R(x) — A

So) xp; ()7 (y)dy

k=1

Hlw(x)] — H[w(y)]
R(x) — A

“
{yui—1>w(y)zwx)}

SoW) xp; ()7 (y)dy
= MD[h[(X) + /

{yui—1>w(y)=wx)}

Hlw(x)] — Hw(y)]
R(x) — X

= Mp,hi(x) + Mp,NMp, fo.p;

xp; (V) fo(¥) xp; ()7 (y)dy

where fo.p, & Mp, fo and

i—1

hi =
) Z /{yEDk}

k=1

Hlw(x)] — Hlw(y)]
R(x)— A

Som(y)dy.

(A2)

Rearranging these formulae, we know that

Mp,NMp, fo.p, = fo,p,: (A3)
MDZNMszO,Dz = fO,Dz - MD2h29 (A4)
Mp,NMp, fo.p, = fo.p, — Mp,hy. (AS5)

We claim that (A3) implies that radii(Mp, NMp,) > 1
holds true for at least one index i € {1,...,n}. Assum-
ing the converse is true, then Mp NMp, fo.p, = fo,p,
implies that fo p, = 0 (since 1 cannot be an eigenvalue
of Mp,NMp,). Consequently, 1, = O follows automati-
cally from its definition (A2), and Mp, N Mp, fo.p, = fo.p,
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implies that fo p, = 0. This argument can be carried
out recursively until n, indicating that f has to vanish on
{x e X :u < w(x) < w}, resulting in a contradiction!

Step 4. Finally, we show that for sufficiently small incre-
ments, we can make

radii(Mp, NMp,) < 1, Vi.

First, the mapping

k—1
1
H:veR+|—>k/ / ——— [[ pdx
X X v+ wly)) i
k—1

is continuous, at least on [u, w].

Second, Vg € Ll.z(n) with ||g|| = 1, by the Cauchy-
Schwarz inequality we have

|Mp, NMp, g|*
Hlwx)] — H{w(y)] ’
_ / { / g xp, ()7 (y)dy
{yeDik J{y:w(y)=w(x)} R(x) =4
(x)dx
maxp, ;] H — ming,, ., 1 H\?
< ( [ui,ui—1] i uiz1l ) / gz(y)ﬂ(y)dy
K {yeDi
- <maX[u,‘,u,>1] H — mingy,; ,;_ H)2 _ (Osc[ui,uiq]H)z
< P n K ’

where oscpy, u; ) H £ maxp, ., H — ming, | H
denotes the oscillation of H within [u;, u;—1]. There-
fore, |Mp,NMp,| =< osc,u,_,1H/k. At last, if we
choose the partition to be sufficiently small, we would have
radii(Mp, NMp,) < 1foralli. We then derive a final contra-
diction to assert that o7 (K() C ess-ran(R), ending the proof.

o

Proof of Theorem 4 1In this proof, every random variable X
is taken independently from p. This inequality is proved by
induction. First, for k = 1, the inequality reduces to equality
due to a previous result of Liu (1996) and Atchadé and Perron
(2007). For k = 2, we see that

2 1\?

1-Ef——+ -1 - —
|:w*+w(X)] ( w*)
2w(X) 1 :|> 1 E[Zw(X) 1 i|_

= W

1
T owr |:w*+w(X) T owr 2w* w*

For k > 3, we will prove the following recursive inequality,
which leads to the conclusion of the theorem:

1_E|: Iil i|2<1_i*>
w* + o w(Xi) w
k—1

(l ‘E[wwzf;fwmb‘

(A6)

We prove by simply computing the difference between the
two sides:

T
w*+ > wXp) w
k—1
1-E| —m——————
( {wwzf%w(xo})

k—1 1 k
=E|— k—2 ~ |t —-E N k—1 i
w* + > w(Xi) w w¥ + > w(Xp)

k—1
e Y T wix,
w*[w +Zi:1 w(X;)]

1 1
=k-)|E| ————— | -E| ——(————
( )< {w*+2f;%w<xn} [w*+zi-;: w<xi>]>

@)

1 1 k—1
+—=-E . k—1 ] —-E P k=2 ] :
w w* + 377 w(Xi) w*[w* + 3777 w(X;)]
(i)

We note that (i) can be modified as

1 1
y=t¢-DlE| ——— | -E|—
(i) = ( )( L’*"' f:fw(xi)} [w*+ f'{:llw(xi)i|)

-1
= Z E 1
j W* D k1) WD)

j=1

1
_E[ * izl ])
w* + 352 w(Xi)

— _IE{ wX)) }
= [W* + 3 cichoti; WXDwW* + Zf:ll w(Xi)]

For (ii), we have

i jol wx))
ww* + Y w(X))]

k—1
—E
{w*[wu ff:%w(x,-n}

iE w(X,)

— | wrlw* + Y5 wxi)]
k—1
j=1

k—1
-2
= w(X) ]

E
Z { wHw* + 3 i1z WX
k

> =

=1

w(X ;)2 }
wH[w* + Zf‘c;ll WXDNW* + 30 ot iz WXD] '

In conclusion, we have

k 1
gt -(-2)
w4+ 3 2 w(X;) w

k—1
I—B|— 25— ) =@ +Gi
( |:w*+25-‘=12w()(1):|> O+ a0

@ Springer
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k—1

=) E

Jj=1

{ w(X ' — w(X;)] } o
wH[w* + Zf:ll wXDIW* + 3 gt WEDTf

Consequently, suppose the inequality (15) holds for k — 1,
i.e.,

k—1 1\*!
1-E k—2 z\l-— ’
w* 4+ 327 w(X;) w
from (A6) it immediately follows
k 1
[ (-
k—1 1\*
[emtztn) < (-2)
w* + 327 w(Xi) w

By induction, the final result (15) holds for arbitrary & > 1.
O

Proof of Theorem 5 Part 1 derives the convergence rate of
Algorithm 6. Part 2 derives the convergence rate of the corre-
sponding sequential IMH sampler. Part 3 finishes by deriving

the inequality (23) via induction.
Part 1. Via straight forward computation, the transition prob-
ability of Algorithm 6 has the following formula (x # y)

A(x,y):i/.../

_izlx_\,_./
k—1

wiMpj) [z pi(idyi
max{w; (y) + X2 25 wi (i), wj(0) + X2, 5 wi (v)

[1iz; PiGiddyi

k

= ( ) /.. ./ .

i ; max{w; (y), w; ()} + 35 wi(yi)
k=1

Plug max{w;(y), w;(x)} < w;‘ into this formula to get

k

Ax,y) =a(ME, | >

j=1

1
Wi+ 2 <izkinj wi(Xi)

3

where X; is taken independently from p;(-). Actually this
inequality is sufficient to derive a decomposition of A(x, -)
asin (6). As shown in the proof of Theorem 3, we upper bound

1

k .
the convergencerateby 1 —) °_ E| ————— | via
g Yy Z]_l w7+2§:1,i#j wi (X;)

coupling argument, Lemma 1.

@ Springer

*

Specifically, when there exists x* such that w; (x*) = w 7

forall j = 1,...,k, we find for any y # x*,

k 1

A(x*,y) = (y)E
! ; Wi+ D ick,ing Wi(Xi)

Consequently, the rejection probability at x* is

k

Rx*)=1-E, |

Jj=1

1
W+ Dt cizkinj Wi (Xi)

Then we lower bound the convergence rate via Lemma 2.
Part 2. Turn to the corresponding sequential IMH sampler.
For simplicity, we utilize the concept of L? operators intro-
duced in Sect. 2 to derive upper bounds. Within one iteration,
the sampler runs an interior loop of length k, with each step
as a vanilla IMH step using proposal p;. The transition prob-
ability of a vanilla IMH step is

AD(x,y) = )

T
max{w; (x), w; (y)}

1
1— dy ) 8, (y).
+ < /X max{w; (x), wi()))}n(y) y) o

Denote K () as the operator defined in L?(7r) by K@ f (x) =
I FOMNAD(x, y)dy, and denote Ké’) as the restriction of
KD onto L% (7r), the orthogonal complement of the constant
function of L2(r). Theorem 2 implies ||Kéi) [ <1-1/w}.
Denote the whole transition probability of one iteration as A
and associated operators as K and K. Consequently,

k
% — (k — (1
1Kol = IKS" - KVl < [ ] = 1/wp).
i=1

Let p,(x) = A,(po, x) denote the distribution of the n-th
state of the Markov chain after n steps from initialization py.
Liu et al. (1995) establishes

I pn — mllirv < 2dy(r, pp) < 211K ll2dy (rr, po).

Furthermore, we obtain an upper bound on the convergence
rate defined in (13): r < ||Kollo = ]_[f;l(l — 1/w)).

For a matching lower bound, we consider the special point
x* € X such that for all 7,

(i) * = —1 — —1 *
AV (X", y) T+ (1 5 ) 8= ().
w: w-

1 1
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Going through the full interior loop within one iteration, the ~ where we denote Bj; = Z;{:],i £l Wi (X;) for simplicity.
whole rejection probability is at least The last inequality is mainly due to

k k

i} k 1 w) + Z wi(Xi) < w/ +wi+ Z
R(x™) = l_[ (1 - E) . i=1.il i=1,itlit)
i=1 ' w;i(X;) = wl*+w;f+Bj1

By Lemma 2, a matching lower bound thus obtained. applied in the denominators of the two positive terms. The
Part 3. We then establish (23). For k = 2, last step of induction is the same as _the proof of Theorem 4.
Suppose the result holds for k — 1, i.e.,
1 1 o 1 = 1
l-E| ———— | -E| ——— 1-Y E > <l——*>,
|:w’f+w2(X2):| |:w1(X1)+w§i| ; p|:w7+215i5k—1,i¢j w; (X;) ,1:[1 w;
1 ! 1 !
wi w} it immediately follows from (A7) with [ = k that
wi (X
_E [ i 1(X1) i :| .
w; (w1 (X1) + w5) ) B 1
- Z p * (X
w2(X2) 1 — w; + Zlfigk-Li;&j w; (X;)
+E — J
wi(w} + wa(X2)) wiw; 1
1
1 1 > |1 Z E |: :|
> + — =0. = P (X
Twiitw)  wiwitw)  wiw o LY T Disiskenigy wi(XD)
1
==
For larger k > 2, we have, for an arbitrary fixed [ € Wy
{1,... k) k 1
> 11 (1 - F) .
i=1 L
1
1= Z E ot 1 Zk wi (X)) The proofs of Theorem 4 and Theorem 5 are essentially
j=1 J i=Lizy T the same, both utilizing induction to recursively handle a
‘ .
general integer k. O
- (1 - é) 1- Y E - !
w; s wi4+ Y i 2 il Wi (Xi) . L.
j=Lj# J 1=Li7)5t Proof of Theorem 6 To make our notations more explicit, we
Xk: |: w; (X)) } assume that every distribution mentioned here has a density
= Lwtp ¢ Zi‘(:l,i;sl w; (X)] with respecF t.o the Lepesgue measure. l?enote A(x, y) as the
actual transition density, we compute directly that
S yoE !
j=1,j#l wilwy + Zf:l,i;éj,i;ﬁ[ w; (X;)] T(x)A(x,y)
k k
+ > E = Jr(x)ZIP(yj =1y,J = j,ys gets accepted)
j=Lj# j=1
wi (X)) k :
[[ DY (Xlw! + XF (X»)]} Z’T(")Z/”(x’yj) Vi)
w; i=1izj WilAi) W i=Li#j il Wildi = wi(y, %) + 35 wi(yi, X)
k
> Y E pp(, x5 | 0) [ dyidx,
j=Li# i#]
1 n 1
H k k k * * k
wy (w +wi+ Bj) - (wf +wi+ Bj)(wj + Bji) where we write X{_ ;) = (x{, X3, ..., X7, x5, ... X)) €
. X and y(j) = 1o Yo Y Yjtts -0 ) € &K
_**} =0, (A7)  Plugging in the definition of p, we use the notations
w (Wi + Bj1) X*(j) £ (... S XT X xTy g, x) and uj(x,y) £ min
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1 1
N to get
{ Zf:l w;i (yiXj) Z;{=1 w; (Xi,y;) } £

mT(x)A(x,y)
- w;(y, x)
_ . i,
_ Jr(x);/P(x, YD e SPTIONS

wi(y, %) + 3 wi(yi, x)
' wj(x,y) + Zi;&j wi(xi*,}’)

pO.x_j | x) [ dyidx}
i#]

k

= n(x)w,»(y,xm(x,y)/u;(x*(j),y)

j=1

peL Yy Ly =ypo.xt;) [ x) =x) [ [ dyidx;.
i#]

In the above formula, we use the identity

px,y() =pjx,y) x px,y—j |l yj =¥).

At last, note that 7(x)w;(y,x)p;x,y) = mx&x)m(y)
pj(x, y)pj(y, x)Aj(x,y)is symmetric by our constructions,
which implies that 7 (x)A(x, y) is symmetric in x and vy,
proving the detailed balance condition. O

Proof of Theorem 7 1f we simply set x;’.‘ :=yjforany j #J
in Algorithm 7, the conditional probability becomes

m(x)A(x, y)
k
j=1
_ 1
min

wj()}’x)"‘zi#j wi()’ivx)’

1 H dyz}

wj (e, y) + Dy wi i Y) | 1

k
= Z[fn(x)pj(x,y)w,(y,x)poc,y(,-> lyj =)
j=1

1
w;(y, x) +Zi;ﬁj w; (yi, x)

: deij|.

wj Qe )+ 2 Wi Y) |

min

Since 7w (x)w;(y, x)p;j(x,y) is symmetric for x and y, the
theorem follows easily from condition (16) in the main text.
]
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