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ABSTRACT

Distributed infrastructures for computation and analytics are now
evolving towards an interconnected ecosystem allowing complex
scienti�c work�ows to be executed across hybrid systems spanning
from IoT Edge devices to Clouds, and sometimes to supercomput-
ers (the Computing Continuum). Understanding the performance
trade-o�s of large-scale work�ows deployed on such complex Edge-
to-Cloud Continuum is challenging. To achieve this, one needs to
systematically perform experiments, to enable their reproducibility
and allow other researchers to replicate the study and the obtained
conclusions on di�erent infrastructures. This breaks down to the
tedious process of reconciling the numerous experimental require-
ments and constraints with low-level infrastructure design choices.

To address the limitations of themain state-of-the-art approaches
for distributed, collaborative experimentation, such as Google Co-
lab, Kaggle, and Code Ocean, we propose KheOps, a collaborative
environment speci�cally designed to enable cost-e�ective repro-
ducibility and replicability of Edge-to-Cloud experiments. KheOps
is composed of three core elements: (1) an experiment repository;
(2) a notebook environment; and (3) a multi-platform experiment
methodology.

We illustrate KheOps with a real-life Edge-to-Cloud application.
The evaluations explore the point of view of the authors of an exper-
iment described in an article (who aim to make their experiments
reproducible) and the perspective of their readers (who aim to repli-
cate the experiment). The results show how KheOps helps authors
to systematically perform repeatable and reproducible experiments
on the Grid5000 + FIT IoT LAB testbeds. Furthermore, KheOps
helps readers to cost-e�ectively replicate authors experiments in
di�erent infrastructures such as Chameleon Cloud + CHI@Edge
testbeds, and obtain the same conclusions with high accuracies
(>88% for all performance metrics).
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1 INTRODUCTION

Modern scienti�c work�ows require hybrid infrastructures, com-
bining resources and services executed on the IoT/Edge with other
resources and services running on Clouds or on HPC systems (the
Computing Continuum [39]) to enable their optimized execution.
Due to the complexity of application deployments on such highly
distributed and heterogeneous Edge-to-Cloud infrastructures, re-
alizing the Computing Continuum vision in practice remains bur-
densome.

One challenge stems from systematically performing experi-
ments on the continuum. In particular, the processes enabling their
reproducibility, as well as the replication of the performance trade-
o�s are inherently di�cult [41]. Figure 1 illustrates such processes.
Let us consider the case of a group of researchers who execute their
experiments on French scienti�c testbeds such as Grid’5000 [35]
(providing Cloud/HPC servers) and FIT IoT LAB [32] (providing
IoT/Edge devices), and want to publish their results in an article.
Next, the readers want to replicate the experiments on American
testbeds such as the Chameleon Cloud [44] and CHI@Edge [43].

These processes compel a lot of e�ort, are time-consuming, and
bring many technical challenges for both sides. For instance, also
depicted in Figure 1, they require: (1) following methodologies to
systematically design the experiments and to reconcile many appli-
cation requirements or constraints in terms of energy consumption,
network e�ciency, and hardware resource usage; (2) con�guring
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Table 1: ACM Digital Library Terminology Version 1.1 [1]
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y

Same team, same experimental setup: the measurement can

be obtained with stated precision by the same team using the

same measurement procedure, the same measuring system,

under the same operating conditions, in the same location on

multiple trials. For computational experiments, this means

that a researcher can reliably repeat their own computation.

R
e
p
ro
d
u
ci
b
il
it
y

Di�erent team, same experimental setup: the measurement

can be obtained with stated precision by a di�erent team using

the same measurement procedure, the same measuring system,

under the same operating conditions, in the same or a di�erent

location on multiple trials. For computational experiments, this

means that an independent group can obtain the same result

using the author’s own artifacts.

R
e
p
li
ca
b
il
it
y

Di�erent team, di�erent experimental setup: the measurement

can be obtained with stated precision by a di�erent team, a

di�erent measuring system, in a di�erent location on multiple

trials. For computational experiments, this means that an

independent group can obtain the same result using artifacts

which they develop completely independently.

2 BACKGROUND

In this section, we start by de�ning the terms repeatability, re-
producibility, and replicability (Section 2.1). Next, we explore the
following research question from the Computing Continuum per-
spective: What would a good collaborative system look like?

In our vision, it should: (1) allow users to share research artifacts
in a public and safe repository (Section 2.2); (2) provide an envi-
ronment for setting up and describing experiments step-by-step
(Section 2.3); (3) provide experimental methodologies to leverage
heterogeneous Edge-to-Cloud computing resources from various
scienti�c testbeds, at large-scale (Section 2.4).

2.1 Repeatability, Reproducibility, Replicability

An important requirement for researchers from various communi-
ties is that the scienti�c claims be veri�able by others (i.e., building
upon published results). As illustrated in Figure 2, such requirement
is hardly satis�ed in the context of Computing Continuum experi-
ments. This can be achieved through repeatability, reproducibility,
and replicability (3Rs) [34, 56]. There are many non-uniform de�ni-
tions of the 3Rs in literature. In this work, we follow the terminol-
ogy proposed by the ACM Digital Library [1] (Artifact Review and
Badging version 1.1), as presented in Table 1.

Achieving repeatability means that one can reliably repeat
the experiments and obtain precise measurements (e.g., Edge to
Cloud processing latency, memory consumption, among others)
by using the same methodology and artifacts (i.e., same testbed,
same physical machines, same libraries/framework, same network
con�guration). Executing multiple experiments allows us to explore
di�erent scenario settings (e.g., varying the number of Edge devices)
and explore the impact of various parameters (e.g., the network

con�guration between Edge devices and the Cloud server) on the
performance metrics.

Reproducibility means that external researchers having access
to the original methodology (e.g., con�guration of physical ma-
chines, network and systems, scenario descriptions) and using their
own artifacts (i.e., data sets, scripts, AI frameworks, etc.) can obtain
precise measurements of the application processing latency and
throughput, for instance.

Replicability refers to independent researchers (i.e., the read-
ers of an article that was published by a di�erent team) having
access to the original methodology and artifacts (e.g., con�guration
of physical machines, processing steps, network setup, etc.) and
performing the experiments in di�erent testbeds. The goal is that
independent researchers can obtain precise results and conclusions
consistent with the original study.

2.2 Trovi sharing portal

Collaborative systems should be integrated with public and safe
repositories providing open access to the research artifacts to enable
the reproducibility of experiments. Repositories like Trovi [28],
Kaggle [21], Code Ocean Explorer [9], AI Hub [7], GitHub [4], and
Zenodo [5] allow users to store versioned and citeable (e.g., through
a DOI: Digital Object Identi�er) artifacts such as code, datasets, or
Jupyter notebooks, among others.

In this work, we leverage on the Trovi sharing portal because it
provides a public REST API that facilitates integration with existing
systems. Furthermore, Trovi provides a series of features to manage
research artifacts such as: integration with GitHub and Zenodo;
creating, packaging, and sharing artifacts as Jupyter notebooks with
500MB in total size by default; support for scienti�c testbeds like
Chameleon, which allows users to re-launch the available artifacts
on the testbed.

2.3 Jupyter environment

Another important aspect for reproducible and replicable exper-
iments is that collaborative systems support executable research
packages composed of code, data, environment con�gurations, and
experiment results. The most popular open-source solutions are
Jupyter notebooks [45] and Apache Zeppelin [8]. In this work, we
use Jupyter notebooks for packaging research artifacts due to its
wider compatibility with operating systems and programming lan-
guages, and the community support.

The Jupyter project consists of JupyterHub, JupyterLab, and note-
books. JupyterHub aims to serve Cloud-based Jupyter notebooks for
multiple users. The goal is to provide users a ready-to-use computa-
tional environment with their own workspace on shared resources.
JupyterHub servers are customizable, scalable, and portable on a
variety of infrastructures. It is composed of a Hub that manages the
following sub-services: a proxy that receives requests from clients;
spawners to monitor notebook servers; and an authenticator to
manage how users access the system.

JupyterLab refers to a web-based user interface providing mainly:
notebook, terminal, text editor, �le browser, and rich outputs. It
allows users to con�gure and arrange their experimental work�ows,
as well as adding extensions to expand and enrich functionalities.
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Table 2: Limitations of Existing Collaborative Environments.

Limitation Google Colab Code Ocean Kaggle

Resource

heterogeneity

CPU, disk, andmemory limits; GPU types

available; no access to IoT/Edge devices;

experiments run on AWS virtual ma-

chines; no access to IoT/Edge devices;

limits CPU, GPU, and TPU access; does

not support IoT/Edge devices;

Large-scale

experiments

limits sessions to 12 hours; paid access to

multiple computing resources.

limits access to 10 compute hours; paid

access to multiple computing resources.

limits execution time to 12 hours; paid

access to Google Cloud Services.

Repeatability,

Reproducibility,

Replicability

hard to repeat and reproduce experi-

ments on the same hardware: resource

availability varies over time and usage

limits �uctuate. Replicability in di�erent

infrastructures (e.g., beyond Google ma-

chines) is not straightforward.

lacks support for the reproducibility of

distributed experiments. Computing and

storage resources are available in AWS

virtual machines in the clients virtual pri-

vate cloud. Hard to replicate experiments

in di�erent infrastructures.

lacks support for the repeatability and re-

producibility of distributed experiments.

Computing resources vary over time and

hence between accesses. Replicability in

di�erent infrastructures is not easy to set

up.

1 environment:

2 g5k: cluster: dahu

3 iotlab: cluster: grenoble

4 layers:

5 - name: cloud

6 services:

7 - name: Server

8 environment: g5k , quantity: 1

9 - name: edge

10 services:

11 - name: Client

12 environment: iotlab , archi: rpi3 , quantity: 5

Listing 1: E2Clab: layers and services con�guration.

Hardware details described in Section 5.1.

(3) repeatability and reproducibility of experiments on the
same hardware setup, and replicability on di�erent in-
frastructures.

In summary, collaborative environments lack support for
providing access to heterogeneous resources (e.g., Edge-to-
Cloud); performing experiments at large-scale; and achieving
the repeatability, reproducibility, and the replicability of ex-
periments in di�erent testbeds. Hence, the need for novel ap-
proaches for reproducible evaluations of work�ows targeting
the characteristics of the Computing Continuum.

4 KHEOPS DESIGN

This section introduces KheOps, a collaborative environment for
the cost-e�ective reproducibility and replicability of Edge-to-Cloud
experiments. KheOps is designed to meet the experimental require-
ments of both authors and readers as presented in Section 1.

4.1 Architecture and implementation

Figure 4 presents the architecture of KheOps, which consists of
three main components: (i) Trovi sharing portal; (ii) Jupyter en-
vironment (JupyterHub service and JupyterLab server); and (iii)

E2Clab framework (multi-platform experiment methodology). Next,
present the integration details of KheOps three components, and
we brie�y describe their main roles.

4.1.1 Experiment repository. KheOps uses Trovi to share research
artifacts such as packaged experiments. These artifacts may be

1 from e2clab.services import Service

2 import enoslib as en

3
4 class Server(Service):

5 def deploy(self):

6 with en.actions(roles=self.roles) as a:

7 a.shell("pip3 install torchvision torch")

8 a.shell("pip3 install pillow paho -mqtt")

9 return self.register_service(port =[1883])

Listing 2: E2Clab: user-de�ned service for the Cloud server.

publicly available to allow others to recreate and rerun experiments.
Trovi provides a REST API to manage experiment artifacts and
integrate them with other systems. The JupyterHub in KheOps uses
the Trovi REST API to download artifacts and launch them in the
JupyterLab server.

Artifacts hosted in Trovi can also provide references to reposi-
tories like container registries (e.g., DockerHub [2]), multipurpose
repositories (e.g., Zenodo [5]), code repositories (e.g., Github [4]),
and among others.

4.1.2 Notebook environment. Following our previous work [33]
on integrating experiment work�ows with Jupyter notebooks, we
extend JupyterHub to authenticate users and to download (using the
Trovi REST API) the experiment artifacts available at Trovi. We also
extend JupyterLab to allow users to easily share their experiments in
Trovi. Furthermore, JupyterLab is set up with the E2Clab framework
as experimental methodology.

The JupyterLab is packaged with code, data, environment con-
�gurations, and experiment results. Its notebooks (�le extension
.ipynb) allow users to run experiments step-by-step by combining
text (e.g., explaining the reasoning of the experiments: What pa-
rameters? Why these parameters? and How it was set up?) with
executable code. Such notebooks are ready to use (e.g., installed
with required library/software), executed through a browser, and
shared as a Trovi artifact.

4.1.3 Multi-testbed experimentmethodology. KheOps uses the E2Clab
methodology to deploy experiments on large-scale scienti�c testbeds
such as Grid’5000, Chameleon Cloud, CHI@Edge, and FIT IoT LAB.
Notebooks come with three main template �les (e.g., executable
code cells in the notebook, presented in Listings 1 to 4) that users
can bene�t from to easily con�gure and adapt the deployment logic
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CHI@Edge is based on Docker [14] containers. Despite that,
the conclusions observed by authors and readers are the same
and present high accuracies.

6 DISCUSSION

KheOps core elements (i.e., Trovi, JupyterLab, E2Clab) exhibit sev-
eral features that make it a promising environment for advancing
Computing Continuum research through reproducible and replica-
ble experiments. We brie�y discuss them here.

6.1 Usability and reusability

KheOps targets usability by allowing users to easily �nd exper-
iment artifacts shared in Trovi and then to launch experiments
in a JupyterLab server in just a few clicks. KheOps abstracts all
the low-level details of de�ning and con�guring the experimental
environment. It provides a high-level abstraction for mapping ap-
plication parts with the Edge and Cloud infrastructures. Besides,
the con�guration �les used to de�ne the whole experimental envi-
ronment are designed to be easy to use and understand.

KheOps also targets reusability of the experiment artifacts. For
instance, readers of an article can reuse the authors artifacts to
replicate the study or build upon the existing artifacts to generate
new results. In addition, through E2ClabUser-De�ned Services, users
can de�ne their own services (e.g., the Edge client and the Cloud
server) with the desired deployment logic (e.g.,mapping the services
to the physical machines/devices; installing required software and
packages; etc.). Such services can be shared in this repository [15].

6.2 Analyzing other real-life applications

The KheOps approach is generic in terms of deployment and anal-
ysis of other applications. We highlight that, despite our evalu-
ations focusing on the African savanna use-case, KheOps can be
easily used in other contexts. Supporting new applications can be
achieved by describing and implementing their logic in the User-
De�ned Services con�guration �le.

6.3 Integration with other scienti�c testbeds

The KheOps approach is generic with respect to the deployment

testbeds. KheOps allows users to analyze application work�ows
on various large-scale scienti�c testbeds, beyond the four testbeds
used in this work. The de�nition of the experimental environment
through E2Clab con�guration �les (e.g., layer_services.yaml, net-

work.yaml, and work�ow.yaml) is tesbed agnostic, meaning that a
deployment on the Grid’5000 testbed can be easily replicated in
Chameleon (if the required computing resources are available).

6.4 Reproducibility and artifact availability

The experimental evaluations presented in this work follow a rig-
orous methodology [53] to support reproducible Edge-to-Cloud
experiments on large-scale scienti�c testbeds. All the experiment
artifacts are publicly available [16] at the Trovi sharing portal and
the results are also publicly available [17] in our GitLab repository.

6.5 KheOps limitations

Next, we discuss future research under the KheOps approach to
help with experiment reproducibility.

Provenance data capture. It may assist in the processes of repro-
ducing complex Edge-to-Cloud work�ows [47]. Typically, users
have to execute and repeat various experiments. The output of this
process generates hundreds of data related to the experimental
setup (e.g., hardware, software, code, data set, etc.) and application
work�ow execution. Analyzing such data is only possible with the
help of provenance data capture [54].

Abstract hardware description. The hardware con�guration is
a signi�cant barrier to reproducibility [27], especially in complex
Edge-to-Cloud deployments comprising heterogeneous comput-
ing resources. The description of resources should be in terms of
hardware requirements to execute the experiments (e.g., CPU, GPU,
memory, disk, and network). The goal is to abstract the hardware re-
source description among various testbeds, preventing independent
researchers from knowing about the infrastructure of the original
experimental environment.

7 RELATED WORK

We have not found in the literature related work proposing collabo-
rative environments with a focus on the Edge-to-Cloud Continuum.
Closer solutions to KheOps, but without focusing on the Com-
puting Continuum, are Google Colab [18], Kaggle [21], and Code
Ocean [37] as presented in Section 3.

KheOps di�ers from Google Colab, Kaggle, and Code Ocean
mainly regarding the features presented in Table 2 (limitations)
such as the access to heterogeneous Edge-to-Cloud resources; ac-
cess to large-scale infrastructures; and supporting the experiment
repeatability and reproducibility on the same hardware setup and
replicability in di�erent infrastructures. In addition, KheOps relies
on open scienti�c testbeds (e.g., Grid5000, FIT IoT LAB, Chameleon,
and CHI@Edge) that are highly recon�gurable and controllable
and designed to support reproducible experiments.

8 CONCLUSION

KheOps is, to the best of our knowledge, the �rst collaborative
environment supporting the cost-e�ective reproducibility of appli-
cations on the Edge-to-Cloud Continuum. It provides simpli�ed
abstractions for systematically de�ning and explaining the exper-
imental environment through Jupyter notebooks (e.g., infrastruc-
tures, services, network, and work�ow execution); provides access
to heterogeneous computing resources from the IoT/Edge to the
Cloud/HPC; and allows researchers to easily �nd and share the
experiment artifacts in the Trovi portal.

The experimental validation shows that KheOps helps authors
to make their experiments repeatable and reproducible on the
Grid5000 and FIT IoT LAB testbeds. Furthermore, KheOps helps
readers to cost-e�ectively replicate authors experiments in di�erent
infrastructures such as Chameleon Cloud + CHI@Edge testbeds,
and obtain the same conclusions with accuracies >88% for all per-
formance metrics.
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