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AbstractÐWiFi sensing systems have gained enormous interest
in extensive areas, including vital sign monitoring. By using deep
neural networks (DNNs), WiFi sensing systems can achieve high
performance. However, the security and vulnerability of DNNs
under adversarial attack would greatly affect the WiFi sensing
performance. In this paper, we develop a DNN-based apnea
detection system using WiFi channel state information (CSI)
and evaluate its robustness under three different attacks. The
experimental results show that adversarial attacks can signifi-
cantly impact the model performance, and the defense scheme
(i.e. adversarial training) can improve the system robustness.

Index TermsÐWiFi sensing, adversarial examples, and vital
sign monitoring.

I. INTRODUCTION

As we enter the era of ubiquitous sensing, the deployment

of Internet of Things (IoT) devices in daily life has become

increasingly widespread, aiding individuals in a variety of

domains. As the importance of health concerns continues to

rise, there has been a growing focus on the field of vital sign

monitoring. Compared with traditional wearable devices and

radar systems, WiFi-based wireless sensing offers a more con-

venient and ubiquitous solution for vital sign monitoring [1].

Recent WiFi-based vital sign monitoring systems utilize

deep neural networks (DNNs) as an effective feature extractor

and classifier to improve the system performance [2]. However,

it is acknowledged that the open nature of the WiFi medium

and the potential vulnerabilities of DNNs may raise concerns

about the security and robustness of such effective systems. In

the field of computer vision, DNN models have been proven

to be vulnerable to adversarial attacks, where carefully crafted

images can significantly decrease model performance [3].

Similarly, WiFi-based sensing applications such as gesture

recognition and human activity recognition have been shown

to be susceptible to adversarial examples [4], [5].

To the best of our knowledge, this paper is the first to

investigate the impact of adversarial attacks and defense on

WiFi-based vital sign monitoring systems, where we evaluate

three white-box adversarial attack methods and experimentally

assess the performance of the proposed system with adversar-

ial training. Specifically, we first exploit WiFi channel state

information (CSI) signal to monitor abnormal breath. Second,

we train a convolutional neural network (CNN) model to

detect apnea. Then, we test the CNN model with adversarial

examples and then retrain model with adversarial examples to

examine the robustness.

II. SYSTEM DESIGN
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Fig. 1. System architecture.

Fig. 1 depicts the system architecture for WiFi-based apnea

detection. First, we deploy a Raspberry Pi with a modified

Nexmon firmware patch and a WiFi router to collect realtime

WiFi CSI data. Although breathing actions are subtle, they

influence CSI dynamic paths, thus leading to different complex

CSI values over time. Second, data preprocessing techniques

help to extract breathing profiles for further classification. By

determining the mean absolute deviation of the CSI amplitude

difference data in a sliding window, a threshold-based method

is utilized to determine whether a user is in a stationary state

and can monitor the respiration. The Hampel filter and band

pass filter are used to remove outliers and inconsistencies.

Additionally, we also apply subcarrier selection to further

enhance the dependability of CSI magnitude data, as different

subcarriers have varying magnitudes, resulting in different

sensitivities for breathing signals. Third, we attack the used

CNN model with three methods and train it with adversarial

examples to defend against these attacks.
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III. EXPERIMENTAL RESULTS

Fig. 2. Real and adversarial examples.

In this paper, we evaluate three adversarial attack methods

for apnea detection using WiFi. Fig. 2 presents the adversarial

breathing examples generated through the Projected Gradient

Descent (PGD) attack. Intuitively, these adversarial examples

are perceptually similar to the original samples, posing a

significant challenge for apnea classification.

Fig. 3 shows the classification results. The perturbation is

calculated by different methods, which measures the dissim-

ilarity between adversarial samples and the original samples.

As the perturbation level increases, the changes in the data

become larger, resulting in a decrease in classification accu-

racy. Our model demonstrates a higher accuracy with 0.85 on

the original dataset. Furthermore, we consider three white-box

attack methods as follows.

The Fast Gradient Sign Method (FGSM) is a one-step

attack algorithm with a low computational complexity, which

is a relatively mild attack. We can see that the decrease in

accuracy is approximately 0.45 at the perturbation level with

0.8. Furthermore, the PGD attack is an iterative version of

the FGSM to enhance the attack performance [5]. The PGD

attack can significantly decrease the classification accuracy to

0.29 when the perturbation level ϵ is set to 0.8. However, the

PGD algorithm for generating adversarial examples has been

found to be problematic in terms of transferability. To mitigate

this issue, the Momentum Iterative Method (MIM) has been

proposed, which incorporates the gradient information from

previous iterations to enhance the update of the perturbation.

The model attacked by the MIM achieves the lowest accuracy

of 0.25 with the same perturbation level.

In order to enhance the generalization capability of the

model and reduce its vulnerability to adversarial attacks, we

employ adversarial training as a defensive approach. This

strategy is distinct from other defense techniques in that it

is straightforward and primarily concentrates on enhancing

the robustness of the models. This is accomplished by in-

corporating adversarial examples into the training dataset and

modifying the model’s parameters to improve classification

accuracy. For the above three attack methods, the adversarial-

trained model can significantly enhance the classification ac-

curacy. Specifically, the MIM adversarial training model has

been found to be the most effective in increasing the accuracy

of the model. The implementation of this model results in a

significant improvement in the accuracy from 0.25 to 0.51.

Fig. 3. Attack and defense results.

IV. CONCLUSION AND FUTURE WORK

In this paper, we studied the adversarial attack and defense

on the WiFi-based apnea detection system. For vital sign mon-

itoring, our results showed adversarial attacks can significantly

decrease classification accuracy for apnea detection, and to a

certain extent adversarial training can provide the resistance to

these attacks. In future work, we plan to explore new wireless

sensing techniques (e.g., mmWave radar, RFID) to study the

practical threat of adversarial attacks on vital sign monitoring.

Also, we will develop new defense methods to improve the

robustness of our system.
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