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the original fields but only can pick up the injected external fields.

As the direction of the original fields is known to a designer, he can

safely place a simple shield to prevent the original fields from going

into the ESD (see Fig. 4 for the shield between ESD and Bor iдinal ).

A question may arise if the shield can be bypassed by the attacker.

Please note that the use of the shield is not to prevent attackers

from influencing the target Hall sensor. However, the use of the

shield is to prevent the original magnetic fields (Bor iдinal ) from

going into the ESD so that the ESD can only pick the injected attack

fields (Batk ), not the original magnetic fields. Therefore, bypassing

the shield with the Batk by an attacker will not impact the defense

because the ESD still can pick up the injected attack fields Batk .

How the ESD is different from the recent works: Although

the ESD is placed close to the compromised Hall sensor, there

should always be a physical distance between the ESD and the

compromised Hall sensor. Because of this physical distance, the

ESD is unable to measure the exact amplitude of the external attack

fields injected into the compromised Hall sensor. This is why we

can not use the signal from the ESD to simply subtract the injected

attack signals from the original signals to recover the original signal.

Therefore, HALC uses the ESD differently compared to its use in

the adaptive filtering technique found in recent work [28].

The ESD only provides the following two pieces of informa-

tion to the digital core (see Fig. 4): (i) the attack notification sig-

nal, Natk , which is only activated when the ESD senses the exter-

nal attack field Batk , and (ii) the notification signal, Nchnд , when

the ESD senses that the injected DC attack signal / component,

Ec +Es changes. The Natk and Nchnд both do not consider any ab-

solute amplitude of the attack signal, instead just only consider the

change/difference in attack signal. Next, we discuss how the Natk

and Nchnд are used by the digital core to generate the feedback

signal -(Ec + Es ) to nullify the injected DC attack signal (Ec + Es ).

Removing injected DC attack signal Ec +Es : The digital core

runs a novel algorithm 1 in a central processing unit (CPU) to

remove the injected DC attack signal Ec + Es . Let us summarize

the algorithm first before introducing its technical implementation.

When the ESD gives an attack notification signal (i.e., Natk ) that

an attack happens at time t , the algorithm subtracts the DC com-

ponent (see Eqn. 6) of original signal at time t from the previous

DC component of original signal at time t − 1 (i.e., data before

the attack). The difference between the DC components during

the attack and before the attack gives the amount of injected DC

attack signal Ec + Es after the attack. The algorithm tracks this

difference all the time and generates -(Ec + Es ) to nullify the in-

jected DC attack signal Ec + Es . If the injected DC attack signal

changes during an attack, the algorithm 1 can also track it from the

previously calculated difference. It is noteworthy that algorithm 1

also tracks when the DC component of the original signal changes

without any attack. This helps to correctly retrieve the original sig-

nal with and without attack. In summary, the continuous tracking

of the DC component of the original signal before, after, and during

the attack gives information of the injected DC attack signal, and

this information is used to retrieve the DC component of original

signal. This idea and its implementation are absent in recent works

[19, 23, 28, 37, 41, 47] that exist in the literature. Next, we discuss the

implementation (see Fig. 4 and 5) of algorithm 1 in detail.

4.2.1 ADC0andADC1. Two analog-to-digital converters - ADC0

and ADC1 provide data to the CPU (Fig. 5). ADC0 is connected

with the ESD and provides the two information coming from the

ESD, namely, notification signals Natk and Nchnд to the defense

algorithm 1 running in CPU. Parallelly, ADC1 also provides the DC

component (i.e., V dc + V null + Ec + Es ) of the Vout to algorithm 1

from node e○. To reduce the power consumption, both ADCs use a

low sampling frequency (35 kHz) at normal operating conditions

(i.e., no attack), but start using a high sampling frequency (900 kHz)

when an attack happens.

4.2.2 Peripheral Reflex System (PRS) and Direct Memory

Access (DMA). To satisfy real-time requirement and reduce en-

ergy consumption, the workload of the CPU is shared with a pe-

ripheral reflex system (PRS) and direct memory access (DMA). The

PRS and DMA handle the workload related to data movement from

ADCs to CPU,whereas the CPU handles theworkload related to run-

ning algorithm 1 and providing feedback signals to the analog core.

4.2.3 Central Processing Unit (CPU). The CPU runs the de-

fense algorithm 1 and provides a feedback signal to nullify the DC

attack signal (i.e., Ec + Es ) that is explained below.

Line 1-10: The CPU always checks the data coming from the

ESD for the attack notification signal Natk using the ADC0. Let’s

assume an attack happens at time t . Before any attack (at t −1 time),

there is no presence of external spoofing magnetic fields. Therefore,

the output of the ESD is zero, which indicates no attack happens

(i.e., Natk = NO). Moreover, when no attack happens, the data

from ADC1 at t − 1 is simply equal to V dc (t − 1) + V null (t − 1)

because no DC attack signals are present (i.e., Ec + Es = 0) at node

e○. As no DC attack signals are present, the CPU does not need to

nullify the DC attack signals Ec +Es . That is why the CPU provides

a NULL signal to digital-to-analog converters (DACs), and the DACs

provide no feedback (0 V) at node g○.

Line 11-16: However, when the attacker injects magnetic fields

at time t , the ESD senses this injection that generates an attack

notification signal, Natk = YES . The ADC0 and ADC1 increase the

sampling frequency from 35 kHz to 900 kHz to capture tiny changes

of injected signals. During attack at time t , the data from ADC1 is

equal toV dc (t)+V null (t)+Ec (t)+Es (t). As the DC component of

the Vor iдinal does not change, V
dc (t) +V null (t) at time t is equal

to the previous value of V dc (t − 1) +V null (t − 1) at time t − 1. As

V dc (t − 1) +V null (t − 1) is known, the injected DC attack signal

Ec (t) + Es (t) can be calculated as shown in line 16.

Line 17-20: After calculating the value of the injected DC attack

signal Ec (t) + Es (t), the DACs (Fig. 5) generate a analog signal

which is equal to the Ec (t) + Es (t). If the injected DC attack signal

Ec (t) + Es (t) is positive, the amplifier in Fig. 5 is configured as

inverting amplifier with a gain of -1 and outputs a feedback signal

-(Ec (t)+ Es (t)) at node g○ with the help of DACs. If Ec (t)+ Es (t) is

non-positive, the amplifier is configured as non-inverting amplifier

with a gain of +1 and outputs a feedback signal +(Ec (t) + Es (t)) at

node g○ with the help of DACs. The adder1 adds signals at node g○

with signals at node e○ and nullifies the injected DC attack signal

Ec (t) + Es (t) from the Vout (see Fig. 4).

Line 21-29: After an attack happens at time t , the DC compo-

nent of Vout sampled by ADC1 may change anytime after time t .
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Algorithm 1: Proposed Defense Algorithm.

Input: Data from ADC0 and ADC1
Output: Feedback signal at node g○ to nullify the Ec (t ) + Es (t )

1 t ← attack happens

2 Setup ADC0, and ADC1← (12 bits, sampling freq. = 35kHz)

3 V
dc (t − 1) +V null (t − 1) ← ADC1(t-1)

4 for t ← 1 to∞ do
5 Natk ← ADC0(t-1)

6 if Natk = NO then

7 V
dc (t − 1) +V null (t − 1) ← ADC1(t-1)

8 func_Notifies_system (no_attack_happens)

9 ADC0, ADC1← sampling frequency 35 kHz

10 Output = no feedback signal (i.e., 0V at node g○)

11 else
12 func_Notifies_system (attack_happens)

13 ADC0, ADC1← sampling frequency 900 kHz

14 V
dc (t ) +V null (t ) + Ec (t ) + Es (t ) ← ADC1(t)

15 V
dc (t ) +V null (t ) = V dc (t − 1) +V null (t − 1)

16 E
c (t ) + Es (t ) ← ADC1(t) −V dc (t ) −V null (t )

17 if Ec (t ) + Es (t ) > 0 then
18 Output = feedback signal -(Ec (t ) + Es (t )) at node g○ to

nullify the Ec (t ) + Es (t )
19 else
20 Output = feedback signal +(Ec (t ) + Es (t )) at node g○ to

nullify the -(Ec (t ) + Es (t ))
21 if The data from ADC1 changes after t at t+n time then
22 Nchnд ← ADC0(t+n)

23 if Nchnд = YES then

24 V
dc (t + n) +V null (t + n) = V dc (t ) +V null (t )

25 E
c (t + n) + Es (t + n) ← ADC1(t+n)

−V dc (t + n) −V null (t + n)
26 if Ec (t + n) + Es (t + n) > 0 then
27 Output = feedback signal -(Ec (t + n) + Es (t + n))

at node g○ to nullify the Ec (t + n) + Es (t + n)
28 else
29 Output = feedback signal +(Ec (t + n) + Es (t + n))

at node g○ to nullify the -(Ec (t + n) + Es (t + n))

30 else
31 E

c (t + n) + Es (t + n) ← E
c (t ) + Es (t )

32 V
dc (t )+V null (t ) = ADC1(t+n)+Ec (t +n)+ Es (t +n)

33 if Ec (t + n) + Es (t + n) > 0 then
34 Output = feedback signal -(Ec (t + n) + Es (t + n))

at node g○ to nullify the Ec (t + n) + Es (t + n)
35 else
36 Output = feedback signal +(Ec (t + n) + Es (t + n))

at node g○ to nullify the -(Ec (t + n) + Es (t + n))

37 V
dc (t − 1) +V null (t − 1) = V dc (t ) +V null (t )

Let us assume the data from ADC1 changes at time t + n where

nϵ{1, 2, 3, ..,∞}. The change can happen under two scenarios: ei-

ther the attacker changes the DC attack signal (Ec + Es ), or the

DC component (V dc
+ V null ) of the Vor iдinal may change natu-

rally. Under the first scenario, when the attacker changes the DC

attack signal at time t + n, the ESD outputs a notification signal

Nchnд = YES , which is extracted from the ADC0 at t + n. As the

DC component of the Vor iдinal do not change under the first sce-

nario, the previously saved DC component (V dc (t) +V null (t)) of

the Vor iдinal at time t must be equal to the most recent DC com-

ponent (V dc (t + n) + V null (t + n)) of the Vor iдinal at time t + n.

Therefore, the injected DC attack signal (Ec (t + n) + Es (t + n)) can

be calculated using the data from ADC1 at time t + n shown in

line 25. The Ec (t + n) + Es (t + n) can be similarly used to generate

feedback signals explained in line 17-20.

Line 30-37: Under the second scenario, when the DC component

(V dc
+V null ) of the Vor iдinal changes naturally at time t + n, the

ESD outputs a notification signal Nchnд = NO , which is extracted

from the ADC0 at t + n. As the injected DC attack signal does not

change under the second scenario, the previously saved DC attack

signal (Ec (t)+ Es (t)) at time t must be equal to the most recent DC

attack signal (Ec (t+n)+Es (t+n)) at time t+n. The calculated Ec (t+

n)+Es (t+n) is similarly utilized to generate feedback signals, which

is explained in line 17-20. The DC component (V dc (t)+V null (t)) of

theVor iдinal at time t are updated in line 32 that is used in line 37 to

updateV dc (t−1)+V null (t−1). The updatedV dc (t−1)+V null (t−1)

will be used in the next iteration at line 15.

In lines 21-29, two scenarios are considered, change due to attack

and change naturally. A question might arise what will happen if a

persistent attack coincides with a natural change. The answer lies

in the execution time of lines 21-23. Let us denote the time required

to execute lines 21-23 as p. Therefore, if the time difference between

change due to attack and change naturally is greater than p, HALC

can successfully detect both changes. For example, the time required

to execute lines 21-23 is ∼3 µs for our prototype. The time difference

can be reduced to a lower value using a faster CPU resulting in a

more robust defense against the error.

4.3 Controlling HPF & LPF of the analog core

The digital core decides the appropriate cut-off frequencies of the

HPF and LPF after sensing the frequency of the injected attack

magnetic fields (Batk ) using the ESD. If the injected attack mag-

netic field has a single frequency (i.e., single tone), the digital core

configures the HPF and LPF in such a way that the HPF and LPF

jointly act as a band-stop filter, which stops the injected single tone

attack signals E(t) + δh (t) + δl (t). If the injected attack magnetic

field has multiple frequencies (i.e., multiple tones), the digital core

configures the HPF and LPF in such a way that the HPF and LPF

jointly act as a band-pass filter, which only passes the original input

signal (Vor iдinal ), removing the injected attack signals behind. In

this way, with the help of the digital core, the HPF and LPF jointly

eliminate the AC attack components (E(t) + δh (t) + δl (t)) of the

injected Vatk from the Vout by keeping the Vor iдinal intact.

4.4 Removing equal frequency attack signals

A concern may arise what will happen if the amplitude and fre-

quency of the injected Vatk are same as the Vor iдinal . To handle

this concern, a Hall sensor should be used in the differential con-

figuration [19]. Referring to Section 2.3, let us assume two Hall

elements D1 and D2 are placed close to each other in a differential

configuration. During an attack, let us assume the twoHall elements

D1 and D2 sense Bor iдinal1, Batk1 and Bor iдinal2, Batk2, respec-

tively, while measuring an original signal Bor iдinal . AsVor iдinal ∝

Bor iдinal and Vatk ∝ Batk , we can write the transfer function of

the differential sensor during an attack from Eqn. 3 as,
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Table 1: Testing Hall sensors with HALC for different amplitudes and frequencies of input signals, and with aMuMetal shield.

Sl. Manufac-
turers

Part # Polarity/Loop Different amplitudes (a) Freque-
ncy (b)

Avg.
C (c)

Different fre-
quencies (d)

Ampli-
tude (e)

Avg.
C (f)

C (0.4 in
thick) (g)

C (0.9 in
thick) (h)

Avg.
C (i)

1 Allegro ACS718 [3] Bipolar/Open 1A, 5A, 10A, 15A, 20A 60 Hz 0.93 0 - 40kHz 1 A 0.93 0.43 0.55 0.95

2 Allegro ACS710 [1] Bipolar/Open 2A, 4A, 6A, 8A, 10A 60 Hz 0.93 0 - 120kHz 1 A 0.93 0.39 0.47 0.94

3 Allegro ACS715 [2] Unipolar/Open 1A, 5A, 10A, 15A, 20A 60 Hz 0.94 0 - 80kHz 1 A 0.93 0.43 0.51 0.93

4 Allegro ACS724 [4] Unipolar/Open 2A, 4A, 6A, 8A, 10A 60 Hz 0.97 0 - 120kHz 1 A 0.97 0.49 0.56 0.95

5 Honeywell SS49/SS19 [15] Bipolar/Open 100G,200G,300G,400G,500G 15 Hz 0.94 0 - 30Hz 100 G 0.93 0.36 0.46 0.96

6 Honeywell SS39ET [13] Bipolar/Open 100G,200G,300G,400G,500G 15 Hz 0.94 0 - 40Hz 100 G 0.94 0.39 0.49 0.95

7 Honeywell SS494B [14] Bipolar/Open 100G,200G,300G,400G,500G 15 Hz 0.94 0 - 30Hz 100 G 0.94 0.48 0.56 0.94

8 Texas Ins. DRV5053 [7] Bipolar/Open 100G,200G,300G,400G,500G 15 Hz 0.94 0 - 20Hz 100 G 0.94 0.54 0.59 0.95

9 LEM LTSR6-NP [9] Bipolar/Closed 1A, 2A, 3A, 4A, 5A 60 Hz 0.96 0 - 100kHz 1 A 0.96 0.33 0.43 0.96

10 LEM LV 25 P [10] Bipolar/Closed 30V, 50V, 70V, 90V, 110V 60 Hz 0.96 0 - 25kHz 110 V 0.96 0.37 0.51 0.94

b-c-d is +72.43◦ + (-21.68◦) = +50.74◦ leading. The +50.74◦ phase

shift is equivalent to 2.36 ms of delay between signals at node a○

and node d○. This 2.34 ms of delay is compensated to zero by using a

delay compensator (see Section 4.1.4). This preserves the hard real-time

requirement of the overall system.

5.11 Constant computational complexity

We implement the necessary filters in the analog core using first-

order circuits. If these filters were implemented in the digital core

using higher-order FIR or IIR filters, the CPU would require higher-

order operationswith high computational complexity.HALC utilizes

the analog and digital cores in such a way that the CPU does not need

to handle higher-order arithmetic operations. Instead, it handles first-

order tasks that ensure a constant computational complexity of

O(1). Moreover, the complexity of the defense algorithm 1 does not

grow with the input data, and it remains constant independent of

the different input signals/magnetic fields.

5.12 Timing analysis of the digital core

Broadly speaking, the digital core of HALC handles the following

four tasks: (i) It samples signals using ADCs, (ii) It transfers sampled

data to internal variables using DMAs, (iii) It processes the sampled

signals by using an algorithm 1, and (iv) It generates DC feedback

signals (-Es -Ec ) at node g○ using DACs. In this section, we calculate

the time required to execute each of these tasks by considering the

clock cycles required for each of these tasks. Four different clocks

are used for the ADCs, DMAs, CPU, and DACs in the digital core.

The frequencies of these clocks and the execution time required for

each task are tabulated in Table 2.

The minimum and maximum execution time of tasks 1, 2, and 4

are constant as they don’t involve the CPU. Task 3 involves the CPU

and requires a minimum execution time of 31 µs and a maximum

execution time of 43 µs. The CPU requires minimum and maximum

execution time when a minimum and maximum number of cache

miss occurs, respectively. The digital core requires a maximum of

105 µs or a minimum of 93 µs in total to generate the DC feedback

signals -(Es+Ec ) to contain the DC attack component.

Table 2: Timing analysis of the digital core

Task # Clock name Clock freq. Min. time Max. time

Task 1 ADC clock 11 MHz 16 µs 16 µs
Task 2 DMA clock 48 MHz 19 µs 19 µs
Task 3 CPU clock 48 MHz 31 µs 43 µs
Task 4 DAC clock 500 kHz 27 µs 27 µs

93 µs (total) 105 µs (total)

5.13 Attack containment in hard real-time

It is guaranteed that the digital core will provide feedback signals

within a maximum of 105 µs of delay after signal changes at node

e○. The digital core executes the four tasks sequentially, and there

is no task-scheduling involved in the process. Therefore, the delay

associated with the digital core is always deterministic. Moreover,

the digital core typically handles the low-frequency DC signals,

which vary less slowly than the introduced delay/latency by the

digital core. Therefore, a 105 µs of delay is negligible compared

to the rate of signal change in path b-e-h. In addition, the phase-

shift introduced by the analog core is taken care of by the delay

compensator. Therefore, the attack is contained in hard real-time.

5.14 Low-power HALC

The digital core consumes 0.5 mW and 0.3 mW average power when

an attack happens and does not happen, respectively. When there is

no attack, the digital core runs in energy-saving mode. The power

is measured using an energy profiler app of the Simplicity Studio

IDE [30]. The average and instantaneous current are shown in Fig.

10 (Right). The spike of the instantaneous current occurs during

the ADC conversion. Moreover, the analog core consumes 1.4 mW

of average power with or without an attack. Therefore, the total

power consumed by HALC is ∼1.7-1.9 mW, which is compatible

with power ∼ 10 mW [5] consumed by the Hall sensor itself.

5.15 Low-cost HALC and easy to integrate

HALC uses a cheap (∼$2) Hall sensor as the ESD. The total cost of

our prototype is ∼$12, which is comparable with the sensor cost

(∼$2 - $70). However, as ∼$12 is the cost of the prototype, the actual

cost will be much less in mass level production using SoC fabrication.

HALC can be connected with the target Hall sensor in a plug-&-play

manner after fabricating HALC in a chip.

6 EVALUATION OF HALC

We evaluate HALC in two practical systems: a grid-tied solar in-

verter and a rotation-per-minute (RPM) system.

6.1 Grid-tied solar inverter

Grid-tied solar inverters are typically used as central inverters in

solar/industrial plants or shopping malls. They widely use Hall

sensors to measure AC and DC current. A 140 Watt inverter from

Texas Ins. [8], which is a miniature version of a practical inverter, is

used in the testbed to evaluate HALC. This inverter has a Hall effect

current sensor with a part # ACS712ELCTR-20A-T with a magnetic
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Table 3: Summary of the strength of HALC.

Strength Values

values of injected Batk up to ∼ 9000 G

frequencies of injected Batk 0 - 150 kHz

proximity of the attack tool < 1 cm

power consumption ∼ 1.7 - 1.9 mW

cost ∼ $12

latency 93 µs - 105 µs
constant, sinusoidal, pulsating Batk

✓

spoofing signal having same frequency as original signal

✓

Works within entire input signal (Sin ) range

✓

Kune et al. [28] proposed adaptive filtering to estimate the spoof-

ing attack signal first and then subtract the estimated attack signal

from the original signal to clean up the original signal. This tech-

nique will fail in two scenarios: (i) Because of the physical distance

between the adaptive filter and the compromised Hall sensor, the

adaptive filter cannot measure the exact amplitude of the external

attack fields. This is why we can not simply subtract the estimated

attack signals from the original signals to recover the original signal.

(ii) This technique uses higher order FIR filters for adaptive filtering

that is computationally expensive and may hamper the real-time

requirement of the defense (refer to Section 5.11 for details).

Zhang et al. [47] used a Support Vector Machine (SVM), and

Roy et al. [37] proposed a non-linearity tracing classifier to contain

the inaudible voice commands injected into MEMS microphones in

ultrasonic range. These defenses have following limitations: (i) They

will work only for spoofing signals located in ultrasonic frequency

band (> 20kHz), which has a clear separation from the audible voice

signals (< 20 kHz). As the spoofing signal may share the same band

as the original signal in Hall sensors, these defenses don’t work for

Hall sensors. (ii) They will not work for DC spoofing signals.

The works in [19, 23, 28, 41] are sensor-level and [37, 47] are

system-level defenses. There are other system-level defenses. Shoukry

et al. [39] proposed PyCRA that only can detect an attack but cannot

prevent it. Cardenas et al. [22] and Urbina et al. [43] incorporated

the knowledge of the physical system under control to detect an at-

tack on ICSs. But their approaches cannot contain the attack. Again,

Shoukry et al. [40] proposed to reconstruct the state to recover

from a sensor spoofing attack using the satisfiability modulo theory

(SMT) that can not be implemented in the in-sensor hardware.

Moreover, machine learning techniques and other system-level

defenses require complex computations to converge for attack de-

tection and recovery, requiring powerful hardware resources. There-

fore, they are not suitable for low-power real-time sensor systems

with constrained resources. In addition, they may not work against a

time-varying magnetic spoofing as a time-varying signal may create

oscillations between two safe states of the controller, and they are

incapable of handling these oscillations in real-time.

HALC is novel in the sense that it can detect and contain a strong

magnetic spoofing up to ∼9000 G of any type, such as constant/DC,

sinusoidal, and pulsating magnetic fields, in real-time and can keep

the connected system running during the attack. A summary of the

strength of HALC is given in Table 3.

9 CONCLUSION

We have presented HALC, a defense against a weak and strong

magnetic spoofing attack on Hall sensors. HALC can not only detect

but also contain the weak and strong magnetic spoofing of different

types, such as constant, sinusoidal, and pulsating fields, in hard

real-time. HALC utilizes the analog and digital cores to achieve a

constant computational complexity O(1) and keep the existing data

processing speed of the connected system undisturbed. We have

done extensive analysis of HALC on 10 different Hall sensors from 4

different manufacturers and proved its efficacy against the magnetic

spoofing attack. We have demonstrated that our proposed defense

is low-power and low-cost and can be implemented in the sensor

hardware domain. Moreover, we have evaluated the effectiveness of

HALC in two practical systems. Our results from these experiments

prove that HALC can accurately and reliably detect and mitigate

the magnetic spoofing attack in hard real-time. To the best of our

knowledge, HALC is the first of its kind that can provide defense

against a weak/strong magnetic spoofing on the Hall sensor. Finally,

we believe that HALC has the potential to be adopted for other

passive sensors in general to protect them from a spoofing attack.
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