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Abstract

We study the problem of incentivizing exploration
for myopic users in linear bandits, where the users
tend to exploit arm with the highest predicted re-
ward instead of exploring. In order to maximize
the long-term reward, the system offers compensa-
tion to incentivize the users to pull the exploratory
arms, with the goal of balancing the trade-off
among exploitation, exploration and compensa-
tion. We consider a new and practically motivated
setting where the context features observed by
the user are more informative than those used by
the system, e.g., features based on users’ private
information are not accessible by the system. We
propose a new method to incentivize exploration
under such information gap, and prove that the
method achieves both sublinear regret and sublin-
ear compensation. We theoretical and empirically
analyze the added compensation due to the in-
formation gap, compared with the case that the
system has access to the same context features
as the user, i.e., without information gap. We
also provide a compensation lower bound of our
problem.

1. Introduction

The traditional multi-armed bandit (MAB) (Lai & Robbins,
1985) research studies the single-party setting, where the
system has a full control over which arm to pull and can
trade off exploitation and exploration for long-term opti-
mality. However, in many real-world applications, such as
recommender systems and e-commerce platforms, one often
faces a two-party game between the system and its users,
and the two parties have different interests. The system aims
at maximizing the long-term reward by recommending ex-
ploratory arms; but it cannot directly pull the arm to receive
the reward. On the other hand, the arm can only be pulled
by the myopic users, who seek to maximize their short-term
utilities. This leads to the problem of under-exploration and
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selection bias: the best arm may remain unexplored forever
if it appears sub-optimal initially. To align the two parties’
interest, the system should offer compensations to the users
so that the users are motivated to pull the exploratory arm
and maximize the long-term reward. This problem is known
as incentivizied exploration (Kremer et al., 2014; Frazier
et al., 2014; Mansour et al., 2015).

Incentivized exploration has been studied in the MAB set-
ting, where the system’s goal is to balance the trade-off
among exploration, exploitation and compensation, i.e.,
minimizing total payments while maximizing cumulative re-
wards (Frazier et al., 2014; Hirnschall et al., 2018; Wang &
Huang, 2018). Previous solutions assume both the users and
the system have access to the same information and both par-
ties maintain the same reward estimation. This assumption
is necessary for the system to compute the compensation
based on the users’ estimated reward difference between the
currently best arm and the exploratory arm. Under MAB
setting, this assumption naturally holds because both parties
observe the same reward feedback and estimate with aver-
aged reward. However, under the contextual bandit setting
(Auer, 2002; Li et al., 2010; Abbasi-yadkori et al., 2011),
both parties observe the same rewards but may access dif-
ferent context features. This would lead to different reward
estimation and convergence. For example, the users could
access the features related to their own private information,
which are not accessible by the system. An extreme case in
a finite arm setting is that the system may only observe the
indices of the arm (which degenerates to the non-contextual
MAB), while the users employ informative feature repre-
sentations of the arms. This representation asymmetry is
what we call the information gap between the two parties.
This gap leads to different reward estimation between the
two parties and brings in the new challenges to incentivized
exploration. For example, it is even unclear which arm is
currently the best on the user side.

In this paper, we study the problem of incentivized explo-
ration in linear contextual bandits under information gap.
We proposed an algorithm that incentivizes the user to ex-
plore according the Linear UCB strategy (Li et al., 2010;
Abbasi-yadkori et al., 2011). The key idea to conquer in-
formation gap is that although the system suffers from an
information disadvantage and cannot compute the minimum
compensation precisely, offering a larger amount of compen-
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sation guarantees sufficiency for users to explore. And this
added compensation should shrink fast enough such that the
total compensation is still sublinear. We prove that our algo-
rithm achieves compensation and regret both in the order of
O(d,\/T log T with information gap and O(d, /T log T
without information gap, where d, and d,, are the dimen-
sions of context features used by the users and the system,
respectively. The results suggest that incentivized explo-
ration is still possible with information gap, and the cost of
the information gap is realized by the extra compensation
that dominated by d,. We also proved the compensation
lower bound of incentivized exploration in linear bandits,
which recovers the result of compensation lower bound in
non-contextual bandits reported in Wang & Huang (2018).
Our simulation-based empirical studies also validate the
effectiveness and cost-efficiency of the proposed algorithm.

2. Problem Definition

Notations and assumptions. We study the problem under
a linear bandit setting, where a myopic user sequentially
interacts with the system for 7" rounds. At each round ¢,
the user observes compensation offered by the system, and
pulls an arm a; from a given arm set .A;. Both the system
and the user observe the resulting reward r,, ; and update
their estimations accordingly.

In a contextual bandit setting, each arm a is associated with
a context feature vector. In our problem, for arm a € Ay,
the system observes a feature v, from a d,-dimensional
subspace and the users observes a feature x, from a d,-
dimensional subspace. Without loss of generality, we will
assume x, € R% and v, € R% — if not, the standard
PCA technique can be used to reduce the feature dimensions
to d,, d, (Lale et al., 2019). Essentially we consider the
features span the whole vector space respectively, which
means there is no redundant feature on both sides and the
dimensionality cannot be further reduced.

Assumption 1 (Information Gap). There exists a linear
transformation P € R%>% sych that for any arm a,

X, = Pv, (D

where d, > d.

The assumption on d,, > d,, i.e., features used by the user
belong to a lower dimension space is motivated by many
real-world scenarios: for example, users can construct fea-
tures related to their private information (e.g., age, gender,
income or health). A notable special case of linear bandits
with information gap is a K-armed contextual bandit prob-
lem, where the system knows nothing beyond the indices
of arms. In this case, the system has no choice but to set
the context features as K -dimension basis vectors, whereas
the user can observe low-dimensional informative feature
representations of the arms with d, < K.

The information gap between the two parties is characterized
by matrix P. The linear transformation assumption is to
guarantee the two parties face a linear reward mapping,
which we stated below.

Examples of information gap. We discussed an extreme
case in the introduction where the system is not allowed
to access any arm feature except the indices of arms. In
this case, the context vectors used by the system are the K-
dimension one-hot vectors, while the user may observe and
employ d,-dimension feature representations of the same
arms. The information gap (K > d,) is encoded in the
transformation matrix P. Now let us consider a less ex-
treme example. Some features could be the combination of
both the user’s information and item’s property, e.g., joint of
user’s income and the item’s price, or joint of user’s gender
and the item’s category. This is a typical way to construct
features in the practical recommender systems. The users
can employ these informative features and enjoy faster con-
vergence. The system will suffer if it cannot access users’
private information. In this example, the transformation
matrix P contains the private information hidden from the
system.

Note that having access to more features is not equivalent
to have more informative representations. Another practical
example is that the context vectors used by the system may
include many useless or redundant features, where the corre-
sponding weights in the model parameter 8;, are zeros, i.e.,
a sparse regression setting. The information gap is captured
by the transformation matrix P where the corresponding
columns are zero vectors. In this example, the system’s
features are clearly less informative, i.e., d,, > d,, because
of the useless features.

Reward mapping. Following a linear bandit setting, the
expected reward of arm « is determined by the inner prod-
uct between the context features and an unknown bandit
parameter. From the user’s perspective, we have

E[ra] = x,0;

where 0, is the unknown model parameter on the user side.

Based on Assumption 1, we have x[ 0% = vI P70, which
suggests there always exists a parameter 8 = P76 on the
system side satisfying the same linear reward mapping. We
summarize the reward mapping on the two sides as follow:

E[r,) =x10: =vIeo: 2)

After the user pulls arm a;, both sides observe the reward
Tay,ts> AS
Tapt = Elra,] +me 3)

where 7); is R-sub-Gaussian noise. Without loss of general-
ity, we assume that the norm of the features and parameters
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are bounded as x4z < [[vall < L,1|65]l2 < 1,65z <
1, which naturally bounds the expected reward in the range
of [—1, 1] and simplifies the analysis. Note that the assump-
tion of ||x4||2 < ||va||2 is equivalent as assuming the largest
singular value of P is upper bounded by 1. Intuitively, this
means the linear transformation does not amplify the mag-
nitude of the features. One can always find the satisfying
X, by re-scaling 0, accordingly.

The system and the user estimate their own model parame-
ters using ridge regression separately, denoted as ém and
éw‘» by the same observed rewards {r,, ; } but different con-
text features. As a result, the two parties would predict differ-
ent rewards for the same arm a, denoted as 75, o ; = xlém,t
and 7y, 1 = vaTév,t. Note that since both feature sets {x, }
and {v,} can generate the same rewards, d,, > d, suggests
that features in {x, } can better characterize the reward map-
ping, thus more informative. The less informative features
lead to a slower convergence of the parameter estimation and
a wider confidence interval of the reward estimation. Such
an information gap brings in new challenges of incentivized
exploration.

Objective. The users and the system have different ob-
jectives in this sequential decision making problem: the
user aims to maximize his/her short-term instantaneous re-
ward, while the system aims to maximize the long-term
cumulative reward. At each round ¢, without any incentive,
the myopic user will exploit the arm with the highest esti-
mated reward, i.€., a = arg max;¢ 4, 7'¢q,¢- Itis well known
that the exploitation-only decisions will lead to sub-optimal
cumulative reward in the long term. In order to balance
exploitation and exploration, the system has to provide com-
pensations to encourage the user to explore. Specifically, the
system offers compensation ¢, ; for pulling arm a. Given
the incentives, the users maximize the instantaneous utility
by pulling arm a; = arg max;¢ 4, Tz,i,¢ + Cit-

The system seeks to maximize the cumulative reward, or
equivalently, minimize the cumulative regret while also
minimizing the fotal compensation in expectation. The
regret is defined as

R(T) =Y (E[ra:] — E[rq,]) (4)

t=1

where a; is the optimal arm with the highest expected re-
ward at time ¢. The total compensation is defined as

C(T) =) Elca, (] )
t=1

An effective incentivized exploration method should balance
the trade-off among exploration, exploitation and compen-
sation to obtain sublinear cumulative regret and sublinear
total compensation.

Algorithm 1 Incentivized LinUCB under Information Gap
Inputs: A\, §
Initialize: A, = M\, ,A, = \I4,,b, =0,b, =0
for t=1toT do
System and user observe context vectors {X, }ae.A,
and {vg }aca, respectively
System calculates compensation ¢, ; for arm a accord-
ing to Eq (7)
User pulls arm a; = argmaxX, ¢ 4 ©z,a,¢ + Ca,t
System and user observe reward r,
/I Update on the system side:
Av,t—i—l — Av,t + Vatvl—t’ bv,t+1 — bv,t + Va,Ta;

Oui11 ¢ Ayiir by
// Update on the user side:
Am,t—i—l < Ar,t + Xatxl—t’ bz,t+1 — bx,t + Xatrat
A —1
011 < ALy 1baitn
end for

3. Method

We present our solution on incentivized exploration under
information gap when the system explores according to
the Linear UCB strategy (Li et al., 2010; Chu et al., 2011;
Abbasi-yadkori et al., 2011). Then we show that the solution
can be easily adopted to the simpler problem setting of
incentivized exploration without the information gap.

3.1. Incentivized exploration under information gap

We present Algorithm 1 to show how the system incentivizes
the myopic user to follow the desired exploration strategy
under information gap. At each round, the system and the
user observe context features {x,} and {v,} respectively
for the same arm set .4;. The system needs to motivate the
user to explore arm a; according to LinUCB strategy based
on its current parameter estimation 91“5. To incentivize the
user to pull arm a;, the system offers compensation c,, ¢
according to Eq (7). Note that the system does not offer
incentives to the other arms and sets ¢;; = 0,Vi # ay.
The myopic user pulls the arm that maximizes the sum of
his/her estimated reward 7, , ; and the compensation ¢, ;
In Lemma 3 we guarantee that the user will pull the system
desired arm a;. Both the system and the user then observe
reward feedback r,,, and update their parameters using
ridge regression accordingly.

Denote CB, (x,) as the width of the user’s confidence
interval of arm a at time ¢, which is computed as

CBr,t (Xa) =0yt

|Xa ||A;1t

g t :R\/dxlog#—i-\&

where
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The value of a ; is the upper bound of the width of confi-
dence ellipsoid and is set according to the following lemma.

Lemma 1 (Theorem 2 of (Abbasi-yadkori et al., 2011)).
With probability at least 1 — 0, the parameter 0, lies in the
confidence ellipsoid of 0, ; satisfying

||éw,t - 0.:’||Am,t < agg
forallt > 0.

Similar to CB; ;(x,), we denote the width of confidence
interval on the system side as

CByt(va) = O‘v,t”Va”Ail

vt

/ 1+t/X
oy =R dvlog—i_T/-l-\F)\

The key challenge in incentivized exploration under infor-
mation gap is that the system does not maintain the same
reward estimation as the user’s, because the two sides use
different features to learn and predict rewards. This pre-
vents us from computing minimum required compensation
and makes the problem non-trivial. We have to carefully
determine the compensation: a larger amount of incentives
is required to guarantee that user will explore while we also
need to keep the incentives small to maintain a sublinear
total compensation. We first use the following lemma to
show that on the same arm, the confidence interval by the
system’s reward estimation is no smaller than the confidence
interval by the user’s estimate. This lemma guarantees in
Algorithm 1 the system provides sufficient incentives to
the user to pull the arms according to an upper confidence
bound type exploration strategy.

where

Lemma 2. Consider two least square estimators (ridge
regression) that estimate the model parameters with the
same reward observations but different features satisfying
Assumption 1. For all t > 0 and all arm a € Ay, we have

CBv,t(Va) Z CBz,t (Xa)a (6)

i.e., the confidence interval maintained on the system side is
no smaller than the user side estimation.

Proof Sketch. Since CB, ((v,) = a'z),tHVaHA;i and
CBy1(xq) = am7t||xa||A;;, we can prove ||va||1;17} >
1%l a1 and o > of separately. Itis obvious that o >
of because d,, > d,. Substitute x, = Pv, and we can
prove that AU_,IE — PT (PAMPT)_1 P is a positive semi-
definite matrix, which leads to ||v,|| AL |Ixa|] Al O

The intuition behind this lemma is straightforward. The
confidence interval characterizes the uncertainty of reward

prediction. Since the estimator on the users side uses more
informative features, its parameter estimation converges
faster and its confidence interval is smaller than that main-
tained on the system side.

Based on Lemma 2, we have the following lemma,

Lemma 3. For all t > 0, with probability at least 1 —
26, the users are incentivized to pull the desired arm with
compensation

Cast = 4CB'u,t(Vat) (7)
to arm

a; = arg max (vaTév,t + 2CBv7t(va)) , 8)

i.e., the arm with the highest (relaxed) upper confidence
bound according to the system’s estimate.

Proof. In order to incentivize the user to pull arm a;, the
minimum required compensation iS max; 'z ; + — Ty, t-
However, since the system cannot access the context features
the user uses and thus maintains different reward estimates,
it has to provide compensation larger than the minimum
required amount.

Denote the user’s greedy choice as g = argmax; 7y ; ;.
To show that ¢,, ; is sufficient, we need to prove that the
user prefers the exploratory arm a; with compensation over
his/her greedy choice, i.e., 75 gt < Pz 0,6 + Cayt-

Based on Lemma 1, we have that for all £ > 0, with proba-
bility at least 1 — &, we have |y o1 — E[ry]| < CBy (X4)
and |7y 4.t — E[ra]| < CB, +(v,) hold for any arm a at any
time ¢. Using the union bound, with probability at least
1 — 26 we have

S ‘fx,a,t - E[Ta” + |E[Ta] - 72717(17t|
S CBac,t (Xa) + CBU,t (Va) (9)

|rx,a,t —Ty,a,t

Then we can bound the user’s reward estimate from the
system side as follows,

Pogt < Tugt + CByi(Xg) + CBy (Vy)
< Pygt +2CBy+(vy)
< u,art + 2CByt(Va,)
< Pa,art + CBrt(Va,) + CBy t(Va,) +2CBy t(Va,)
< Pa,apt + 4CBy ¢ (Va,) (10)
The first and fourth steps are based on Eq (9). The second

and last steps are based on Lemma 2. The third inequality
is based on the UCB strategy in Eq (8). O

It is worth noting that the system follows a more optimistic
arm selection strategy in Eq (8) using a confidence interval
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Algorithm 2 Incentivized LinUCB without Information
Gap
Inputs: \, ¢
Initialize: A, = \I,b, =0
for t =1toT do
System and user observe context vectors {Xg }ac 4,
System calculate compensation ¢, ; for arm a accord-
ing to Eq (11)
User pulls arm a; = argmaxX ¢ 4 ©z,a,¢ + Ca,t
System and user observe reward 1,
ij&a:,t+1 A A'Jf,t + Xatxl—t’ b;c,t+1 byt +Xq,Ta,
0z,t+1 — A;%+1bw,t+1
end for

twice larger than the classical LinUCB algorithm’s. We
follow this relaxed upper confidence bound because we
need to consider the uncertainty on both parties as the first
step of the derivation in Eq (10) suggested. It is unclear
whether we can incentivize the user to follow the classical
LinUCB algorithm. Intuitively, our exploration strategy
results in a twice larger regret than the classical LinUCB’s,
which is still in the same order for 7". We provide the regret
and compensation upper bound of Algorithm 1 in Section 4.

3.2. Incentivized exploration without information gap

Our solution can be easily adopted to solve the incentivized
exploration problem of without information gap. In Algo-
rithm 2, we show how the system incentivizes the myopic
user to follow the desired exploration strategy in this simpler
setting.

Without information gap, the system and the user main-
tain the same parameter and reward estimations, and the
minimum required compensation to incentivize the user to
explore according to LinUCB equals to the difference of
estimated rewards between the currently best arm and the
exploratory arm. The system thus only needs to offer com-
pensation by,

Cap,t = MAX Ty i ¢ — Ty ay it (11)
K3

to arm a; = argmax, (xléz}t + CBm,t(Xa)). The user

will pull the exploratory arm, because a; = argmax; ¥ ; ¢+
Ci,t, 1.€., arm q; can maximize user’s instantaneous utility.

Since Algorithm 2 guarantees that the user is incentivized
to pull arms according to LinUCB, its regret is the same as
LinUCB’s in the order of O(d, /T log T) (see Theorem 3
of (Abbasi-yadkori et al., 2011)). Its compensation upper
bound is stated below.

Theorem 1 (Compensation upper bound without informa-
tion gap). With probability at least 1 — 6, the total compen-

sation provided in Algorithm 2 is upper bounded as

C(T) < (R d, log # + ﬁ) Td, log(\ + dz)

Proof Sketch. We can first show that with a high probabil-
ity the compensation at round ¢ is upper bounded by the
confidence interval, i.e., ¢4, + < CBy 1(Xq,). Then the to-
tal compensation can be upper bounded by », CB, +(Xq, ),
which can be bounded using Lemma 11 of Abbasi-yadkori
etal. (2011). O

Note that without information gap, both the regret and com-
pensation upper bounds are in the order of O(dw\/T logT),
with a linear dependency on the feature dimension d,.

Discussion. Without information gap, i.e., the two parties
have access to the same features and maintain the same
reward predictions, the system can offer the minimum re-
quired compensation as shown in Eq (11) to incentivize
exploration. With information gap, compensate by Eq (7)
can still successfully incentivize exploration in a high prob-
ability manner, but it is inevitably larger than the minimum
amount. More specifically, without information gap the re-
quired compensation can be computed deterministically in
Eq (11); otherwise, the system can only estimate the reward
difference with a high probability (as shown in Lemma 3).
We also notice without information gap the system does not
compensate if the greedy choice also has the largest upper
confidence bound, which happens more often in the later
rounds when the reward estimation converges. But with in-
formation gap, our algorithm always compensates, because
CBy +(vq,) > 0, i.e., the system does not know if the user’s
greedy choice is also preferred in terms of its UCB. We will
show in the next section that the total compensation is still
sublinear under information gap.

4. Analysis

We first analyze the regret and compensation upper bound
of Algorithm 1. We then discuss the compensation lower
bound of the problem.

4.1. Regret and compensation upper bound

Theorem 2. With probability at least 1 — 30, the cumulative
regret of Algorithm 1 is upper bounded by

R(T> < <2R d, log # + \/X> Td, log(/\ + dz)

Theorem 2 shows that the cumulative regret of Algorithm 1
is in the order of O(d,+/T log T'). The proof mostly follows
the regret analysis of LinUCB, though we have to use a



Incentivizing Exploration in Linear Bandits under Information Gap

wider confidence interval for exploration. Note that the
resulting probability is 1 — 39, because the users will follow
the system’s exploration strategy with probability at least
1 — 2§ as shown in Lemma 3 and the confidence bound
holds with probability at least 1 — 6.

Theorem 3. With probability at least 1 — 20, the total com-
pensation provided in Algorithm 1 is upper bounded by

o(T) < <4R\/dv log # + fA) Td, log(\ + dz)

Theorem 3 shows that the total compensation of Algorithm 1
is in the order of O(d, /T logT). Combining Theorem 2
and 3 we showed that our proposed algorithm can incen-
tivize exploration under information gap and achieve sublin-
ear regret and compensation. We notice that the two upper
bounds linearly depend on the system’s feature dimension
d,. Comparing to the no information gap setting where we
showed both the regret and compensation is in the order
of O(d,+/TlogT), the added regret and compensation are
O((dy — dg)+/Tlog T'). And the corresponding high prob-
ability guarantee drops a little. These results suggest that
the complexity/difficulty of the problem is characterized by
the dimensionality of the observed context features, exactly
where the information gap comes from.

4.2. Compensation lower bound

We now prove a gap-dependent asymptotic compensation
lower bound of incentivized exploration in linear bandits
with finite arms, and show that our result recovers the
lower bound of incentivized exploration reported in non-
contextual bandits in (Wang & Huang, 2018).

LetG,r = Zt 1Xa: Xq, } Without loss of generality

assume arm 1 is the best arm and A, = E[r1] — E[r,] =
(x1 — Xq) "0 is the reward gap between arm a and the best
arm .

Theorem 4 (Compensation lower bound without informa-
tion gap). Consider any consistent algorithm observing
context features {X, }ac. that guarantees an o(TP) regret
upper bound for any T > 0 and 0 < p < 1. In order to
incentivize a user with a least square estimator of rewards to
follow the algorithm’s choice, the total compensation C(T)
for sufficiently large T is

Q (ca(A,07)log(T)),

where ¢, (A, 0") is the optimal value of the following opti-
mization problem

A,
Cy = 1nf Zaxa?
(12)

T

where H,, 7 = Zxa Qx,Xa,Xg,-

Our proof relies on the following lemmas:

Lemma 4 (Theorem 1 in Lattimore & Szepesvari (2017)).
Assume G, 7 is invertible for sufficiently large T. For all
suboptimal a € A it holds that

A2
h;nsuplogTHXa—XlHG 1 <= 2

Lemma 5 (Theorem 8 in Lattimore & Szepesvari (2017)).
Forany ¢ € [1/T,1), T sufficiently large and to such that
G, is almost surely non-singular,

]P <3t Z 07xa : ‘fx,a,t - E[ra” Z Q/ ||Xa||é/—1 fTﬁ) S 6

where for some ¢ > 0 universal constant

frs =2 (1 + ] ) log(1/9) + cd, log(d, log(T))

1
og(T)

Proof Sketch. Suppose an algorithm is consistent with re-
gret o(T?), Lemma 4 suggests that the algorithm must col-
lect a sufficient number of samples such that the width of
the confidence interval is small enough to identify the sub-
optimal arms. Since the algorithm has o(T’) regret, we can
find ¢; such that the best arm is pulled at least 7'/2 times;
and because of the concentration result in Lemma 5, its
confidence interval is smaller than As /3 where A, is the
reward gap between the best arm and second best arm. This
means for ¢ > ¢; we have 75 1+ > E[r1] — Ay/3 with a
high probability.

For any other arm a, from Lemma 4 and the concentration
bound we can show that it will also be pulled enough times
such that its confidence interval is smaller than A, /3 with
a high probability after a fixed round ¢,. Therefore, for
t > t, we have 75 4+ < E[r,] + A,/3. Combining the
two inequalities we know that after a fixed time point, the
minimum required compensation to incentivize the user to
pull arm a is 7514 — Pgae > Ag/3. We then use the
optimization problem in Eq (12) to obtain the compensation
lower bound, where the optimization minimizes the total
compensation and satisfies the consistent constraints that
the gaps of all suboptimal arms are identified with high
confidence. O

Next, we construct an example to illustrate our lower bound
analysis.

Example. When {x, = ¢, € R% },c 4 are the basis vec-

tors, the problem reduces to a non-contextual K -armed ban-

dit with K = d,,. By setting ||x,/|?, ., = AZ/2, we have
z, T

ax, = 2/A% and ¢, (A, 0%) = 3,4 a w0 34> This
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gives us the compensation lower bound as follows,

Z log(T)

c(T)=9Q
a€A,Ay>0 Aa

This result recovers the lower bound of incentivized explo-
ration in non-contextual bandits in (Wang & Huang, 2018).
‘We also notice that the result can be further bounded as

_ o _dlog(T)
B maXge A Ag ’

where we observe a linear dependency on dimension d,,.

c(T)

Note that our compensation lower bound is in the order
of Q(log(T)), because it is a gap-dependent bound. We
leave the question of whether one can obtain an Q(v/T)
gap-independent compensation lower bound for general
infinite arm setting, which will match our upper bound in
Theorem 3, as an open problem.

Corollary 1 (Compensation lower bound under information
gap). Consider any consistent algorithm observing context
features {v,}ac 4 that guarantees an o(T?) regret upper
bound forany T > 0and 0 < p < 1. To incentivize the user
who observes context features {X, }qc 4 satisfying Assump-
tion 1 with a least square estimator, the total compensation
C(T) for sufficiently large T is

Q(co(A,07)log(T)),

where c,,(A, 0%) is the optimal value of the following opti-
misation problem
A
) 5 0* = inf -
(A0 =D o

A2
s.t. HvaHi{_lT < T‘INVG with Ag >0

_ T
where H, 7 = Zva v, Va, Vg,

The proof of compensation lower bound under information
gap mostly follows Theorem 4 by simply replacing the
user’s feature x, with the system’s feature v,. The main
difference is that when applying the concentration bound
in Lemma 5 to derive the minimum required compensation,
we still use x, because the minimum amount is based on
the user’s estimated reward difference between the currently
best arm and the exploratory arm. However, we notice that
X, or d, does not directly appear in this lower bound. The
impact of x, being in a lower-dimensional space is that we
have a faster concentration bound to have the confidence
interval smaller than A, /3 at an earlier time point. Since
we consider 7' — oo, this does not change the order of the
bound and the final result is dominated by v,.

Considering a similar example of K-armed bandit setting
where K = d,,, we can obtain

(1) = 0 (dlog(T>>

maXgeA A,
where we observe a linear dependency on dimension d,,.

5. Experiments

We use simulation-based experiments to verify the effec-
tiveness of our proposed incentivized exploration solution.
In our simulations, we generate a size-K arm pool A, in
which each arm a is associated with a d,-dimension vec-
tor v, as the system observed features and a d,-dimension
vector X, as the user observed features. Each dimension of
v, is drawn from a set of zero-mean Gaussian distributions
with variances sampled from a uniform distribution U (0, 1).
Each v, is then normalized to ||v,||2 = 1. We then sample
the elements of the d, x d,, transformation matrix P from
N(0,1) and normalize each row i by || P;||2 = 1. Following
Assumption 1, the user observed features x,, are generated
as X, = Pv,. P guarantees that ||x,]|2 < [[vall2 = 1.
User’s model parameter 6}, is sampled from N (0,1) and
normalized to [|@7||2 = 1. System’s model parameter is set
to 0, = PO;. Ateach round ¢, the same set of arms were
presented to all the algorithms, but the system and the user
observe different features respectively. After the user pulls
an arm a., both the user and the system observe its reward
following Eq (3). We set d, to 5, d, to 100, the standard
derivation o of Gaussian noise 7; to 0.1, and the arm pool
size K to 100 in our simulations.

We compare the following algorithms: 1) ILinUCB-
InfoGap: our Algorithm 1 where {v,}.c4, is observed
by the system; 2) ILinUCB-NoGap: our Algorithm 2 where
both the system and the user observe {x, }qc.4; 3) NoCom-
pensation: a baseline system that does not offer any compen-
sation to the user. The myopic user always pulls the current
best arm. We set the probability 6 = 0.01 and regularization
coefficient A = 0.1 for all the algorithms.

We report the averaged results of 10 runs where in each run
we sample a random model parameter 8. In Figure 1(a), we
observe that without providing any compensation, the my-
opic user suffers a linear regret, which emphasizes the impor-
tance of incentivized exploration. Both ILinUCB-InfoGap
and ILinUCB-NoGap enjoy sublinear regret and compen-
sation. The added regret of ILinUCB-InfoGap shows the
algorithm explores slower in the large R% space because
of the information gap.

We notice that the total compensation of ILinUCB-InfoGap
in Figure 1(b) is sublinear and keeps increasing. The al-
gorithm has to always compensate due to the information
gap as we discussed before. ILinUCB-NoGap, however,
rarely compensates in the later stage. This is because when
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Figure 1. Simulation result on randomly sampled features with d, = 5 and d,, = 100

system explored sufficiently, greedy choice on the user side
agrees with the UCB strategy on the system side, and thus
no compensation is needed. In Figure 1(c), we vary the
dimension of system’s feature d,, from 5 to 200 while fixing
d, = 5. We observe that both regret and compensation
increases linearly with d,,, which confirms our theoretical
upper bound.

Cumulative Regret Total Compensation

—— ILINUCB-NoGap - 700{ — ILinUCB-NoGap
60 ILINUCB-InfoGap ILINUCB-InfoGap

[ 200 400 600 800 1000 3 200 400 600 800 1000
Iteration Iteration

(a) Regret (b) Compensation

Figure 2. MAB setting where the system only observes the indices
of the arms.

In Figure 2, we simulate a K -armed bandit setting where
only the indices of the arms are available to the system. The
system sets v, = e, € RX. The rest of the settings are
the same as described above. In this setting, our ILinUCB-
InfoGap explores almost equivalently to UCB1 (Auer et al.,
2002) and can be viewed as a more optimism version of the
Incentivized UCB algorithm in (Wang & Huang, 2018) with
a wider confidence interval in consideration of the informa-
tion gap. The system observes the least information in this
setting. We notice that its regret and compensation are much
larger than the results in Figure 1 where {v,}qc.4 is more
informative about the rewards. This again confirms that the
system inevitably suffers higher regret and compensation
when the features are less informative.

6. Related Work

The incentivized exploration in multi-armed bandits has
been studied since (Kremer et al., 2014; Frazier et al., 2014).
See Slivkins (2017) for an overview. One line of the studies

(Kremer et al., 2014; Mansour et al., 2015; Immorlica et al.,
2018; Sellke & Slivkins, 2020) assume the system has infor-
mation advantage on observing the full arm-pulling history
while users do not. The system leverages the information
asymmetry to recommend exploratory arms as long as the
users do not have a better choice from their perspective.
Another line (Frazier et al., 2014; Chen et al., 2018; Wang &
Huang, 2018) considered the setting where the arm-pulling
history is publicly available to both system and users and
the system offers compensations to an arm for incentivized
exploration. Our setting follows this line of research.

Incentivized learning with monetary payments was first
studied in (Frazier et al., 2014) in a Bayesian setting with
discounted regret and compensation. Chen et al. (2018) stud-
ied a heterogeneous users setting, where user diversity led to
their solution with constant compensation. Agrawal & Tula-
bandhula (2020) considered heterogeneous contexts in a con-
textual bandit setting. In (Wang & Huang, 2018), the authors
analyzed the non-Bayesian and non-discounted reward case
and showed O(log T') regret and compensation in a stochas-
tic MAB setting. Liu et al. (2020) considered the reward
feedback is biased because of the compensation.Kannan
et al. (2017) considered incentivized exploration for fair
recommendation. Our setting is mostly similar to Wang
& Huang (2018), i.e., non-Bayesian and non-discounted
reward, but is studied under the linear contextual bandit set-
ting. We should note all the aforementioned studies assume
the system and the users share the same information such as
arm pulls, rewards and contexts, and the system calculates
the compensation based on the shared information. Our
setting is strictly more challenging. The information gap is
caused by information asymmetry: the system cannot access
the feature vectors employed by the users. As a result, users’
reward estimation will be different from the system’ and the
precise amount of payment is harder to compute.

There are several recent works study low-rank bandits,
which however are intrinsically different from ours. For
example, Lale et al. (2019) consider the contexts are sam-
pled from a low-dimensional subspace and propose a PCA-
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based solution to reduce the dimension. Yang et al. (2021)
study multi-task linear bandits with a shared low-rank struc-
ture. These methods assume the learning problem is gen-
erated from a low-rank structure but presented in a high-
dimensional space. But in our setting, the system’s observed
contexts are already sampled from a high-dimensional com-
pact space, whose dimension cannot be further reduced. The
information gap in representation asymmetry is a unique
problem in this two-party game setting.

7. Conclusions and Future Work

In this paper, we introduced a new and practically-motivated
problem of incentivized exploration under information gap
in linear contextual bandits. The key challenge is the infor-
mation asymmetry in the observed context features between
a system and a myopic user. We proposed an algorithm
that offers sufficient compensation to guarantee users to
follow LinUCB’s exploration strategy. We proved the re-
gret and compensation upper bound of our algorithm are
in the order of O(d,v/T log T') under information gap and
O(d,/T log T') without information gap. We also analyzed
the compensation lower bound of the problem. As our future
work, we plan to study how to incentivize the users follow-
ing other types of exploration strategy such as Thompson
Sampling (Chapelle & Li, 2011; Agrawal & Goyal, 2013;
Abeille & Lazaric, 2017). It is also important to investigate
whether we can obtain a gap-independent Q(\/T) compen-
sation lower bound to match with the upper bound.

References

Abbasi-yadkori, Y., Pal, D., and Szepesvéri, C. Improved
algorithms for linear stochastic bandits. In NIPS, pp.
2312-2320. 2011.

Abeille, M. and Lazaric, A. Linear thompson sampling
revisited. In Artificial Intelligence and Statistics, pp. 176~
184. PMLR, 2017.

Agrawal, P. and Tulabandhula, T. Incentivising exploration
and recommendations for contextual bandits with pay-
ments. In Multi-Agent Systems and Agreement Technolo-
gies, pp. 159-170. Springer, 2020.

Agrawal, S. and Goyal, N. Thompson sampling for contex-
tual bandits with linear payoffs. In International Confer-
ence on Machine Learning, pp. 127-135. PMLR, 2013.

Auer, P. Using confidence bounds for exploitation-
exploration trade-offs. Journal of Machine Learning
Research, 3:397-422, 2002.

Auver, P., Cesa-Bianchi, N., and Fischer, P. Finite-time
analysis of the multiarmed bandit problem. Machine
learning, 47(2-3):235-256, 2002.

Chapelle, O. and Li, L. An empirical evaluation of thompson
sampling. In Advances in neural information processing
systems, pp. 2249-2257, 2011.

Chen, B., Frazier, P., and Kempe, D. Incentivizing ex-
ploration by heterogeneous users. In Conference On
Learning Theory, pp. 798-818. PMLR, 2018.

Chu, W, Li, L., Reyzin, L., and Schapire, R. Contextual
bandits with linear payoff functions. In Proceedings
of the Fourteenth International Conference on Artificial
Intelligence and Statistics, pp. 208-214, 2011.

Frazier, P., Kempe, D., Kleinberg, J., and Kleinberg, R.
Incentivizing exploration. In Proceedings of the fifteenth
ACM conference on Economics and computation, pp. 5—
22. ACM, 2014.

Hirnschall, C., Singla, A., Tschiatschek, S., and Krause,
A. Learning user preferences to incentivize exploration
in the sharing economy. In Proceedings of the AAAI
Conference on Artificial Intelligence, volume 32, 2018.

Immorlica, N., Mao, J., Slivkins, A., and Wu, Z. S. Incen-
tivizing exploration with selective data disclosure. arXiv
preprint arXiv:1811.06026, 2018.

Kannan, S., Kearns, M., Morgenstern, J., Pai, M., Roth, A.,
Vohra, R., and Wu, Z. S. Fairness incentives for myopic
agents. In Proceedings of the 2017 ACM Conference on
Economics and Computation, pp. 369-386, 2017.

Kremer, 1., Mansour, Y., and Perry, M. Implementing the
“wisdom of the crowd”. Journal of Political Economy,
122(5):988-1012, 2014.

Lai, T. L. and Robbins, H. Asymptotically efficient adaptive
allocation rules. Advances in applied mathematics, 6(1):
4-22, 1985.

Lale, S., Azizzadenesheli, K., Anandkumar, A., and Has-
sibi, B. Stochastic linear bandits with hidden low rank
structure. arXiv preprint arXiv:1901.09490, 2019.

Lattimore, T. and Szepesvari, C. The end of optimism?
an asymptotic analysis of finite-armed linear bandits. In
Artificial Intelligence and Statistics, pp. 728-737. PMLR,
2017.

Li, L., Chu, W., Langford, J., and Schapire, R. E. A
contextual-bandit approach to personalized news article
recommendation. In Proceedings of the 19th interna-
tional conference on World wide web, pp. 661-670. ACM,
2010.

Liu, Z., Wang, H., Shen, F,, Liu, K., and Chen, L. Incen-
tivized exploration for multi-armed bandits under reward
drift. In Proceedings of the AAAI Conference on Artificial
Intelligence, volume 34, pp. 4981-4988, 2020.



Incentivizing Exploration in Linear Bandits under Information Gap

Mansour, Y., Slivkins, A., and Syrgkanis, V. Bayesian
incentive-compatible bandit exploration. In Proceedings
of the Sixteenth ACM Conference on Economics and Com-
putation, pp. 565-582. ACM, 2015.

Sellke, M. and Slivkins, A. Sample complexity of incen-

tivized exploration. arXiv preprint arXiv:2002.00558,
2020.

Slivkins, A. Incentivizing exploration via information asym-
metry. XRDS: Crossroads, The ACM Magazine for Stu-
dents, 24(1):38-41, 2017.

Wang, S. and Huang, L. Multi-armed bandits with compen-
sation. In NeurIPS, 2018.

Yang, J., Hu, W., Lee, J. D., and Du, S. S. Impact
of representation learning in linear bandits. In In-
ternational Conference on Learning Representations,
2021. URL https://openreview.net/forum?
id=edJ_HipawCa.


https://openreview.net/forum?id=edJ_HipawCa
https://openreview.net/forum?id=edJ_HipawCa

Incentivizing Exploration in Linear Bandits under Information Gap

A. Proof Details

Proof of Lemma 2. According to the definition of confidence interval, CB, ;(v,) = o || Vall Al and CB, +(x,) =
a$,t||xa||A511. We first prove that |[v,|[,-1 > [X4||[o-2. By Eq (1), we have A, — A\I = Zle Xaqlei
S Pvev] PT=P(A,, — A\I)PT and

||Xa||A;7i =/ XIA;,%Xa

= \/VIPT ((P(A,; — AI)PT) + AI) "' Pv,

We prove
VaA Ve > XA X, = v PT((P(Ay, — AI)PT) + A Py,

by showing A L pT ((P(Avyt — )\I)PT) + )\I) “'Pisa positive semi-definite matrix based on the property of Schur
complement.

Denote 1 T
‘ P
P (P(Ay:— AD)PT) + AT
We have
M/A;} = (P(Ay, — AD)PT) + A1 — (PT)" A, PT

=PA,;PT —APP"T 4 \I - PA,,P"

=A(I-PP")

=0
The last step holds because P’s largest singular value is smaller than 1, the eigenvalues of PP” are smaller than 1 and I —
PPT = 0. Because A, % = 0and M/A,, % > 0, according to the property of Schur complement we have M > 0. Because
(P(Ay; — AI)PT) + XTI = A, = 0and M = 0, applying the property again we have M/ ((P(A,; — AXI)PT) + AI) =
0, which gives us A 1 pT ((P(Ay;: — AL)PT) + /\I)_1 P = 0. By the definition of positive semi-definite matrix, we
have vI A, v, — vIPT ((P(A,; — AL)PT) + AI) "' Pv, > 0, which means IVallay > lIXalla--

According to Lemma 1, oy = R/ d, log # ++/Xand of = Ry/dylog # ++v/\. Since d,, > d, we have of > af.
Combining the two results and we finished the proof of CB,, ;(v,) > CB; 1(x,) holds for any arm a at any time ¢. O

Proof of Theorem 1. Following the definition of total compensation, we have

M=

C(T) = > _Elca, ]

~
Il
—

I
W

(maX Txit — T;c,at,t)
1

~~
Il
-

M=

(max (fw,i,t + CBy 1(x;)) — fx,ut,t)
K3

o~
Il
-

I
] =

(’Fa:,at,t + CBIJ(XU«t) - f%‘lt»t)

~
Il
—

I
] =

CBI;t (Xat )

~
Il
—
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where the third step holds with probability at least 1 — § and the fourth step is based on the UCB arm selection strategy.

So with probability at least 1 — &, we bound the total compensation as follows,

T
C(T) < CB.(%a,)

T
S TZCBi,t(x(lt)
t=1
T
= Tzai,t\lxa\li;}t
t=1
T
< ([T Yl
t=1 ’

Sagry|T ZHxa”i—%
t=1 ot

According to Lemma 11 of (Abbasi-yadkori et al., 2011), ZtT:1||xa||i -1 < dglog(A + T'/d,). Combining with

0zt = Ry/dglog % + v/X and we finished the proof. 0

Proof of Theorem 2. We bound cumulative regret by

T
<3 (VI 0us +2CBuu(var) V1,67

t=1
T

< Z V:lrtev,t + QCBv,t(VCLt) - Vltefl)
t=1

T
S Z 2CB1),t (V(Lt )

The third step holds with probability at least 1 — ¢ according to the definition of confidence interval. The fourth step holds
with probability at least 1 — 2§ according to Lemma 3, where the users are incentivized to pull arms according to UCB
exploration strategy as shown in Eq (8). Taking a union bound and the above inequality holds with probability at least
1—36.
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We continue bounding the cumulative regret with probability at least 1 — 39 as follows,

T
R(T) <2,|T Y CB; ,(va,)
t=1

T
=2 TZQ%,tHVaHi—i

< 2001y | TS Ivall s

t=1

< <2R\/dv log # + fA) Td,log(\ + dz)

where we finished the proof by combining Z:f=1||va||2A_1 < dylog(A + T/d,) and o, = Ry/d,log % + VA
together. ’ O

Proof of Theorem 3. With probability at least 1 — 2§, we have

T
Z CB, +(Va,)

<4 TZCB (Va,)

T
=4[ T aZlval

< 4oy, T TZ||va||2 .
t=1

/ 1+ 7T T
< (43 dy log %/A + ﬁ) Td, log(A + —-)

O

Proof of Theorem 4. We first prove that after a fixed time point, with high probability pulling arm a once requires compen-
sation at least A, /3. The proof idea is similar to the proof of Theorem 1 in (Wang & Huang, 2018). We then derive the
asymptotic compensation lower bound.

Based on Lemma 4, we can obtain
A2
limsuplog(T)HxaHé,l <= (13)
@, T 2

T—o00
which is also stated in the Corollary 2 in (Lattimore & Szepesvari, 2017).

Let N,(T) be the number of times arm « is pulled in T rounds. Since the algorithm has o(T") regret, we can find T} (9)
such that the best arm is pulled at least 7'/2 times with probability 1 — § /2. Using the concentration bound we know there
exists 77/ () such that for ¢ > T7'(6) with probability 1 — §/2 the confidence interval of the best arm’s reward estimation is
smaller than Ao /3 where A, is the reward gap between the best arm and second best arm. Let 77 (6) = max(77(9), 77 (d))
and for all ¢t > T7(9), with probability 1 — ¢ we have 7, 1 ; > E[r1] — Ay/3.
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We argue a similar result for any suboptimal arm a. Based on Eq (13), there exists a T, (d) such that for any ¢ > T, (4), with
probability 1 — §
A2 A2
1 < s S o
¢~ 2log(T) ~ 9frys

Ixall7,-
T,

Combining with the concentration bound in Lemma 5 and we have for any ¢ > T, (J) with probability 1 — 6, 7, o, — E[r,] <
A,/3.

Let T'(0) = max; T;(d) and we know that for any ¢ > T'(J), the minimum required compensation to incentivize the user to

pull arm a is

A(L A(L
>
3 7 3

A
maXfx,i,t - 'Fm,a,t > 'Fw,l,t - fm,a,t > E[Tl] - ?2 - E[Ta] - (14)

with probability at least 1 — 4.

We then use the optimization problem in Eq (12) to obtain the compensation lower bound, where the optimization minimizes
the total compensation and satisfies the consistent constraints that the gaps of all suboptimal arms are identified with high
confidence. With probability at least 1 — &, for sufficiently large T the total compensation is

R SIS
acA

ax, = E[N,(T)]/log(T) is asymptotically feasible for large T because it satisfies

a

—a

. 2 T 2
hmsup||xa||H;1T _h;n_?olipbg(T)”XaHG;lT < 5

T—00

where G v = log(T")H, . Thus for any € > 0,

Xl < A?/2 + ¢ and

2

Hor

) = Y BN 5S> 0 (4,07 og(T) 15)
acA

where ¢, (A, 8%) is the the optimal value of the optimization problem in Eq (12) by replacing A2 /2 with A2 /2 + €. Since
infesg ey e(A,0%) = c(A,0%) and T — co we have the total compensation as

Q2 (ca(A, 07)log(T))



