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Abstract: Tele-operated social robots (telerobots) offer an innovative means of allowing children who are
medically restricted to their homes (MRH) to return to their local schools and physical communities. Most
commercially available telerobots have three foundational features that facilitate child-robot interaction: remote
mobility, synchronous two-way vision capabilities, and synchronous two-way audio capabilities. We conducted a
comparative analysis between the Toyota Human Support Robot (HSR) and commercially available telerobots,
focusing on these foundational features. Children who used these robots and these features on a daily basis to
attend school were asked to pilot the HSR in a simulated classroom for learning activities. As the HSR has three
additional features that are not available on commercial telerobots: (1) pan-tilt camera, (2) mapping and
autonomous navigation, and (3) robot arm and gripper for children to “reach” into remote environments,
participants were also asked to evaluate the use of these features for learning experiences. To expand on earlier
work on the use of telerobots by remote children, this study provides novel empirical findings on (1) the
capabilities of the Toyota HSR for robot-mediated learning similar to commercially available telerobots and (2)
the efficacy of novel HSR features (i.e., pan-tilt camera, autonomous navigation, robot arm/hand hardware) for
future learning experiences. We found that among our participants, autonomous navigation and arm/gripper
hardware were rated as highly valuable for social and learning activities.
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Introduction

A large and growing population of children who are medically restricted to their homes
(MRH) are socially isolated and physically segregated (Ahumada-Newhart and Eccles 2020).
As advances in pediatric medicine have changed the outcome of many once-fatal childhood
illnesses, increasing numbers of children are surviving these illnesses (e.g., cancer, heart
disease, immunodeficiency disorders). As a result, millions of children and adolescents in the
US now live with these medical conditions for long periods of times (Sexson and Madan-
Swain 1993). It is estimated that as many as 2.5 million US children experience severe
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disruption to academic attendance due to symptoms or treatments for illness (US Census
Bureau 2020; CDC 2016). These children are unable to physically attend school, which
deprives them of the academic as well as social-emotional experiences needed for healthy
development. The impact of missing school on academic development is easy to see, but
attending school also provides the social milieu needed for children to mature socially and
emotionally (Durlak et al. 2011).

In the US, MRH children are typically offered home instruction services for 4 to 5
hours/week (Disability Rights California 2012). Although home instruction may provide
some additional academic lessons, it provides little opportunity for behavioral or social
emotional learning. Possibly as a result, many children who are MRH experience loneliness
and depression (Bennett 1994; Weitzman 1986), which can undermine their medical recovery
as well as their normal development. Currently, children who are MRH are missing
opportunities for inclusive educational experiences and social interactions critical for
behavioral and socio-emotional development. Telerobots are a promising innovative
technology that may change this situation.

Telerobots provide children who are MRH with much-needed autonomy in navigating
physical classroom and school environments (Ahumada-Newhart and Olson 2019; Ahumada-
Newhart, Warschauer, and Sender 2016). The ability to move independently in the local
environment is particularly valuable for children attending school, as it reduces the social
burden on classmates to help move the robot body throughout the classroom and school.
The burden of social debt has been covered in the literature for adult use of telepresence
technologies (e.g., with wearable and movable free-standing devices) by Rae et al. (Johnson
etal. 2015). Similarly, in studies on telerobots in the classroom, classmates complained when
the telerobot lost connectivity and had to be carried or pushed on a cart (Ahumada-Newhart
and Olson 2017; Ahumada-Newhart, Warschauer, and Sender 2016). Moreover, research has
also identified the need for additional robot features such as an arm/hand and navigation to
facilitate a more immersive experience (Ahumada-Newhart and Olson 2019).

In our study, the Toyota Human Support Robot (HSR) was explored as a robot system for
this use case, as it has similar basic features to commercially available telerobots in the areas of
vision, hearing, and mobility, with the addition of innovative features such as full pan-tilt vision,
mapping and semiautonomous navigation, and robot arm/gripper hardware. In this article, we
outline related work, system details for the HSR, methods for our study, results of this study, and
a discussion of the findings. We suggest that autonomy, mobility, and manipulation capabilities
are features that could benefit remote children using telerobots to attend school.

Literature Review
Traditional Telerobots

Much work has been done on telepresence robots in corporate settings (Johnson et al. 2015;
Kristoffersson, Coradeschi, and Loutfi 2013; Lee and Takayama 2011; Takayama and Go 2012; K.
M. Tsui, Desai, et al. 2011; Desai et al. 2011), health care environments (Kristoffersson, Coradeschi,
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and Loutfi 2013; K. M. Tsui and Yanco 2007), academic conferences (Neustaedter et al. 2016; Rae
and Neustaedter 2017), and aging in place (Broekens, Heerink, and Rosendal 2009; Sabelli, Kanda,
and Hagita 2011; Tsai et al. 2007; K. M. Tsui, Desai, et al. 2011). In addition, work has been done
on candidate requirements and survey questions for physical avatar systems to guide researchers
during evaluation of existing systems (Riek 2007). Our contributions to the literature build on
earlier work with children in schools (Ahumada-Newhart and Eccles 2020; Ahumada-Newhart
and Olson 2017; Ahumada-Newhart 2014) to test and measure additional robot design features
beyond traditional vision, audio, and mobility that are currently available. Our study pilots and
measures the efficacy of the HSR’s features to improve robot-mediated learning experiences for
children who are users of telerobots for school attendance.

For an immersive experience, telerobots need quality camera features that allow the remote
user to view objects and people in the physical environment as if the remote person were present
in the local environment. Earlier work has reported the need for camera pan-tilt features
(Ahumada-Newhart and Olson 2019; Desai et al. 2011; Venolia et al. 2010), camera zoom
capabilities (Ahumada-Newhart and Olson 2019; Johnson et al. 2015; Rae, Mutlu, and
Takayama 2014; Rae and Neustaedter 2017; Venolia et al. 2010), and head movement separate
from the body (Ahumada-Newhart and Olson 2019; Desai et al. 2011; Sirkin et al. 2011; K. Tsui,
Norton, et al. 2011). Head movement independent of the robot body presents robot behavior
that more closely mimics the physical movements of traditional children, allowing classmates
to view expressive gestures such as their peer turning their “head” to view objects/people/things
they find interesting. In addition, these features also contribute to increased
anthropomorphization (i.e., ascription of human qualities to the robot) and acceptance of the
embodied HSR by classmates (Ahumada-Newhart, Warschauer, and Sender 2016).

Research has identified the value of arm/hand hardware for gesturing and pointing
(Adalgeirsson and Breazeal 2010). Earlier work has also identified that remote children on a
robot needed help with activities like opening doors and pushing elevator buttons (Ahumada-
Newhart and Olson 2019). Commercially available telerobots do not have arms or hands to
allow students to open doors or push elevator buttons. In research studies, a student was
reported as “crashing” into an Americans with Disabilities Act (ADA)-compliant door button
to gain access to a school building (Ahumada-Newhart and Olson 2019). Arm/hand hardware
may greatly improve accessibility for remote students, as these features may allow for
increased access to entrances and different floors of school buildings.

Toyota Human Support Robot (HSR)

The Toyota HSR operates using the robotic operating system (ROS), which is a standard
open-source software platform used by many of the commercial and research robots (Quigley
et al. 2009; Liu et al. 2019). ROS modularizes the sensor/actuator drivers and the software
controllers in a distributed framework, which helps in easy integration of custom task-specific
software modules. Importantly, ROS provides easy transformation of spatial coordinates in
the environment among the frame of references for different parts of the robot.
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Figure 1: HSR during a Study Session

The HSR has an eight-degrees-of-freedom (8-DoF) body, in addition to pan-tilt. This
among other things allows HSR to move base omnidirectionally and perform complex arm
maneuvers, which are not possible with other telerobots. The HSR base, torso, and arm have
3-DoF, 1-DoF, and 4-DoF (lift) mobility, respectively (Yamamoto et al. 2018).

The HSR (Figure 1) provides an array of sensors of multiple modalities to capture inputs from
the environment and other agents. The “head” of the HSR mounts a microphone, a depth-sensing
Red Green Blue (RGB-D) camera, a wide-angle camera, and a higher-resolution stereo RGB
camera, which captures sound, images, and the depth map of the scene. The image and sound
inputs can be used for telepresence communication and for autonomous object and speech
recognition. The RGB-D camera and stereo camera scan the three-dimensional structures of
dynamic indoor and outdoor environments, respectively. Although these sensors are all front-
facing, the 320-degree pan and 120-degree tilt allow reading visual input from a large part of the
three-dimensional environment. The hand of HSR mounts an additional camera and a force
sensor to provide visual input and the force on the wrist while gripping an object.

In addition, the HSR achieves both seated and standing heights, ideal for participating in
classroom settings. The HSR weighs 37 kg with a max speed of 0.8 km/hour. Figure 2 presents
an overview of the HSR’s front and side views with added specifications and dimensions.

= B Front View W Side View
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Figure 2: HSR Specifications
Source: Toyota Motor Corporation (Toyota 2015)
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Technical Innovation and HSR System Details
Remote Access

We developed a graphical user interface (GUI) to allow remote children to control the HSR
and interact with the teacher and classmates via robot-mediated learning activities. The interface
program is run on a local computer connected via high-bandwidth wireless network to HSR,
since the interface program uses large amounts of input data from multiple sensors mounted
on HSR in real time. The remotely located student logs into this local computer via a freely
available screen-sharing application called TeamViewer (Drugarin, Draghici, and Raduca 2016)
and is able to view the GUI on the screen of their home device. The student also logs into the
robot directly using another free application, Google Hangouts (Bolton 2013), to interact with
the teacher and other students. Google Hangouts allows the remote student to appear on the
HSR’s face screen to facilitate real-time audio and visual communication, as shown in Figure 3.
The remote student has both applications open on their home device to control the HSR and
interact in the local environment. TeamViewer and Google Hangouts were used for rapid
prototyping in this pilot study. It should be noted that future versions of the GUI will not rely
on third-party software for accessing the robot controls or the audio/video feed.

Online
Connection

Remote User Applications

Local
Computer [%®

Figure 3: Process for Remote Access of the HSR
Graphical User Interface (GUI)

The HSR user interface (i.e., the GUI in Figures 4 and 5) was developed by our research team
based on earlier work on development of a brain-inspired network of schema consolidation
to help the HSR predict location of objects based on context (Hwu, Kashyap, and Krichmar
2020), and a recurrent neural model inspired by the smooth-pursuit eye movement in
primates to track visual targets predictively (Kashyap et al. 2018).

The CARL-SR user interface and Google Hangouts allow the remotely located student
to (1) perform easy two-way audio interaction with the teacher and other students, (2) see
through the cameras mounted on HSR, (3) navigate to any location in the classroom by either
manual driving or autonomous driving avoiding obstacles, (4) reach out to any object in the
room autonomously by clicking on the camera image, and (5) pick and place a hand-
graspable object of weight less than 1.2 kg at any location in the classroom. Figure 4 depicts

25



THE INTERNATIONAL JOURNAL OF TECHNOLOGY, KNOWLEDGE, AND SOCIETY

the main GUI seen by the remotely located student when they first log in using TeamViewer.

The GUI is broken into the following sections to facilitate navigation of the system:

=

a

ecc

o
~

5ge o

Color image from the RGB-D sensor that can be switched to the high-resolution camera,
Map of the classroom for auto navigation by clicking at target location,

Button to activate click-at-target feature,

Buttons to manually drive the robot base and head,

Buttons to zoom in and out on the camera image,

Button to switch between RGB-D and high-resolution camera,

Buttons to move the arm (i.e., raise their hand to gain attention, lower their hand),
Buttons to adjust the height of the robot body, and the button to open arm/grasp

control window.

(€) - (f) Q@ — 1) -——

] High Resolution Camera | Raise Hand | Raise Height |
| I 1) Gresp controls | Neutral Arm Position | Lawer Height |

Figure 4: The CARL-SR Graphical User Interface as Seen by Remote Children

The GUI, which is written in Python, was developed using Python libraries pyQt and

rospy. The software is publicly available on GitLab.' We refer to different Python functions

and routines in the following sections where appropriate. This will explain our interface

implementation approach and allow interested readers to follow the algorithmic logic.

However, it should be noted that many of the ROS libraries and robot commands are specific

to the Toyota HSR and will not execute on other systems.

The GUI is initiated by calling the carlsr_ui.py routine from a computer command line. The

Python software carlsr_ui.py contains callback functions for each of the pyQT buttons, widgets,

and sliders shown in Figures 4 and 5. For example, when a user clicks the up arrow in the Move

Base section (see Figure 4[d]), the clicked_forward function in button_control.py is called and a

forward movement command is published in ROS. Other buttons in the GUI work similarly.

! https:/gitlab.com/carl-hsr/carl-sr-interface
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Cameras

On the HSR, the remote child can switch between standard-resolution and high-resolution
cameras based on task requirements (Figure 4[a, f]). The high-resolution camera is more
appropriate for reading than during navigation, since its output data size is larger. Manually
driving the robot forward, rotating the omnidirectional base, and pan-tilt of the head can be
accomplished using the buttons shown in Figure 4(d). When a user clicks on the up button

in the Move Head section (see Figure 4[d]), the clicked up function in button_control.py is
called and a head pan_joint and head tilt joint movement command is published in ROS that
causes the camera to tilt upward. When the user clicks on the “<” button in the Move Head
section, a head pan joint and head tilt joint movement command is published in ROS that
causes the camera to pan leftward. The down and ‘“>” buttons in the GUI work similarly.

Arm

The arm of the HSR allows active interaction with a remote environment, which can
potentially facilitate a natural experience to remote children. The arm can reach from ground
to 1.35 m above ground, and up to 0.45 m in the forward direction. There is also a two-
fingered gripper attached to the end of the arm, which can lift objects of weight up to 1.2 kg.
The maximum gripper opening is 135 mm, and the maximum gripping force is 40 N. The
arm control window for grasping objects, as shown in Figure 4, is hidden by default to
maintain a user-friendly GUI for students in all grades K-12. When a child is ready to operate
the arm/hand feature, they can select the “Grasp Controls” (Figure 4[i]).

Grasp Controls/Gripper

The HSR arm was found to be highly useful for classroom interactions by the participating
remote children in our study. A camera inside the gripper assists in approaching and grasping
objects (Figure 5[a]). When a student is ready to operate the Grasp Controls, Figure 5 displays
the arm and grasp control window of the GUI as seen by remote children:

a) Image obtained by the camera mounted on the hand of HSR,

b) Buttons to move the hand in four directions,
c) Buttons to move the arm in four directions,
d) Buttons to close and open the gripper for grasping objects.

The GUI for grasp control can be found in the grasping_ui.py software. Similar to the main
GUI software, each grasp control button in Figure § is linked to a callback function that publishes
the appropriate ROS message to move the arm or hand joint of the HSR in the desired direction.
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) HSR Grasping Controls

Force-Torque Sensor

ide-Angle Camera

Vacuum Pad

Figure 5: Arm and Grasp Hardware and Control Window of the GUI as Seen by Remote Children
Source: Toyota Motor Corporation (Toyota 2015)

Pointing

The ability to point at objects in the classroom may be valuable for assessment and
engagement in learning activities. Manual navigation to objects of interest is time-consuming
and can be monotonous. Therefore, the CARL-SR GUI provides a click-at-target feature that
allows the remote student to use the arm/hand hardware to point at any object from close
proximity just by clicking the object’s image on the home device’s screen. The student
activates this feature by clicking at a button shown in Figure 4(c). After activation, any object
of interest observed through the RGB-D camera image can be selected to autonomously drive
the robot to a close proximity and then point at the object with the gripper. The autonomous
navigation to the object avoiding obstacles works in the same way as the map-based
navigation described previously. The location of the selected object in the classroom is
obtained by converting the three-dimensional coordinate of the object in the RGB-D camera
frame to the base frame of reference, which is then used for autonomous navigation. This
feature is also useful when the student wants to pick up an object, as the click-at-target feature
automatically positions the arm close to the object’s three-dimensional location. The Python
software in get_click_xyz.py contains the routines to map the GUI display coordinates with
real-world coordinates. The following pseudocode describes the algorithm for click-at-target.
function click at target(pixel x, pixel y):

# Get depth of pixel from depth map from the RGB-D camera
depth xy = get depth(pixel x, pixel vy)

# Convert pixel x, pixel y, depth xy into 3D coordinates Xc, Yc, Zc centered
at the RGB-D camera using the inverse intrinsic parameters of the RGB-D camera,
which is calculated based on camera physical attributes and is constant for
each camera.

Zc = depth from rgbd * 0.001 # convert mm to meters

Xc = 72 * ((pixel x - cx d) * fx inv d)

Yc Z * ((pixel y - cy d) * fy inv d)
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# Transform Xc, Yc, Zc into 3D coordinates X, Y, Z of the mapped classroom
(“map”)using ROS transform function
X, Y, Z = ROS::transformPoint ("map", (Xc, Yc, Zc))

# Calculate the map location Xt, Yt that is 0.5 meters away from X, Y, is
closest to the current HSR location, and is unoccupied. Move HSR to Xt,
Yt using ROS.

robot pose = get pose()
if robot pose.x > X

Xt = X + 0.5
else
Xt = X - 0.5

Y

if robot pose.y >
+ 0.5

Yt =Y
else
Yt =Y -0.5

ROS::go_to mapXY (Xt, Yt)

# Move the HSR arm to a close safe position away from X, Y, Z facing the
target object and open the arm gripper using ROS

# Fill ROS message

traj = JointTrajectory/()

traj.joint names=["arm lift joint","arm flex joint","arm roll joint",
"wrist flex joint","wrist roll joint"]

p = JointTrajectoryPoint ()

p.positions = [target z - 0.6, -0.3, 0.0, -1.5, 0.0]
p.time_from start = rospy.Time (5)
traj.points = [p]

# Publish ROS message
publish (traj)

ROS::open gripper ()

Given a pixel coordinate clicked by the user, the function click_at_target() performs a
sequence of functions. The first function is twoD_to_threeD(), which uses camera calibration
parameters such as the focal length and optical center to transform the pixel coordinates into
camera coordinates. A ROS listener transforms these camera coordinates into real-world
coordinates. The second function is go_to_mapXY(), in which the robot navigates toward the
real-world coordinates at an offset such that the robot is standing directly behind the object
of interest. The third function, point_arm(), extends the arm at the height of the desired
object. Finally, the gripper is opened to complete the gesture.

Grasping

In order to pick up and place objects in the classroom, the remote student can drive the arm,
the hand, and the gripper from the grasp control window, shown in Figure 5, which can be
opened by clicking the button in Figure 4(i). To facilitate grasping (e.g., picking up objects),
the view from a camera mounted in the hand is also provided, shown in Figure 5(a). Before
performing maneuvers through the grasp-control window, the hand can be brought closer to
the object by the automatic click-at-target feature described earlier. The HSR is capable of
picking up slim, thin, and wide objects with stable grasping for larger objects (Figure 6).
Clicking on the Grasp button in Figure 5(d) causes the clicked_hand_close() routine in
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arm_control.py to be called. Likewise, clicking on the Release button causes the
clicked_hand_open() to be called. These routines publish the appropriate ROS commands to
open and close the HSR’s gripper.

)"'\ V-
N i 0 L =5

Figure 6: HSR Picking up Objects
Source: Toyota Motor Corporation (Toyota 2015)

Audio

Audio issues and the importance of hearing clearly via the robot have been noted in the
existing literature (Ahumada-Newhart and Olson 2019; Lee and Takayama 2011; Neustaedter
et al. 2016; Paepcke et al. 2011; K. M. Tsui, Desai, et al. 2011). Real-time audio
communication is valuable in maintaining or establishing connections with peers and
teachers. HSR has a four-capsule microphone array on the top of its head, and two separate
microphones by the RGB-D camera. HSR has one speaker near its base. Figure 7 provides a
visual of where the cameras and microphones are located on the HSR “head.” The
microphone on the robot facilitates hearing capabilities for the remote student. The speakers
on the robot facilitate the remote student’s speaking, whispering, and yelling (e.g., at lunch,
in the gym, assemblies) capabilities.

Microphone Array
RGB-D Camera
Display

Stereo Camera

Wide-Angle Camera

Figure 7: HSR Placement of Cameras and Microphones
Source: Toyota Motor Corporation (Toyota 2015)

Mapping

The mobility of the HSR extends beyond traditional mobility features to include mapping of
the environment, autonomous navigation, and obstacle avoidance. The ROS library provides
support for autonomous path planning and navigation in a familiar environment. For this to
work, a spatial map of the environment where the robot is located must be created first. A

simultaneous localization and mapping (SLAM) procedure can be used first to create the

30



AHUMADA-NEWHART ET AL.: EVALUATION OF THE TOYOTA HSR

spatial map of the environment (Durrant-Whyte and Bailey 2006). By utilizing data from the
laser rangefinder built into the HSR, it is possible to simultaneously estimate a precise spatial
map of the environment and the robot’s 2D pose using laser-based SLAM methods, such as
Hector SLAM (Kohlbrecher et al. 2013). When a spatial goal is presented to the ROS
autonomous navigation module, the prebuilt map and current pose of the robot are utilized
to estimate an efficient trajectory to the goal location while avoiding obstacles (Figure 8).
Routines for navigating to a location on the map in Figure 4(b) can be found in
map_navigation.py and, in particular, the function go_to_mapXY() handles moving the HSR
to a location clicked on the map with the mouse. The following pseudocode describes the
algorithms for moving the HSR to a location on the map.

function go to mapXY(target x, x offset, target y, y offset)
Adjust X,Y locations by desired offset

= target_x + x_ offset

= target y + y offset

OX

# Fill ROS message

goal = PoseStamped()

goal.header.stamp = time now ()

goal.header.frame id = "map"

goal.pose.position = Point(x, vy, 0)

quat = quaternion from euler (0, 0, atan2(target y - y, target x -
X))

goal.pose.orientation = Quaternion (*quat)

# Publish ROS message
goal pub.publish(goal)

Figure 8: ROS (Robot Operating System)
Source: Toyota Motor Corporation (Toyota 2015)

The algorithm allows a target X and target Y location to be specified, along with an offset
that accounts for the desired positioning of the HSR base. The X, Y coordinates are translated
into quaternion coordinates, which are then published as the goal coordinates for navigation.
Actual navigation is handled by the internal ROS autonomous navigation module.
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Obstacle Avoidance

HSR features an inertial measurement unit (IMU) to calculate acceleration and rotation
during movement and a laser rangefinder to measure the distance to obstacles. These sensors
are important for navigation and obstacle avoidance. During navigation, the current pose is
constantly updated using SLAM and IMU data and trajectories are recalculated when new
obstacles are presented. Furthermore, the ROS autonomous navigation module enables
dynamic obstacle avoidance in real time by using the depth cloud from the RGB-D sensor
mounted on the HSR. In a classroom scenario with dense occupancy, remote robot
navigation can be limiting, particularly during group activities. Autonomous navigation and
dynamic obstacle avoidance allow remote children to smoothly and securely navigate the
robot between places while participating in classroom activities. Safety was a priority for the
Toyota HSR design. Thus, obstacle avoidance is a built-in feature of the ROS movement
libraries designed for the HSR. Commands to move the robot or arm can be interrupted by
low-level controllers that attempt to move around obstacles or pause until the obstacle moves
out of the way. Once obstacles clear, the HSR continues to its desired position.

Safety Features

HSR comes with built-in safety features using additional sensors, such as a bumper sensor to
detect any contact with other objects and a magnetic sensor to avoid no-entry zones marked
with magnetic tapes, and a hand-held STOP button (Figure 9). The HSR GUI allows the
remote student to autonomously drive the robot to any location in the classroom while
avoiding moving obstacles on the way. The feature takes advantage of the autonomous
navigation module of ROS. A spatial map containing static structure of the classroom,
depicted in Figure 4(b), is built using Hector SLAM (Kohlbrecher et al. 2013). The white
region on the map shows the open space in the classroom where autonomous navigation is
allowed without colliding with other objects. When the user clicks at any pixel within the
white region, the pixel is mapped to the target location in the classroom using the map. The
current robot location and the target location are sent to the ROS navigation module, which
finds a valid trajectory to get to the target location avoiding static obstacles and autonomously
drive the robot. If obstacles are encountered on the planned route, which are captured by the
RGB-D camera or the laser scanner, the robot stops and finds an alternate trajectory to get to
the target within the open space and restart the navigation. The autonomous navigation

process continues until the robot arrives at the destination or a new target location is clicked.
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Figure 9: Safety Feature—Obstacle Avoidance Sensors; Magnetic Tape Barriers; Hand-Held STOP Button
Source: Toyota Motor Corporation (Toyota 2015)

Although caution must be taken during operation, as with any other robot of its size,
HSR is a relatively safe robot to operate in a classroom-like environment. When the HSR
body comes in direct contact with an object, the bumper sensor detects the collision and the
system goes to inactive state. Also, it is possible to mark danger zones that the robot should
avoid, such as stairs or doorways, by marking them with magnetic tapes. The magnetic sensor
at the base detects any touches with such tapes, sending HSR into inactive state. Furthermore,
a hand-held wireless stop button is provided for local interactants to stop HSR immediately.

HSR must always operate within the range of the wireless stop button to remain active.

Methodology
Study Design

Our study design consisted of cross-case analyses between all participants to evaluate the
effectiveness of traditional telerobot features for learning and an exploratory, within-subject
study to measure the value of three novel features: (1) pan-tilt movement of the camera, (2)
mapping/semiautonomous navigation, and (3) arm movement and manipulation. Our study
participants were children, aides, or administrators who used commercially available
telerobots to attend, or assist, children in traditional, in-person public schools. These
participants piloted the use of the HSR in our simulated in-person classroom environment.
Data were collected through informal interviews, online surveys, and field notes.

Control Condition

In order to participate in the study, a participant must have used a commercially available
telerobot at school for a minimum of two weeks. All participants used a Double2 or VGo
robot. At the time of our study, neither model of these robots had a pan-tilt camera,
mapping/autonomous navigation, or arm/hand hardware. In our study, participants were
asked about their experiences with their robot’s design features that allowed for vision,
hearing/speaking, and mobility.
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Experimental Condition

To compare vision, audio, and mobility capabilities of their VGo or Double2 robot to the
HSR, participants engaged in a robot-mediated language lesson that included activities to
explore basic and novel robot features and then answered questions on our online survey. To
evaluate the novel features of the HSR, the robot-mediated language lesson also included
exploration of the following features: pan-tilt camera, autonomous navigation, and robot
arm/hand features. Participants answered questions on our online survey regarding these
features but did not compare these features to other robots as they were not available on other
robot models. Instead, survey questions on these features focused on the usability and
perceived benefit of having these features on a robot.

A link to our survey was emailed to participants shortly after each lab session. On the
survey, participants rated the following topics: introductory materials, vision, hearing,
mobility, vision, autonomous navigation, arm/hand hardware. Responses used a on a scale of
1 (Excellent) to 5 (Terrible), or (0) Not Applicable (Table 1). All participants completed the
robot-mediated language lesson and online survey.

Table 1: Survey Response Values and Descriptions

Value Rating Description

1 EXCELLENT | Same as being there in person
2 GOOD Minor issues but didn't disrupt the experience
3 AVERAGE Some issues but easily managed on my own
4 POOR Many issues, not able to work around it every time, needed assistance
5 TERRIBLE Major issues, disrupted the experience many times
0 NA Did not use this feature

Hypotheses

We formulated the following hypotheses and used them as the basis to design our study’s
framework encompassing the various features and analytical parameters which we considered
crucial to achieving our study goals and objectives:

*  Hypothesis 1: The pan-tilt camera would significantly improve user experience by
allowing participants to move only the robot head without moving the body.

This hypothesis was based on an earlier work that identified student and teacher need for the
remote student to remain stationary (i.e., sitting) during instruction with the ability to move
the head when needed, similar to local classmates (Ahumada-Newhart and Olson 2019).

Pan

Both students and teachers complained of noise, distraction, and slowness when having to
move the entire robot body to look to the left and right.
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Tilt

While the VGo does have a camera with a tilt feature, the Double2 robot does not. Both students
and teachers complained that (when operating a Double2) to view papers on a desk, the student
had to move away from the desk as the camera was at a set height and could not look down.
Traditionally, in-person students move toward the desk to view objects on the desk. Moving away
from the desk is counterintuitive to how students typically move to view objects on a desk.

»  Hypothesis 2: The navigation feature would reduce cognitive load on participants and
facilitate learning course content and interacting with their teacher and classmates.

Our rationale for this hypothesis is based on earlier work that identified student struggles to
“walk” and engage in conversation with peers. Participants felt that they could not do both
at the same time as controlling the mobility of the robot took much concentration. One
student reported that he had to stop “walking” to say “hi” or talk to classmates.

»  Hypothesis 3: The arm/hand hardware would create increased levels of engagement

and expression.

This expectation was also borne out of earlier research that identified student needs to “raise
their hand” similar to what other students in the classroom did to gain attention (Ahumada-
Newhart and Olson 2019). Earlier work also reported that some students who use a VGo
robot blink their lights to gain attention, and students who use a VGo may raise the entire
head or call out. Even with these options, students still expressed a desire for “raising their
hand,” as they felt teachers did not always see the light (VGo) or notice the raising of the
entire head (Double2) (Ahumada-Newhart and Olson 2019).

Study Interaction

Our study was centered on a robot-mediated introductory language lesson. A member of our
team, an experienced Spanish instructor, created a 20- to 30-minute introductory lesson that
allowed for basic alphabet and vocabulary exercises to explore the above-mentioned features of
the HSR. The Spanish language lesson was similar to a validated elementary school Spanish lesson
that was designed for in-person instruction in a traditional public school. As study participants
were members of traditional classrooms, and neither parents nor children requested any learning
accommodations, the language lesson was not modified for learning differences. Specific
variations between the validated, in-person lesson and the robot-mediated lesson were: shortened
instruction time, student was remote and participated via the telepresence robot, and “classmates”

in the lab consisted of one to two in-person members of the study team.
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Participants
Recruitment

Participants were recruited via a printed or digital flyer that was distributed to parents and
aides through district-approved methods. The flyer informed potential participants of our
study and the technologies we would be exploring. After our district partners confirmed
parent consent and child assent to share their contact information with the research team, a
member of our research team contacted the parent or aide of the remote child to schedule a
time to access the HSR and participate in a robot-mediated 20- to 30-minute Spanish lesson.
Participants had experienced being remote learners and using a robot to attend school in
grades K-12 or were aides for children who were remote learners but, due to physical
limitations, could not drive the robot for themselves. Student participants ranged in age from
10 to 18 years, and adults did not provide their age but were certified school aides or
administrators. We did not restrict the number of participants. However, as our study was
completely voluntary, conducted outside of school time (during the academic year), and
participants were located across the US in different time zones, our sample was small with a
total of just nine participants. Six participants were female and three were male (Table 2).

Table 2: Participants

Participants (N = 9)
Children: Grades 5-8 n=2
Children: Grades 9-12 n=2
Adults (aides/administrators) n=35
Model of Robot Used for School Attendance
Double2 Users 6
VGo Users 3

Informed Consent

All participants were provided with study information sheets approved by our university
institutional review board (IRB) and local school district external research approval boards.
Study information sheets were read aloud by the interviewer before each study, and ample time
was provided for questions about the study. Child participants received parental consent and
gave verbal assent before the study was conducted. Participants were made aware that they
could withdraw from the study at any time and did not have to complete the entire study.

Procedure

Our team selected a language lesson as an ideal setting for comparison of the traditional
telerobot features and evaluation of the HSR’s novel features. The robot-mediated language
lesson presented new words and concepts for all participants, as none of the participants had
taken Spanish classes prior to our study.
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TeamViewer and Google Hangouts

Participants were emailed links to instructional videos after they scheduled their session in
the lab. A 2-minute video provided instructions on how to connect to the HSR, and a 6-
minute video provided instructions on how to control the HSR through the GUI. In addition,
participants received written instructions via email on the applications (apps) needed to
access the HSR (i.e., Google Hangouts, TeamViewer) and how to operate these apps for their
session. Participants were asked to view the video or read the instructions before logging into
the HSR. The security and online safety of the participants were considered in selecting
TeamViewer as the control interface, as it has strong security levels where data are transferred
exclusively via secure data channels. TeamViewer includes end-to-end encryption based on
RSA (4,096 bits) and AES (256 bits) (Murphy 2016). Google Hangouts was selected for the
audio/video communications, as it transmits both audio and video but does not store any
audio/video communications. In addition, data are encrypted both in-transit and at-rest on
the Google Hangouts platform (Google 2022; Bolton 2013).

Script

Our team also developed a script for the language lesson that incorporated all five feature
areas—audio, visual, mobility, pan-tilt camera, autonomous navigation, and arm/hand
hardware. This script underwent iterative refinement after each participant for improved flow
of activities, but the activities and interactions remained consistent across all participants.

Setting

This study was conducted in a simulated classroom we constructed in our lab. The room had
a teacher’s desk, four student desks, and visuals on the walls. During study sessions, two to
four members of the research team were present. One researcher led robot-mediated language
lessons in Spanish, one researcher monitored the remote participants’ activities via the shared
screen on TeamViewer, and two researchers participated as classmates during the lesson.

Robot Training

Once remote participants had successfully logged in via both Google Hangouts and
TeamViewer to control the HSR, the research team introduced themselves and reviewed
controlling the HSR movement using the arrow keys similar to both the VGo and Double2.
After participants demonstrated capability in moving, participants were directed to a full-
length mirror to gain awareness of their presence on the HSR. We discovered mixed findings
with mirror use for telepresence robot users (Takayama and Harris 2013). However, we
observed that with experienced users who had not physically seen the HSR before, the use of
a mirror helped them understand how the HSR functioned. From the mirror, the participant
was asked to turn around and face an eye chart for a vision test. After successful navigation of
the basic vision, audio, and mobility features, participants were then instructed on the
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autonomous navigation feature. Once participants had successfully navigated around the

classroom, the lead researcher began the Spanish lesson.
Language Lesson

Sessions in our lab, including the Spanish lesson, followed a written script for consistency
across all sessions. In the Spanish lesson, the names of five fruits were written on the dry-erase
board, and these same fruits were present on the “teachers” desk (albeit in artificial, plastic
forms). To explore the participants’ ability to hear and speak, the researcher said the names
of the fruit aloud in Spanish and the participant repeated the names of the fruit aloud while
reading the words on the dry-erase board. Once participants could repeat the names of the
fruits and identify the fruits, they were asked if they would like to try the arm/hand hardware.
A researcher instructed them on how to operate the arm/hand feature, and once participants
were comfortable, the lesson moved forward to assessment.

The five pieces of plastic fruit were placed on the teacher’s desk approximately 6 in. apart.
Each piece of fruit was represented in the earlier portion of the lesson. Participants were asked
to use the click-at-target feature to point to their favorite fruit, and “classmates” had to guess
which fruit they selected. After mastering “pointing” to the fruit, participants were asked to
grasp the fruit. Once the fruit had been successfully grasped, the participants were asked to
carry and deliver the fruit to a classmate.

Evaluation of Traditional Telerobot Capabilities

Participants in our study did not report any identified vision or auditory difficulties prior to
participation in our study. However, we tested for vision and hearing before each session to
ensure that participants’ robot-mediated capabilities would meet expectations for a
traditional student in a classroom. Student challenges with in-person mobility were also not
reported and did not play a role in our evaluation of robot-mediated mobility features.

Vision

Vision and hearing were tested first to ensure that participants would be able to participate
visually without technical barriers. A Snellen eye chart and standard testing procedures (i.e.,
standing distance from the chart) were used to test the remote child’s vision via the robot.
Participants were asked to read the top letter of the eye chart and work their way down the
chart until they were not able to read the eye chart letters clearly. Participants were then asked
to move the robot closer to the chart until they could read the line for 20/20 vision. To gauge
the quality of vision for viewing objects outside the classroom, participants were asked to
look outside the window in our lab and describe what they saw. Our lab is on the second
floor, and participants had potential views of trees next to the building, buildings across the
street, and, weather permitting, mountains in the distance. To gauge the quality of vision
during instruction, participants were also asked to view Spanish alphabet flashcards above a
dry-erase board and writing on the dry-erase board.
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Hearing

Hearing and speaking were tested through the replication of sounds necessary when learning
the names of fruits in a new language. Hearing was also tested by a researcher speaking
directly to the front of the robot and asking simple questions, such as “What is your name?
What kind of robot do you use at school?” Similar questions were then asked with the
researcher standing outside the robot’s field of view to the right and left of the robot to assess
hearing from different angles.

Mobility

Mobility was evaluated by asking the student to turn right, left, complete a full turn, move
toward the instructor, explore the classroom, then navigate manually toward a mirror so they
could see themselves. After the student was comfortable with their manual navigation, the
research team introduced the “click-at-target” navigation feature of the robot. Students used
this mobility feature to move toward the instructor’s desk, back to their desk, and navigate

toward other people in the classroom.
Evaluation of Novel HSR Capabilities

Camera/Pan-Tilt

As all participants were experienced drivers of telerobots, very little guidance on vision was
needed when they first logged on to the HSR. Participants already knew how to control robot
and/or camera movement with keyboard directional arrows or directional arrows on the user
interface. In our study, most of the guidance was provided on the pan-tilt feature of the HSR
“head” where the cameras are located. The ability to move the head independently of the
body was a novel experience for all participants. Participants were also instructed on how to

use the zoom capabilities of the camera.
Mapping/Semiautonomous Navigation

After testing for quality of vision and basic navigation (i.e., turning, looking around, moving
forward, raising/lowering body and arm), participants were then shown a physical map of
the room that matched the visual on their screen. They received brief instructions on how to
operate the autonomous navigation by clicking on the white areas of the map. Participants
were informed that the red dot represented their location within the map. Once the
participant mastered navigating the classroom using the digital map instead of the arrow

controls, participants were asked to achieve the following tasks:

= “Sit” alongside peers in the classroom facing the “teacher” and dry-erase board
*  Navigate to the teacher’s desk for one-on-one instruction

= Approach the board and read words

= Return to their desk
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Arm/Gripper Hardware

Once vision and mobility were explored, participants were asked if they would like to pilot the
arm/hand hardware. Once they assented to using this feature, instruction was given on how to
access and operate the arm/hand controls. Participants were asked to achieve the following tasks:

= Raise their hand

* Point at a piece of fruit

»  Pick up a piece of fruit

* Hold the piece of fruit while “walking”
= Deliver the fruit to a classmate

Measurement

We evaluated participant experiences using an online survey that was completed after each
session in our lab. To evaluate the effectiveness of the HSR and GUI, a survey was sent to
participants after their session. The survey questions asked participants to rate the HSR and
interface features on a scale of 1 (Excellent) to 5 (Terrible), or (0) Not Applicable. The survey
captured data on experiences with introductory materials for accessing and controlling the
robots, model of robot currently used in school, and evaluation of all traditional robot
features (Table 3) as well as the novel features of the HSR robot (Table 4). Our survey also
captured open-ended replies that allowed participants to describe how they imagined
students would use the HSR’s novel features on the robots that they currently use.

Table 3: Traditional Telerobot Features

Vision Hearing Mobility

Ability t bjects and le i
P £o see objects and people in Ability to hear the teacher Ability to move around the classroom
the classroom

Ability to see material on a dry- Ability to hear classmates Stability (never falling or crashing on its

erase board own)

Ability to look up and down using
the camera (VGo)

Ability to be heard Digital map feature to navigate the

classroom

Obstacle avoidance feature

Table 4: HSR Novel Features

Vision Arm/Gripper Hardware
Ability to look up and down using the camera Pointing
Ability to look left and right using the camera Grasping

Autonomous navigation

Raising hand to get attention

Getting to the teacher’s desk

Returning to your desk

Moving toward the mirror/window
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Results
Instructional Materials

Accessing and piloting the HSR was a new experience for all participants. We provided
instruction via two different methods—written instructions in pdf format and video
instructions. To evaluate the effectiveness of the introductory materials and application
software used to access the HSR, survey questions asked participants to rate these tools on a
scale of 1 (Excellent) to 5 (Terrible), or N/A (see Figure 10).

APPLICATION SOFTWARE AND
INSTRUCTIONAL MATERIALS FOR
ACCESSING HSR

TeamViewer 11%033% 33% 22%
Google Hangouts 11%) 449& L 33% 11%
Video Instructions 11%11%! . 67% L 11%
Written Instructions 11%, m 44% 11%

| Excellent ™ Good ® Average Poor m Terrible = N/A (did not use)

Figure 10: HSR Application Software and Instructional Materials

Video instructional materials were the most used and highly rated tool for accessing the HSR
with 67% of participants rating it as “Excellent.” In contrast, 33% participants rated written
materials as “Excellent” and 44% rated the written materials as “Good.” Both versions of
instructional materials received an “average” rating from 11% of participants. Based on these
findings, we believe it would be ideal for future studies to consider continuing to include
instructional materials in both formats to meet the needs of diverse learners and families.

Application Software

For the two applications used in our study, TeamViewer and Google Hangouts, participants
had marginally better experience with the Google Hangouts (44% “excellent”) compared to
33% “excellent” for TeamViewer. It is unclear if familiarity with Google products facilitated
the use of this application. However, 88% participants reported excellent, good, or average
experience with the applications and felt competent to control the HSR. Three participants

provided the following feedback for suggested improvements:

I think a short video tutorial on the user controls would be helpful.

Screenshots are REALLY helpful. I would include as many as possible.

The TeamViewer site was blocked by our firewall, so I had to find a different way to

access the download.
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Traditional Capabilities: Vision, Hearing, Mobility, Camera Mobility (HSR)

Figure 11 represents survey comparison of HSR and other robots (Double2 or VGo) used by
participants. The red line of the box plots denotes the median, the edges of the box are the
25th and 75th percentiles, the whiskers extend to the most extreme data points not to be
considered outliers, and outliers are plotted as red plusses.

Vision Hearing Mobility Camera Mobility

excefent - excefent - axceent -+ excellent -
! ! 1 1
i i i '
1 1 i '
I I ' '
! ! ' '
! ! ' 1
good - good + T od t T o0 —
'
' ' '

tarrible — terrible + b ——
HSR Beam|DoublevGo HSR Beam|DoublevGo HSR Beam|DoublevGa HSR Beam|DoublejvGo

Figure 11: Survey Comparison of HSR and Other Robots Used by Participants (Double2 or VGo)

Vision: How Well Participants Could See via the Robots

To evaluate the quality of vision on the HSR, we asked the participants to compare their
ability to see with the HSR versus other robots they use in the classroom. Participants were
asked how well they see (1) objects and people in the classroom and (2) material on a dry-
erase board. These two features were analyzed separately, as they are consistently available
features across all robots used by our participants. Participants reported the HSR’s vision was
slightly better than other robots that they have used (Figure 11 Vision; p < 0.06; one-tailed
Wilcoxon Rank-Sum Test). Four participants rated the HSR vision as “excellent” for ability
to see objects and people in the classroom, and two participants rated it “excellent” for ability
to see material on the dry-erase board. Six to seven participants rated the HSR as good or
excellent overall. Most Double2 and VGo users rated the vision on their robots as “good.”
One participant rated the robot as (0) not applicable. It is unclear if this response was an error
or if that participant did not use the camera on the robot.

Hearing: How Well Participants Could Hear Teacher and Others

We asked the participants to rate their ability to hear with the HSR versus other robots they
use in the classroom. Participants were asked how well they hear (1) the teacher and (2) others
in the classroom. Participants reported the HSR’s hearing was significantly better than other
robots they have used (Figure 11 Hearing; p < 0.02; one-tailed Wilcoxon Rank-Sum Test).
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HSR

Overall, 7 to 8 participants rated the HSR’s capabilities for hearing the teacher and classmates as
“excellent/good.” One participant rated the ability to hear the teacher as “poor” and others as
“terrible,” but, as these responses are from the same participant, it was unclear if this was an issue
with the microphones on the HSR or Wi-Fi issues with Google Hangouts during their session.

Double2/VGo

In contrast, only one Double2/VGo user provided an “excellent” response in one category of
hearing: hearing the teacher. Seven participants rated their ability to hear the teacher and
others as “good” or “average,” and one participant responded that their ability to hear others
was “poor.” One participant did not rate their hearing capabilities on their robot and their
response was recorded as a zero.

Mobility: How Well the Robot Navigated the School and Lab Environments

We asked the participants to rate how well the HSR moved around the classroom compared
to other robots they use in the classroom. They were asked to rate the robot’s (1) ability to
move, (2) stability, and (3) ability to avoid obstacles. They reported the HSR’s mobility was
significantly better than other robots they have used (Figure 11 Mobility; p < 0.03; one-tailed
Wilcoxon Rank-Sum Test).

HSR

Out of nine participants (N = 9), seven participants rated the HSR’s capability to move about
the classroom as “excellent” or “good” with one “average” and one “poor” response. Seven
participants felt the stability on the HSR was “excellent” with two participants describing the
stability as “good.” Obstacle avoidance on the HSR was viewed as mostly excellent, good, or
average with just one response rating it as “poor.” One participant did not feel they used this
feature. However, the obstacle avoidance feature was in use during all lab sessions.

Double2/VGo

In contrast, for the Double2/VGo mobility, there were no “excellent” responses, but seven
participants rated them as “good” and one rating it “average,” and there were no responses
ranking it as “poor.” For the Double2/VGo stability, participants’ ratings were as follows—
excellent (2) and good (2) with most participants feeling it was “average” (4). One participant
did not answer this question, and their response was recorded as a zero. For obstacle
avoidance, three participants were VGo users and able to respond about obstacle avoidance
on their school robot. They rated the obstacle avoidance as “good” (2) and “average” (1). One
participant rated the Double2’s obstacle avoidance as “poor”; perhaps, they did so because
Double2 did not have this feature.

43



THE INTERNATIONAL JOURNAL OF TECHNOLOGY, KNOWLEDGE, AND SOCIETY

Camera Mobility

Comparison of camera mobility was limited to the VGo, as it has tilt (but no pan) camera
capabilities. The Double2 robot does not have any camera pan-tilt capabilities. The HSR has
a head that moves independently for full pan-tilt capabilities of the camera. We asked
participants to evaluate the HSR’s pan-tilt “head” with camera. Participants were asked to
rate the robot’s ability to look (1) up and down and (2) left and right.

HSR and VGo

Participants reported the HSR’s head/camera mobility was significantly better than other robots
they have used (Figure 11, Camera Mobility; p < 0.00001; one-tailed Wilcoxon Rank-Sum Test).

HSR Novel Features: Manipulation and Autonomous Navigation

Unlike other robots used in the classroom by participants, the HSR has an arm and a hand that
act as a gripper. During the HSR experiments, participants were asked to locate and retrieve items
with the HSR. Participants seemed to value this capability with the median survey response being
“good” (Figure 12, Manipulation). The HSR is also capable of autonomous navigation. During
the HSR experiments, participants clicked on a map of the classroom to move to different
locations (teacher’s desk, window, whiteboard, etc.). Most of the participants ranked the
navigation capability to be “good” or “excellent” (Figure 12, Navigation). They did not compare
these features to the robots they used to attend virtual classes because, at the time of this study,
these features were not available on any commercially available robots.

In the following, we detail survey responses to perceived usability and value of these
features. Figure 12 represents survey responses for HSR’s arm and gripper (Manipulation)
and for HSR’s autonomous navigation (Navigation). These features were unique to the HSR.
The red line of the box plots denotes the median, the edges of the box are the 25th and 75th
percentiles, the whiskers extend to the most extreme data points not to be considered outliers,
and outliers are plotted as red plusses.

HSR Manipulation and Autonomous Navigation

excellent

good

avg —t
1
1
1
1
poer R —
terrible — L
Manipulation Navigation

Figure 12: Survey Responses for HSR’s Arm and Gripper (Manipulation) and for HSR’s Autonomous Navigation
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Discussion

The results of our study and online survey allow us to evaluate both traditional and novel features
of HSR for social interaction and learning. In addition, these findings allowed us to evaluate the
implications of these features for future assistive robotics and telepresence research.

Hypothesis 1 was supported by our study results. Most participants felt the pan-tilt
camera significantly improved the user experience by allowing participants to move only the
robot head without moving the body. When asked, “Are there any features of the HSR that
you feel are an improvement over other robots used to attend school?” Three participants

mentioned the vision/pan-tilt feature and provided the following feedback:

Having a hand to use, vision, and moving around.
The hand, head movement.

The robot was much more stable than the Double I used, the robot’s ability to tilt its
“head” up and down would be very useful for school settings, especially interaction
with others, and the map function allowed for me to have a concept of the robot in
the actual classroom space.

Hypothesis 2 was not supported by study results, although most participants rated navigation as
“good” or “excellent” (see Figure 12). Because of the present study’s design, we were not able to
gauge reduction in cognitive load that, in turn, would facilitate ease of learning and interacting
with teachers and classmates. However, we were able to evaluate experiences in our lab and
perceived value of this feature. When asked, “If your school robot had auto-navigation, for what
do you think students could use it?” Four participants provided the following feedback:

Adaptive movement for students with disabilities or injuries preventing them from

traditional controls.

To get around places without having to keep pressing the arrow keys and accidently
bumping into things.

Moving around the classroom; moving into position to play games like this or that—
or 4 corners; moving quickly to a location in the classroom.

It would be useful to be able to get from classroom to classroom or to a corner of a
classroom for something like a group assignment.

Hypothesis 3 was supported by study results. The arm/hand hardware created increased levels
of engagement and expression for most participants. Seven out of eight participants rated this
feature as “excellent or good” for pointing at objects in the classroom, eight out of nine
participants rated this feature as “excellent or good” for grasping objects, and six out of seven
rated this feature as “excellent or good” for raising their hand to gain attention. When asked,
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“If your school robot had a hand, for what do you think students could use i?” Four
participants provided the following feedback:

Labs, manipulative objects in lessons, interactions with a smart board.
Pressing elevator button, picking things up, throwing things, raising hand.

If the school robot had a hand, the elevator could be accessed and the student would
then be able to access all of their classes.

Other than raising your hand, I have no idea.
Strengths and Limitations

Our study makes the following contributions to the interdisciplinary fields of human-robot
interaction and child-robot interaction: (1) a child-centered study that allows for evaluation
of novel robot features within the social contexts of learning, (2) empirical data on user
experience of novel features not typically found on commercially available telerobots (i.e.,
pan-tilt, autonomous navigation, and arm/hand hardware) by real-world users, and (3)
technological development of a custom user interface, as shown by our HSR GUI. Our work
encompasses best practices commonly used in learning contexts such as providing
introductory materials in multiple formats (Erwin and Guintini 2000) and creating an
environment that reacts in a way familiar to the user (Biocca, Harms, and Burgoon 2003) to
afford a sense of autonomy and competence (Ryan and Deci 2002). Our research team
provided introductory instructional materials in both written and video formats to prepare
participants for operating a telerobot prototype they had never seen in person. Another
strength of our study was the use of real-world users to evaluate the features of the HSR.
Because of their daily experiences using other telerobots, our participants were able to easily
navigate the traditional features of vision, audio, and mobility before exploring the novel
features. Our study design and results can inform industry partners and robot designers on
study methods to incorporate and evaluate the efficacy of additional features, including the
ones addressed in this article, in the design and development of robots in future. Our study
can also inform future users and consumers on the perceived value of these features to
accomplish desired robot-mediated tasks in learning environments.

A limitation of our study is its small sample of participants. Remote children who use
robots to attend school not only have to attend or pursue traditional school, home, and
community activities, similar to their peers, but also have to handle the burden of additional
tasks, such as the need to function routinely despite the challenges associated with their medical
conditions, and other tasks such as meeting doctor’s appointments. Due to these activities and
limited participant pool, scheduling additional sessions was a challenge. Another limitation of
our study is that though our participants were real-world users, they did not pilot the HSR in a

real-world classroom or have robot-mediated interactions with other children. Every effort was
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made to physically simulate a classroom environment, but, due to IRB restrictions, the
“classmates” in our study were few and consisted of adult members of our research team.
During our study, some participants struggled with accessing Google Hangouts or TeamViewer
on their home devices. Future studies should include testing of applications before the lab
sessions, as much time was spent on troubleshooting these issues.

Conclusions and Future Work

Our study encompassed an interdisciplinary effort to evaluate telerobot design features for
the remote child population. We designed a child-centered study that allowed for evaluation
of novel robot features within the social contexts of learning and provided empirical data on
user experience of the HSR’s novel features (i.e., pan-tilt, autonomous navigation, and
arm/hand hardware) by real-world users. In addition, our team designed and deployed a
custom user interface—the CARL-SR GUI to facilitate navigation of these novel features. Our
study results indicate that the HSR’s novel features are promising for improving the robot-
mediated virtual inclusion of remote children in traditional schools. Participants reported
positive feedback for the pan-tilt feature, autonomous navigation, and arm/hand hardware.
Future work exploring these features in real-world classrooms by real-world users will allow
for future exploration on the efficacy of these features.
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