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ABSTRACT

Summarizing text-rich documents has been long studied in the liter-
ature, but most of the existing efforts have been made to summarize
a static and predefined multi-document set. With the rapid develop-
ment of online platforms for generating and distributing text-rich
documents, there arises an urgent need for continuously summariz-
ing dynamically evolving multi-document sets where the composi-
tion of documents and sets is changing over time. This is especially
challenging as the summarization should be not only effective in in-
corporating relevant, novel, and distinctive information from each
concurrent multi-document set, but also efficient in serving online
applications. In this work, we propose a new summarization prob-
lem, Evolving Multi-Document sets stream Summarization (EMDS),
and introduce a novel unsupervised algorithm PDSum with the idea
of prototype-driven continuous summarization. PDSum builds a
lightweight prototype of each multi-document set and exploits it to
adapt to new documents while preserving accumulated knowledge
from previous documents. To update new summaries, the most
representative sentences for each multi-document set are extracted
by measuring their similarities to the prototypes. A thorough eval-
uation with real multi-document sets streams demonstrates that
PDSum outperforms state-of-the-art unsupervised multi-document
summarization algorithms in EMDS in terms of relevance, novelty,
and distinctiveness and is also robust to various evaluation settings.
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Figure 1: An example of continuous summarization of evolv-
ing multi-document sets stream (best viewed in color).

1 INTRODUCTION

The rapid development of web-based platforms and digital jour-
nalism leads to abundant text-rich content generated in real-time
such as news articles, blog posts, online reviews, and scientific arti-
cles [8, 14, 18]. As the scale and speed of the generated document
streams are overwhelming, it is not feasible for people to digest
all the documents of interest by themselves. There have been long-
standing efforts devoted to transforming such text-rich documents
into a brief and concise summary. Existing studies assume docu-
ments of interest (e.g., articles of a news story) are given and return
summaries with an abstractive or extractive approach [2, 8, 28].
The recent large-scale language models have further improved the
quality of automatic summarization [28, 47, 55].

The existing studies, however, are not sufficient to meet emerg-
ing practical needs for summarization, as they typically target a
fixed document set of a single interest. In practice, it is common for
people to have multiple interests together and stay up-to-date on
each interest concurrently [7, 39, 53]. Likewise, a user may track
multiple document sets of different interests and expect their up-to-
date summaries, while the user’s interests and the corresponding
documents change over time. We refer to the summarization task
in this dynamic scenario as Evolving Multi-Document Sets Stream
Summarization (EMDS).

Figure 1 illustrates an example scenario of EMDS. A user would
like to get the latest summaries of news stories about disasters
around the world at a certain time interval (e.g., every day). The
queries specifying particular news stories can be manually issued
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by the user or automatically provided by an application. For in-
stance, at Ty, news articles about Storm Talas, Typhoon Noru, and
Hurricane Ian are published. The related articles arrive at varying
rates as news stories emerge, continue, and expire. By continuously
providing the latest summaries for each news story, the user can
easily stay up-to-date with recent news stories of interest. These
summaries can be utilized in various downstream tasks such as
news curation, event detection, and topic mining [16, 20, 21, 52].

Despite the practicality and benefits of EMDS, there are unique
challenges in EMDS that limit the adoption of existing studies.

(1) The summarization should consider documents-, sets- and time-
aware themes comprehensively. For instance, in Figure 1, the sum-
mary for the story (i.e., set) Storm Talas at T, should be relevant
to the current articles (i.e., documents) in the story at Tz, novel to
the previous articles in the story at T, and distinctive from the
articles in the other stories. Existing methods typically focus on
the relevance of a summary to a target document set but do not
consider its novelty compared with the previous documents and/or
its distinctiveness to the other sets of documents.

(2) The summarization should be conducted with single-pass pro-
cessing without access to previous documents. As it is not feasible
for online applications to store continuous and unbounded data
streams, streaming algorithms typically adopt single-pass process-
ing of data streams for efficiency [7, 50, 51]. Similarly in EMDS,
once news summaries are derived from the latest document sets, it
is more practical to discard them immediately. This makes it more
difficult for existing methods to keep track of relevant, novel, and
distinctive themes of evolving multi-document sets.

To fill this gap, we propose a novel unsupervised summarization
method, PDSum (Prototype-Driven continuous Summarization
for evolving multi-document sets stream), targetting the newly
introduced EMDS task. PDSum builds lightweight prototypes for
multi-document sets to embed and summarize new documents over
evolving multi-document sets stream. The set prototypes incorpo-
rate the unique symbolic and semantic themes of each set and are
continuously updated to be distinctive from one another through
a contrastive learning objective. Then, in every temporal context,
new summaries for each set are derived by extracting the repre-
sentative sentences in the set prioritized by their symbolic and
semantic similarities to the corresponding set prototype. In the
meantime, accumulated knowledge distillation regularizes the set
prototypes to control the balance between the consistent relevance
and the novelty of summaries over time.

In summary, the main contributions of this work are as follows:

e We introduce a new summarization problem EMDS (evolv-
ing multi-document sets stream summarization), which is more
suitable for dynamic online scenarios than existing summariza-
tion tasks and thus is expected to bring huge benefits to users
and relevant online applications.

e We propose a novel method PDSum designed for EMDS, ex-
ploiting lightweight set prototypes learned through contrastive
learning with accumulated knowledge distillation. The source
code is available at https://github.com/cliveyn/PDSum.

o In experiments with real benchmark datasets, PDSum shows the
state-of-the-art performance compared with existing meth-
ods in the comprehensive evaluation with relevance, novelty,
and distinctiveness measures specifically designed for EMDS.
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Table 1: A comparison of the proposed summarization task
(EMDS) with existing summarization tasks

Multi-doc  Multi-set  Streaming docs  Evolving sets

SDS X X X X
MDS @) X X X
QFS o X X X
TLS [} X X X
RTS ] X [©) X
EMDS @) @) ) o

2 RELATED WORK

Text summarization has been actively studied in recent decades [2,
8, 28]. We briefly introduce existing relevant summarization tasks,
compared with EMDS in Table 1, and the representative approaches.

2.1 Sigle/multi-document summarization

Single document summarization (SDS) and multi-document sum-
marization (MDS) are the most popular summarization tasks, where
the former assumes a single document as input while the latter as-
sumes a set of documents of a certain interest (e.g., topic, query, or
theme). Typical SDS and MDS methods can be classified as abstrac-
tive or extractive approaches, depending on how the summaries are
derived, or as supervised or unsupervised approaches, depending
on the use of reference (gold) summaries for model training.

Various approaches for SDS and MDS have been studied in
the literature. Centroid-based methods [13, 35, 38] are one of the
widely used approaches that cluster input documents and pick
the most central sentences as a summary. Graph-based methods
embed documents in a graph structure [9, 32, 57, 59]. A popular
method LexRank [9] constructs a graph by connecting sentences
based on their similarities and applies PageRank [34] to extract the
most salience sentences. An unsupervised method SummPip [57]
with graph clustering and compression techniques shows com-
parable performances with supervised methods. Recently, deep
neural network (DNN)-based methods have been actively pro-
posed [28], where deep reinforcement learning [29], semantic text
matching [58], hierarchical transformer [26], or graph neural net-
work [23, 45, 46] are used, to name a few. While most existing DNN-
based methods adopt supervised training with reference summaries,
Zhang et al. [55] proposed a self-supervised approach with the Gap
Sentence Generation objective. PRIMERA [47] further improves the
self-supervision by using the Entity Pyramid for masking sentences
and provides state-of-the-art pretrained MDS models.

Nevertheless, the existing work for SDS and MDS inherently
considers a static and single set of documents for summarization,
which fall too short for continuous summarization of streaming
documents from evolving sets in EMDS. Moreover, some super-
vised methods require reference summaries which are not readily
available in an online scenario.

Another related line of work centers on query-focused summa-
rization (QFS) [5, 42-44, 48]. QFS aims to summarize a fixed set of
documents with respect to a user-specified query (e.g., questions,
entities, or keywords). On the other hand, our EMDS task focuses
on summarizing multiple document sets of different interests that
are evolving over time. The summaries in our task should also take
into account its distinctiveness to other sets of documents and its
novelty to past documents.
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Figure 2: An illustration of the EMDS task.
2.2 Timeline/real-time summarization

Other relevant tasks are timeline summarization (TLS) and real-
time summarization (RTS). TLS generates a timeline of events from
a given set of documents on a particular topic, by typically con-
ducting two individual subtasks: date selection and date summa-
rization [15]. Graph-based [4, 22], time-event memory-based [6], or
affinity propagation-based approaches [54] have been introduced
for TLS. While most of them derive a single timeline from a single
document set, a recent work [54] generates multiple timelines with
different topics. While they are retrospective methods for deriving
the complete timeline(s) from given documents, EMDS requires
continuous updates of summaries from evolving document sets.

RTS [25] (and similar tasks such as temporal summarization [3],
update summarization [31], stream summarization [12]) aims to
summarize new documents from document streams considering
their relevance, redundancy, and timeliness [28]. Some of the exist-
ing studies model the task as a sequential decision-making problem
and apply deep reinforcement learning [40, 49]. Others represent
documents in an information network and apply variants of PageR-
ank [12]. However, their summarization goals are much simpler,
predicting a predefined relevance labels (e.g., ‘not relevant’, ‘rele-
vant’, or ‘highly relevant’) for documents or sentences stream [3,
12, 40, 49] retrieved with a single and static query [31, 40, 49]. Thus,
they are not directly applicable to EMDS.

3 PROBLEM SETTING

Let a document d = [sq,s2,.. -,Sldl] be a set of sentences s and a
multi-document set (or simply set) D = [dy,da, . ..,d|p|] be a set
of documents under a certain interest (e.g., topic, story, or theme).
Then, Definition 3.1 formally introduces an evolving multi-document
sets stream considered in this work.

Definition 3.1. (EVOLVING MULTI-DOCUMENT SETS STREAM)
An evolving multi-document sets stream D = {D;} is composed of
unbounded multi-document sets D; of documents d’. The compo-
sition of sets and corresponding documents in D is continuously
changing over time as new documents arrive in new (or existing)
sets. A temporal context (or simply context) T indicates a certain
temporal scope of interest in O. Then, DT = {DiT} represents the
sets and corresponding documents arrived at T.

A typical example of evolving multi-document sets stream is
a stream of news stories curated by news applications. If a user
subscribes to certain categories or topics, news articles (documents)
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Table 2: Notations frequently used in this paper.

Notation  Description

D an evolving multi-document sets stream
s,d,D a sentence, a document, a multi-document set,
S, S a set summary, a collection of set summaries

p,P,P  aphrase, set phrases, a collection of set phrases
R, R a set prototype, a collection of set prototypes
T a context for summarization
Y a distillation ratio

in the relevant news stories (sets) are continuously delivered. Then,
the user wants to continuously get new summaries for each ongoing
story in every latest context (e.g., every day) of the evolving news
stories stream. Definition 3.2 formalizes the summarization task
proposed in this work and Figure 2 illustrates it.

Definition 3.2. (EVOLVING MULTI-DOCUMENT SETS STREAM
SummaRr1zAaTION (EMDS)) From evolving multi-document sets
stream D, for DT in every latest context T, a goal of EMDS is to
derive new set summaries ST = {SlT} for each set DiT € DT, where
DT is discarded after being summarized.

Please note that EMDS naturally follows an unsupervised ap-
proach since obtaining reference summaries for multiple sets in
different contexts is prohibitively expensive in a streaming setting.
In this work, we adopt an extractive summarization approach and
select representative sentences in each set as a summary. An ab-
stractive approach may cause the hallucination problem [30], which
could be more critical when summarizing dynamic and diverse
themes of evolving multi-document sets stream. Table 2 summa-
rizes the notations frequently used in this paper.

4 METHODOLOGY
4.1 Overview

4.1.1 Main Idea. A common goal of summarization is to identify
a shared theme of documents and derive a concise and informative
summary that best describes the theme. Additionally in EMDS, the
theme and summary identification should keep up with the evolving
contexts of multi-document sets streams; the theme incorporated
in a new summary should be not only relevant to the target set but
also be novel compared with previous summaries and distinctive
from other sets. These goals also need to be achieved efficiently
without accessing previous documents.

To this end, we build a lightweight data structure, called set
prototype, to manage the lifelong theme of a set accumulated over
time and use it for efficient and effective continuous summarization.
Following the example scenario in Figure 1, we illustrate the idea
of prototype-driven continuous summarization in Figure 3.
(1) First, we identify the symbolic theme and the semantic theme of
a set given concurrent sets; the former is obtained by identifying top
phrases included in documents in each set (i.e., set phrases), while
the latter is obtained by representing documents in an embedding
space. The two themes complement each other in clarifying unique
themes of sets in the current context. For instance, at T in Figure
3, the phrases ‘Talas’, ‘Japan’, and ‘Power outage’ can collectively
represent the symbolic theme of Storm Talas. Note that other
phrases such as ‘Die’, ‘Kill’, or ‘Approach’ may also be frequently
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Figure 3: Prototype-driven continuous summarization.

found in the concurrent sets and thus do not represent the unique
symbolic themes. These set phrases, however, are sparse and ex-
plicit features that can not fully reflect the implicit semantics of
documents (e.g., describing victims of disasters). On the other hand,
documents of a set represented in an embedding space (marked
in rectangles) reflect the semantic themes of the set with dense
and contextualized features. The document embeddings of different
sets, however, might be overlapped if the documents are written
with similar perspectives (e.g., describing evacuation processes for
different disasters).

(2) Thus, we build the prototype of a set by leveraging the two types
of themes together. Specifically, we consolidate them into set rep-
resentations (marked in stars in Figure 3) by averaging document
embeddings weighted by set phrases; the documents including
more highly-ranked set phrases contribute more to representing
the set prototype. Meanwhile, the embedding space is updated to
promote documents being closer to their set prototype while being
further from the other set prototypes. The embedding learning is
regularized through knowledge distillation by balancing the accu-
mulated set prototype (from previous documents) and the new set
prototype (from new documents), as shown at T3.

(3) Then, we identify set summaries as top sentences in each set
prioritized by their similarities to the set prototype. The prioritization
comprehensively considers the document-, sentence-, and phrase-
level similarities. As shown in Figure 3, the chosen summary of
Typhoon Noru at T; is relevant to the set but distinctive from the
concurrent sets, and the new summary at T3 conveys novel infor-
mation while keeping its relevance and distinctiveness.

4.1.2 Overall Procedure of PDSum. We systematically imple-
ment the prototype-driven continuous summarization through
PDSum, of which overall procedure is outlined in Algorithm 1
and illustrated in Figure 4. In every latest context T, the current sets
of documents are fed into three sequential components to get new
set summaries: (1) Phrase Ranker (Line 3) to identify set phrases, (2)
Prototype Encoder (Lines 4—7 and the upper right part of Figure 4)
to embed the documents and sets, and (3) Summary Identifier (Line
8 and the lower right part of Figure 4) to summarize the sets. Each
component is explained in detail in the following subsections.
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Algorithm 1: Overall Procedure of PDSum

Input: an evolving multi-document sets stream 9, a distillation
ratio y, the number e of epochs, the batch size b
Output: New summaries S in every context T
1 R, P « 0// Initialize set prototypes and set phrases.

2 for every multi-document sets DT at the latest context T in D do
/* Identifying set phrases (Section 4.2) */

3 P, PT — PRDT € DT)

/* Encoding documents and sets (Section 4.3) */

4 for each epoch in e do

5 R, RT — PE(DT € DT)

6 R — {yRi+ (1 - y)RT|R; € R,.RT € RT}

7 Update PE with 3, Lregcon(d € DIR) for | DT|/b itrs

/* Summarizing sets (Section 4.4) */
T T T

8 8" «SI(D; € D',y)

Report ST,

©

4.2 Phrase Ranker (PR)

For each input set, a phrase ranker finds the set phrases representing
its symbolic theme in the current context. The set phrases must be
found more frequently and uniquely in the set than in any other
concurrent set. While any existing phrase mining techniques [1, 17,
27] can be adopted, TFIDF [1] (default in PDSum) is a simple but
effective choice as it considers term frequencies as well as inverse
document frequencies (i.e., inverse set frequencies). By ranking the
salience of phrases in a set, the top-N phrases are selected to form
set phrases as follows.

Definition 4.1. (SET PHRASES) Given sets DT in T, set phrases
PiT of a set DiT € DT is obtained by a phrase ranker PR(-):

PR(D]) =B} = {(p},r]), (p3:73)s--» (Ph TR ) L where (1)
phrases pliC in DiT are ordered by their score rli (e.g., TFIDF scores).

Note that a collection PT = {PiT} of set phrases in T is continuously
added to the accumulated set phrases P for further use.

4.3 Prototype Encoder (PE)

The second component, prototype encoder, conducts two sub-steps.
First, it encodes the semantic theme of documents with a pretrained
language model and combines them with the identified set phrases
to derive set prototypes. Then, it updates the embedding space fur-
ther to make each set prototype more distinctive from one another
while being regularized by accumulated set prototypes.

4.3.1 Encoding Documents and Sets. PDSum first obtains ini-
tial sentence representations in each document by using a pre-
trained sentence encoder (e.g., sentence-BERT [36]). This sentence-
level initialization with a pretrained model is more effective and
efficient than learning from scratch since the pretrained model
has a more generalized embedding capability learned from a much
larger and diverse corpus. Furthermore, most sentences meet the
maximum input length of typical language models (e.g., 512 tokens).

However, the initialized sentence representations do not reflect
the mutual relationships between sentences inside a document since
they are embedded independently. Thus, PDSum further enhances
their inter-sentence contexts by fine-tuning them with a multi-head
self-attention mechanism [41] as follows.
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Figure 4: The overall procedure of PDSum.

Definition 4.2. (CONTEXTUALIZED SENTENCE) Given a docu-
ment dj, the contextualized sentence representations in d; are:

CS(d;) = [es],....c Id ] eRIdIXes o

= Iy (Ihs ([E(sx) sk €dj]) + [E(sk) sk €4d;])),

where [E(sy)|sk € d;] is initial sentence representations by a pre-
trained language model E(-), lhs(-) is a multi-head self-attention
layer, and [, (+) is a feed forward layer with layer normalization .

Then, the contextualized sentence representations are pooled
into a contextualized document representation through an atten-
tive sentences pooling. This is to verify the relative contribution of
each sentence in representing a document. Since the semantics of
individual sentences are more diverse than the shared semantics
of the document (and that of the set), this helps to filter out noisy
sentences (e.g., too specific or too general descriptions) and nat-
urally makes representative sentences stand out to represent the
document. Definition 4.3 formalizes the pooling procedure.

Definition 4.3. (CONTEXTUALIZED DOCUMENT) Given a docu-
ment dj, a contextualized document representation cd; is obtained
through an attentive pooling of contextualized sentences:

CD(dj) = cdj = akcsi € Rltea
k=1...|d;|
o (CS(d; )
exp([lx (CS(d))) i) esl,
Zn=1..1d;| €xp([1e (CS(d})) ]n)

S
k=1..|d;|
where an attention weight oy indicates the relative importance of
sy for representing cd;, derived by an attention layer I, (CS(d;)) =
tanh(CS(d;)W + by )V with learnable weights W, by, V

Finally, PDSum derives a set prototype that represents all docu-
ments in the set both in the symbolic and semantic themes, through
a phrase-weighted documents pooling to combine the contextual-
ized document representations and the accumulated set phrases.
Definition 4.4 formalizes the set prototype.

Definition 4.4. (SET PROTOTYPE) Given a set ]DlT in T, accumu-
lated set phrases PP;, and contextualized document representations
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{cdj.}, a set prototype R; derived by a prototype encoder PE(-) is:

DT}

il i i yen, 1Py € dilrg
pr.ri)ep; [Pk
PE(DT) =R; = E ( kK

e DT

cdl) e Rhre. ()

Z(piriyer; Pk I

4.3.2 Optimizing Prototype Encoder. To optimize the proto-
type encoder, PDSum performs accumulated knowledge distillation
to balance the previously accumulated knowledge and the currently
identified new knowledge. Specifically, PDSum employs two types
of set prototype for each set ]DiT € OT: an accumulated set pro-
totype R; and a new set prototype Rl.T, where R; is obtained by
Definition 4.4 while Rl.T is obtained similarly but with the new set
phrases IP’l.T in T and the initial document representations as the mean
of initial sentence representations:

pT o i [ ) J
] Z(p;(,rllc)ell"l?- lpy. € djlrg Zsiedj E(s;)

RT = _
|} ]

13

y _ . € Rfre,  (5)
Z(p;{,r;;)e]?? lpj. € D] I )
In other words, the accumulated set prototype R; reflects the lifelong
theme of a set learned through the previous contexts when the set
has existed, whereas the new set prototype Rl.T reflects only the
new theme identified in the current context T.

Then, a knowledge-distilled set prototype is formulated by com-
bining the two types of set prototypes as follows.

Definition 4.5. (KNOWLEDGE-DISTILLED SET PROTOTYPE)
Given an accumulated set prototype R;, a new set prototype Rl.T,
and a distillation ratio y, a knowledge-distilled set prototype R; is:

R, =yRi+(1-y)R, (6)

where y controls the distillation of the accumulated theme to the
new theme; the higher y weighs more on the previously learned
theme while the lower y weighs more on the newly identified theme.

Finally, PDSum promotes documents in each set to highlight their
own shared theme; the knowledge-distilled set prototype becomes
a positive target for the contextualized document representations
in the set to be closer to, while those of the other concurrent sets
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become negative targets to be further from. Definition 4.6 formalizes
the regularized contrastive loss designed to achieve this goal.

Definition 4.6. (REGULARIZED CONTRASTIVE Loss) Given sets
DT, knowledge-distilled set prototypes R’T in T, and a temperature
scaling value 7, a regularized contrastive loss is calculated as:
exp(cos(cd:, R))/t

ZR; R'T exp(cos(cdj, R)/7) ’

LyegCon(die DT,R'T) = —log (7)

Note that the regularized contrastive loss is uniquely designed for
EMDS, different from typical contrastive losses [11, 19, 37]. Rather
than optimizing pairwise distances between samples, PDSum makes
the best of set prototypes to achieve a similar goal but in a more
efficient and effective way; it significantly reduces the similarity
computations (i.e., from O(Ns) to O(NyNp) for N articles and Np
sets where N > Np) and also directly pursues the unique themes
identification of sets (i.e., making articles distinctively similar to the
set prototype) which is well aligned with the goal of summarization.

With the accordingly optimized prototype encoder, documents
in a set are represented more relevantly within the set while re-
taining more novelty from earlier documents in the set and more
distinctiveness from documents in the other sets.

4.4 Summary Identifier (SI)

Finally, a summary identifier picks the most representative sen-
tences in each set as a new summary. For each sentence of a docu-
ment in a set, three levels of the score are conjunctively estimated:
(1) the semantic similarity between the set and the document (i.e.,
doc-level score), (2) the contribution of a sentence in representing
the document (i.e., sentence-level score), and (3) the symbolic simi-
larity between the set phrases and the sentence (i.e., phrase-level
score). In the meanwhile, the distillation ratio y controls the balance
between the accumulated knowledge and the new knowledge for
scoring. Definition 4.7 formalizes the summary identifier.

Definition 4.7. (NEw SUMMARY) Given a set ]DiT in T, a sum-

mary identifier derives its new summary SI(]DIT) = SiT as the top
sentences ranked by a sentence score function F(s):

F(s] € d} € D]) = fy(d}|D] ) x fu (5] |d%) x f (P1, B |s}), where (8)
fa(d4|D]) = yexp(cos(cd}, R;)) + (1 - y)exp(cos(cd, R]))
fs(sild;) = ay (i.e., an attention weight in Equation 3)

o i J | o i J | i
Zpiriyer; Py € sl Zpiriyeet IPg € sl

fp®uPlIs) =y

(1-y) .
Z(piriyer? Py € djlry

Z(p’i(,r;;)gpi |P;C € d}|";<
The distillation ratio y, utilized for both the embedding learning
and the set summarizing, allows a user to have more freedom in
choosing a specific degree of knowledge preservation over contexts
(e.g., some users may prefer to get fresh information in summaries,
while others may want to get more consistent information in sum-
maries across the entire contexts.). In Section 5.3, we study the
effects of the distillation ratio and demonstrate that the value of 0.5
balances the trade-off well and results in quality summaries more
conforming to the reference summaries provided by humans.
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4.5 Time Complexity of PDSum

Given Ny (# of documents), Np (# of sets), Np (# of set phrases),
Npg (parameter size in a prototype encoder), Ng (epoch size), and
N5 (batch size), (1) the time complexity for a phrase ranker is
O(NpN,), (2) that for a prototype encoder is O(NyNpg + NpNp +
NgNpNpg) where O(NyNpg) for embedding documents, O(NpNp)
for encoding set prototypes, and O(NgNgNp Npg) for training, and
(3) that for a summary identifier is O(NyNp). Since Ny, Npg >
Np, Np, Ng, Np, the total time complexity becomes O(NyNpg).

5 EXPERIMENTS

We conducted extensive experiments to evaluate the performance
of PDSum, of which results are summarized as follows.

e PDSum achieved state-of-the-art performances in terms of rele-
vance, novelty, and distinctiveness in EMDS on two benchmark
datasets compared with existing algorithms (Section 5.2) and
returned quality summaries (Appendix A.5).

e PDSum was robust to the distillation ratio, the number of set
phrases, and training hyperparameters (Section 5.3).

e PDSum was more efficient than existing algorithms and scalable
in various streaming settings (Section 5.4).

5.1 Experiment Setting

5.1.1 Multi-document Sets Stream. We used two real news
datasets: WCEP [14] and W2E [18]. To the best of our knowledge,
they are the only benchmark summarization datasets suitable for
EMDS; they contain timestamped news articles (i.e., documents)
of different stories (i.e., sets) over various temporal contexts (i.e.,
evolving sets) and provide reference summaries annotated by hu-
mans for evaluation. We simulated the datasets as multi-document
sets stream 9D and set contexts T according to reference summaries.
Refer to Appendix A.1 for more details.

5.1.2 Compared Algorithms. For the new task EMDS, we pre-
pared strong baselines by adopting a centroid-based model [13, 38]
with a pretrained language model: DocCent and SentCent with
document- and sentence-based centers, respectively, and their in-
cremental versions IncDocCent, and IncSentCent. We also compared
three popular unsupervised algorithms for multi-document summa-
rization: the graph-based model Lexrank [9], the state-of-the-art
extractive model Summpip [57], and the state-of-the-art abstractive
model PRIMERA [47]. We fed each document set in a context to them
so that they can only infer the temporally correlated documents to
update their set summaries. See Appendix A.2 for details.

5.1.3 Evaluation Metrics and Criteria. We used two popular
metrics for evaluating summarization tasks: ROUGE scores [24]
(denoted as R1, R2, and RL) for lexical matching and BERTScore [56]
(denoted as BS) for semantic matching between output summaries
and reference summaries. For a more comprehensive evaluation of
EMDS, we derive three scores respectively on the two metrics to
evaluate output summaries with the following three criteria (refer
to Appendix A.3 for detailed formulation):
e Relevance between an output summary and a reference summary
(i.e., denoted by RL and BS as default).
o Novelty of an output summary from the previous summary in
the same set (i.e., N-RL and N-BS).
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Table 3: Overall performance results. The highest and the second highest results are bolded and underlined, respectively.

WCEP W2E
Relevance Novelty Distinctiveness Relevance Novelty Distinctiveness
R1 R2 RL BS N-RL N-BS | D-RL  D-BS R1 R2 RL BS N-RL N-BS | D-RL  D-BS
DocCent 20.06 520 16.02 83.59 | 10.67 79.77 | 1.19 1.95 16.06 3.88 13.06 82.96 | 5.86 78.65 | 1.13 1.17
IncDocCent 20.52 540 1634 83.73 | 1051 79.11 1.19 1.97 14.65 297 11.39 8273 | 5.16 77.89 | 1.11 1.14
SentCent 19.17 4.87 1537 83.38 | 1030 79.35 | 1.18 1.92 1493 341 12.15 82.78 | 591 79.24 | 1.12 1.16
IncSentCent 19.64 499 15.64 83.46 | 10.53 79.24 | 1.19 1.93 1494 339 1219 8281 | 576 79.19 | 1.12 1.15
Lexrank 13.63 333 11.28 82.01 9.11 80.58 1.13 1.79 11.40 2.93 9.55 81.24 5.12 77.27 1.09 1.12
Summpip 2172 7.04 17.28 83.60 | 11.74 81.21 1.21 1.95 16.12 4.83 12.76 82.68 | 5.77 7839 | 1.12 1.18
PRIMERA 20.87 6.84 1845 83.84 | 11.65 80.70 | 1.23 1.99 16.28 5.69 14.24 83.00 | 3.67 75.61 1.11 1.13
PDSum 26.62 9.20 21.01 84.51 | 12.67 81.27 | 1.27 2.08 19.61 6.48 15.75 83.26 | 6.60 7635 | 1.17 1.28
+£0.05  +0.04  +0.05  +0.01 | +0.03  +0.04 | =+0.00 +0.00 +£0.10  +0.06  +0.09  +0.02 | +0.03  +0.09 | +0.00 +0.00
w/o doc-score 2644 9.13  20.85 8447 12.64 81.40 1.26 2.08 19.07 6.23 1531  83.20 6.56 76.60 1.17 1.27
+0.07  +0.04  +0.06  +0.01 | +0.05  +0.04 | =0.00 +0.00 +0.01  +0.05 +0.08  +0.02 | £0.03  +0.08 | 0.00 +0.00
w/o sent-score 2275 742 17.81 83.60 | 11.27 8047 | 1.22 1.95 14.22  4.02 11.38 81.26 | 7.37 7427 | 1.11 1.21
+0.01  +0.01  +0.01  +0.00 | +0.01  +0.03 | =+0.00 +0.00 +0.02  +0.00 +0.01  +0.00 | £0.00  +0.07 | +0.00 +0.00
w/o phrase-score  20.99 6.33 17.06  83.59 112 80.71 1.21 1.96 13.59 394 1091 8186 | 532 76.16 | 1.10 1.13
+£0.09  +0.05  +0.06  +0.02 | +0.05  +0.08 | =+0.00 +0.00 +£0.19  +0.11  +0.17  +0.04 | +0.04  +0.33 | +0.00 +0.00
Relevance Relevance Novelty Novelty Distinctiveness Distinctiveness
Novel Ratio (lexical) (semantic) (lexical) (semantic) (lexical) (semantic)
80 ] 85
2 22.5 13 . -
o oo T 5N P |
=754 2200 2 |/ 2 2 =4 2 1.251 2|/
g 844/ Z 121 z A G Q204q/
Z 701 17.51 81.0
| | | | | | | | | 114 : : | | | 1.20 1, : : | | |
0.0 05 1.0 0.0 05 1.0 0.0 05 1.0 0.0 05 1.0 0.0 05 1.0 0.0 05 1.0 0.0 05 1.0

Distillation ratio Distillation ratio Distillation ratio

Distillation ratio

Distillation ratio Distillation ratio Distillation ratio

Figure 5: Effects of knowledge distillation ratio in WCEP (the result of W2E is provided in Appendix A.4).

e Distinctiveness between an output summary and the reference
summaries of the other concurrent sets (i.e., D-RL and D-BS).

For each score, the result averaged over stories and contexts is
reported to show the overall performance over the entire stream.

5.2 Overall Performance Results

Table 3 shows the overall evaluation results. For brevity, we show
the R1 and R2 scores only for relevance, while the others show
similar trends. The main observations are summarized as follows:

e Comparison of existing algorithms: Among centroid-based vari-
ants, IncDocCent achieved the highest scores, indicating the effi-
cacy of document-level and incremental accumulation of knowl-
edge in EMDS. The existing algorithms outperformed them by
considering more comprehensive aspects of each set with graph
embedding (Summpip) or pretrained Entity Pyramid (PRIMERA).
However, since they do not consider previous and concurrent
documents conjunctively, their summaries are biased toward the
current context and/or the documents in the same set.

e PDSum v.s. existing algorithms: PDSum outperformed existing

algorithms in most cases, by achieving significantly higher rele-
vance scores (A30.9%), much higher novelty scores (A22.0%), and
moderately higher distinctiveness scores (A7.2%) when averaged
over all cases. This indicates the efficacy of set prototypes in
identifying distinctive knowledge in concurrent sets and preserv-
ing it over continuous sets stream (note that on average 15.49
(std: 7.56) sets existed in each context in the datasets).

o Ablation study for PDSum: Among the three levels of scores to

prioritize sentences for summarization, the phrase-level score
contributed the most as it directly affects the symbolic theme of
a set. On the other hand, the document-level score contributed
marginally because the prototype encoder makes the represen-
tations of documents in the same set converge around the set
prototype. Nevertheless, as not all sentences in the document are
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equally important to represent the set theme, the sentence-level
score contributed more to the overall performance.
Appendix A.5 also discusses human evaluation results and a quali-
tative case study with sample news stories.

5.3 Sensitivity Analysis

5.3.1 Knowledge Distillation Ratio. Figure 5 shows the effects
of distillation ratio in WCEP (refer to Appendix A.4 for more discus-
sion with the results in W2E). A novel ratio (i.e., the ratio of novel
tokens in a new summary) decreases as a distillation ratio increases
(i.e., PDSum weighs more on the accumulated knowledge in pre-
vious contexts). A high novel ratio also leads to higher relevance
scores to a reference summary since it could preserve the lifelong
theme of a set. Interestingly, the lexical novelty score is positively
correlated to the distillation ratio, while the semantic novelty score
is not. This is because the novel tokens in a new summary become
more conforming to the tokens in the reference summary with more
preserved knowledge, but their collective semantics become less
similar to the semantics of the reference summary with fewer to-
kens. Both of the scores for distinctiveness, however, are positively
correlated with the distillation ratio which again shows preserving
previous knowledge helps the distinctiveness of new summaries.
Regardless of the trade-offs in various aspects of the output sum-
maries discussed, the distillation ratio of 0.5 smoothly balanced the
trade-offs and lead to the quality results in both datasets.

5.3.2 Number of Set Phrases. Figure 6 shows the effects of the
number of set phrases. We show the results of RL for brevity, while
those of other metrics showed similar trends. Overall, considering
more set phrases helps get more relevant and novel summaries
but less distinct summaries in both datasets, which is expected
as more phrases may help specify the theme of each set but also
can overlap over concurrent sets. It is empirically observed that a
moderate number of phrases, around five to ten, is the optimal value
balancing the trade-off, which is also consistent with real-world
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Figure 6: Effects of the number of set phrases.
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Figure 7: Sensitivity analysis on training hyperparameters.
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Figure 8: Scalability analysis results in WCEP.

practices (e.g., it is common to use around five keywords to describe
a certain theme in news articles, scientific papers, or products).

5.3.3 Training Hyperparameters. We studied the effects of main
hyperparameters used for training PDSum: the batch size, the num-
ber of epochs, and the temperature value. Due to space limitation,
in Figure 7, we show the results of relevance (i.e., RL, where BS
showed similar trends) which is the most important criterion in the
summarization task. For both datasets, each hyperparameter has
an optimal point for the highest scores, which conforms to the de-
fault value used in PDSum. However, overall, PDSum consistently
achieved good performances as even its lowest scores in extreme
settings were higher than the best score of existing methods (e.g.,
the best RL score by PRIMERA was 18.45 in WCEP and 14.24 in
W2E as reported in Table 3). This again demonstrates the merits
and robustness of PDSum over various settings in EMDS.

5.4 Scalability Analysis

Besides the summarization quality, the algorithms for EMDS should
be efficient and scalable to deal with dynamic streaming environ-
ments. We measured the average running time of compared algo-
rithms in summarizing sets in each context. As shown in Figure 8
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for WCEP (the results for W2E showed similar trends), PDSum was
the fastest among the compared algorithms by taking only a few
seconds to summarize hundreds of documents. This is attributed
to lightweight prototype-based sets processing while the existing
algorithms not only process each set independently but also use
expensive graph-based processing (Lexrank and Summpip) or a
large language model (PRIMERA). Furthermore, when we varied
the input rate of an evolving multi-document sets stream by control-
ling the number of documents in each context, PDSum consistently
achieved the lowest running time with a comparable increase rate.
The trend of scalability also conforms to the time complexity of
PDSum which is linear to the number of documents.

6 DISCUSSION AND CONCLUSION

Before concluding, we discuss two interesting directions to facil-
itate future work for EMDS. First, an abstractive summarization
approach can be alternatively considered. For instance, in PDSum,
the summary identifier can incorporate a decoding module that
considers a set prototype as a key signal to decode the output
summary from documents. However, to prevent the hallucination
problem, the factual consistency over different contexts in the same
set needs to be specifically considered in accumulating previous
knowledge and generating summaries. Second, while an unsuper-
vised approach is practical in EMDS, some information can be
provided as delayed feedback such as reference summaries by an-
notators or user ratings on new summaries. Then, they can be used
to refine the embedding and summarizing processes as previous
auxiliary knowledge (e.g., to additionally regularize set prototypes
or sentence score functions in PDSum).

In conclusion, we introduced a new summarization task EMDS
for continuously summarizing evolving multi-document sets stream.
We proposed a novel unsupervised method PDSum for EMDS, that
builds lightweight prototypes of multi-document sets used for embed-
ding and summarizing. The relevance, novelty, and distinctiveness
of summaries are achieved by continuously updating set prototypes
over contexts through a contrastive learning objective, while being
regularized by accumulated knowledge distillation. We demon-
strated the superiority of PDSum over existing state-of-the-art un-
supervised summarization algorithms in benchmark datasets. We
believe this work opens a promising direction for summarization.
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PDSum: Prototype-driven Continuous Summarization of Evolving Multi-document Sets Stream

A SUPPLEMENTAL MATERIAL
A.1 Details of Datasets
Table 4: Statistics of the datasets.

Dataset Period #Docs  #Sets  #RefSummaries
WCEP [14] Jan~Dec, 2019 29,931 519 519
W2E[18] Jan~Dec, 2016 14475 47 248

The statistics of two datasets are summarized in Table 4.

WCEP [14] is a large-scale benchmark data set with reference
summaries. We chose news stories with at least 50 news articles
over their whole lifespan and used the news articles of the stories
published in 2019. We simulated an evolving multi-document
set stream by feeding articles ordered by their publication date,
thus each day becomes a context for summarization. As each
story has a single reference summary, it is used for evaluation
in each context of the story.

W2E [18] is another large-scale benchmark data set. As it pro-
vides multiple reference summaries spanned over the lifespan
of news stories, for each story, we regarded the temporal gaps
between consecutive reference summaries as the contexts (i.e., to
compare with a reference summary at ¢, a new summary is gen-
erated from the articles published from t—1 to t). We used news
stories including at least 10 articles in each context. Similar to
WCEP, we simulated an evolving multi-document set stream by
feeding articles ordered by their publication date. We conducted
summarization in each unique context in the stream, where the
overlapped temporal period among the contexts naturally leads
to concurrent articles and sets in the context.

A.2 Implementation of Compared Algorithms

o Variants of centroid-based model [13, 35, 38]: Instead of using
symbolic [1] or shallow [33] approach for embedding sentences
and documents, we used a deep contextualized embedding with
a pretrained language model (sentence-BERT [36]) which shows
the state-of-the-art performances in semantic tasks.

— SentCent and DocCent: For each context, the center of each set
is calculated by the mean of sentence (or document) represen-
tations and the sentences closest to the center are returned.

— IncSentCent and IncDocCent: Similar to the above, but the
centers are incrementally updated from the previous contexts.

o Lexrank [9]: A widely used unsupervised graph-based summa-

rization algorithm that uses centrality scores based on PageR-

ank [34] for ranking sentences. We used the default settings
following the original work.

Summpip [57]: A state-of-the-art unsupervised extractive sum-

marization algorithm with graph clustering and compression.

We used sentence-BERT [36] for embedding sentences and the

default settings following the original work.

PRIMERA [47]: A state-of-the-art abstractive summarization algo-

rithm with self-supervision by the Gap Sentence Generation and

the Entity Pyramid. We used a pretrained model provided by the

authors trained with a large-scale news data set (Newshead [16])

without reference summaries (i.e., unsupervised).

PDSum (proposed): We used TFIDF [1] for a phrase ranker and

sentence-BERT [36] for initializing sentence representations. We

set the number of heads for MHS to 2, the hidden dimensionalities
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to 1024, the learning rate to 1e-5, the batch size to 64, the number

of epochs to 5, the temperature value to 0.2, and the distillation

ratio to 0.5. We reported the mean and standard error of the

scores measured from ten independent experiments (the other

algorithms, including a pretrained PRIMERA, are deterministic).
For sentence-BERT [36], we used a popular pretrained model all-
roberta-large-v1. For existing algorithms, the documents in each
set in each context are used as the input for summarization. For all
algorithms, we set the size of an output summary to one sentence
(for extractive approaches) or 40 tokens (for abstractive approaches),
following the average size of reference summaries in the datasets
used. All experiments are conducted with a 2.5GHz 32-Core CPU
with 1TB RAM and an RTX A6000 GPU with 48GB RAM.

A.3 Details of Evaluation Criteria

Given an output summary S and a reference summary G, let 7 (S, G)
be an evaluation metric (e.g., ROUGE [24] or BERTScore [56] in our
evaluation). Then, we derive the three measures with F (-, ) for
evaluating EMDS by different criteria as follows.

Given an output summary SiT for a set i in a context T and the
corresponding reference summary GiT,
e Relevance measures the default score by 7:

Scoreyejevance = T(SIT, G,T) )
o Novelty measures how relevant the novel part of a new summary
from the previous summary is to the reference summary:

Scotenoperry = F(SI \ST71L,GT), (10)

where S \ S’ denotes the token-level differences.

e Distinctiveness measures how distinctive a new summary is
from other reference summaries. Specifically, the distinctiveness
of a summary from other reference summaries is calculated by
1— % (S, G) and normalized by that from its reference summary
(i.e., the higher the distinctiveness score, the less similar an
output summary is to other reference summaries):

1 ZGJTegT,ﬁi(l - T(SiT,G}T))

1gT1-1
1- F(sT,GcT)

ENCSY

Scoregistinctiveness =
where G7 is a collection of reference summaries in all sets in T.

A.4 Knowledge Distillation in W2E

Following the effects of knowledge distillation ratio in WCEP dis-
cussed in Section 5.3, Figure 9 shows the results in W2E. Unlike
the trends observed in WCEP, as the distillation ratio increases, the
lexical score in each criterion is consistent or marginally decreases
while the semantic score is also consistent or marginally increases
(except for novelty). This is because in W2E output summaries are
evaluated with individual reference summaries in each context,
which may have different thematic keywords (i.e., thus not neces-
sarily “lexically” relevant) but should have some degree of similar
semantics (i.e., as they are about the same set). In the case of the
semantic novelty score, however, considering the previous knowl-
edge more should make the overall semantics of a new summary
less similar to that of a reference summary, as conforming to the
observation in WCEP. Overall, the default distillation ratio of 0.5
balances the trade-off well, showing competitive scores in most
cases in W2E, as well as in WCEP.
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Figure 9: Effects of knowledge distillation ratio in W2E.
Set A (US-Venezuela Talk) Set B (US National Emergency) Set C (US Sanction on Iran)
A senior United States administration official says the U.S. is . . U.S. Vice President Mike Pence accuses European Union
o . . - U.S. President Donald Trump declares a National . . X
Reference willing to meet with Venezuelan President Nicolas Maduro to By Comsaimin fio Saim Badr ofite Uil members of trying to break U.S. sanctions against Iran,
negotiate an exit to the crisis, as the U.S. military helps deliver and calls on the EU to withdraw from the Joint
. States. . .
aid to Venezuela. Comprehensive Plan of Action.
. European allies of trying to undermine U.S. sanctions
Summpip .
against Iran.
. B i - . Congress lopsidedly approved a border security S . . . L
A month into Venezuela's high-stakes political crisis, President . . U.S. Vice President Mike Pence visited the memorial site
. . . . . compromise Thursday that would avert a second painful AR . . ) . .
PRIMERA Nicolas Maduro revealed in an AP interview that his . L of Auschwitz on Friday along with the Polish president. It
. . . . government shutdown, but a new confrontation was ignited,| I, L S
government was in secret talks with the Trump administration. o . 5 was the first visit for Pence, a conservative Christian.
— this time over President Donald Trump’s plan.
(As the US continues to work to bolster the administration off| President Donald Trump will sign a border security bill US Vice President Mike Pence accused Washington's
. . . . to avert another government shutdown, but also declare| . .
self-declared interim Venezuelan President Juan Guaido, a . . . . European allies on Thursday of trying to break US
PDSum . .. . . o a national emergency to obtain funds for his promised . .
senior administration official says the US would be willing . . sanctions against Tehran and called on them to
. ) . L. U.S.-Mexico border wall, the top Senate Republican .
to meet with Nicolas Maduro to negotiate his exit. . withdraw from the Iran nuclear deal.
said on Thursday.
(a) Summaries of three different sets of articles about the United States published on the same date in WCEP.
4/7/2016 4/23/2016 4/25/2016
Xulhaz Mannan, a Bangladeshi employee of a U.S.
Attackers in Bangladesh wielding machetes kill Nazimuddin Professor Rezaul Karim Siddique is killed in the alEitsy (URIAVID)) .who ol an euliigre ity (i country§
[eftaites Samad, a liberal blogger. Bangladeshi city of Rajshahi in an ISIL attack ity IMGHEAT e, exid] il o lieee] o aletfh i
’ seer. s Y y : Dhaka, Bangladesh, by suspected Islamist militants.
Guards at the building were also injured.
Summpip Bangladesh professor was hacked to death a university . Advertisement U.S. agency for |}1tcmntmnal
development, police said.
Attackers in Bangladesh wielding machetes killed a liberal In Bangladesh, men attacked and hacked to death liberal Ban [{:édeﬁ,tm:d;::ls z}\l/ial:;afatnailli/][Stia:l;etci“:’voam:n :_? ht
PRIMERA blogger, police said on Thursday, the latest in series of blogger Nazimuddin Samad, 26, with machetes on Monday gladesh's cap onday mghi, ncluding a gay rights
.. . o : . . . activist who also worked for the U.S. Agency for
murders of secular activists by suspected Islamist militants. night.Samad left his law classes at Jagganath University . . .
International Development, police said.
Men ar}ned w1tl.1 mztchetes killed a secular aCt.IVISt.at A professor of English was hacked to death and nearly Top News Gay rights activist killed in Bangladesh
crowded intersection in Dhaka, the Bangladeshi capital, a . . . e .
. . . . . beheaded near his home in northwestern Bangladesh on | Posted Islamist militants are suspected of hacking to
PDSum police official said on Thursday, the latest in a series of . . . . . . .
. . Saturday, in what the police said they suspected was the | death a leading gay rights activist and a friend at an
grisly attacks on intellectuals and bloggers who have . . - . o A . .
. L. e . . latest in a series of targeted Killings by Islamist militants. apartment in the Bangladeshi capital of Dhaka.
written critically about militant Islam on social media.

(b) Summaries over three different days on a set about Attacks on secularists in Bangladesh in W2E.

Figure 10: Example summaries of compared algorithms, where

Table 5: Human evaluation results.

Relevance Novelty Distinctiveness
WCEP W2E WCEP W2E WCEP W2E
Summpip 1.56 1.08 1.80 1.80 1.80 1.73
PRIMERA 2.44 2.16 1.88 2.76 3.40 3.07
PDSum 4.08 3.68 3.40 3.64 3.60 3.93

A.5 Qualitative Analysis

We conducted a qualitative analysis of PDSum in comparison with
the two existing algorithms based on extractive (Summpip) and
abstractive (PRIMERA) approaches, respectively. For human eval-
uation, we recruited five graduates to evaluate the compared al-
gorithms’ summaries for 25 news stories of different categories
(e.g., Politics, Sports, etc.) in the two datasets. The raw articles and
reference summaries were provided together. Following the widely
used protocol [10], we asked them to rate summaries on a Likert
scale from 1 to 5 (i.e., from very poor to excellent) for relevance,
novelty, and distinctiveness. As shown in Table 5, PDSum achieved
higher scores than the existing algorithms by a large margin.
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, irrelevant, or redundant ones are highlighted in colors.

We further analyzed the quality of summaries by each algorithm
with two case studies. Figure 10 shows the case studies on example
summaries generated by PDSum and the two existing algorithms.
Figure 10a shows the case study in WCEP, where the summaries of
the three different sets in the same context with similar themes about
the United States are provided. The existing algorithms were
not effective in returning relevant and distinctive summaries for
different sets, by including too abstract or irrelevant summaries. On
the other hand, the summaries returned by PDSum were distinctive
from each other as well as relevant to the reference summaries.
Figure 10b shows the case study in W2E where summaries of the
same set in different contexts are provided. Similarly, on each day,
PDSum could get the consistently relevant summaries to the set
about Attacks on secularists in Bangladesh, while being
specific to each accident that happened each day. The two existing
algorithms, however, returned too abstract or irrelevant summaries
(Summpip), without capturing the relevance and distinctiveness
effectively, or a redundant summary (PRIMERA) without capturing
the novelty effectively.
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