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Abstract—Intelligent vehicles, including autonomous vehicles
and vehicles equipped with ADAS systems, are single-agent
systems that navigate solely on the information collected by them-
selves. However, despite rapid advancements in hardware and
algorithms, many accidents still occur due to the limited sensing
coverage from a single-agent perception angle. These tragedies
raise a critical question of whether single-agent autonomous
driving is safe. Preliminary investigations on this safety issue led
us to create a C-V2X-enabled collaborative autonomous driving
framework (CCAD) to observe the driving circumstance from
multiple perception angles. Our framework uses C-V2X tech-
nology to connect infrastructure with vehicles and vehicles with
vehicles to transmit safety-critical information and to add safety
redundancies. By enabling these communication channels, we
connect previously independent single-agent vehicles and existing
infrastructure. This paper presents a prototype of our CCAD
framework with RSU and OBU as communication devices and
an edge-computing device for data processing. We also present a
case study of successfully implementing an infrastructure-based
collaborative lane-keeping with the CCAD framework. Our case
study evaluations demonstrate that the CCAD framework can
transmit, in real-time, personalized lane-keeping guidance infor-
mation when the vehicle cannot find the lanes. The evaluations
also indicate that the CCAD framework can drastically improve
the safety of single-agent intelligent vehicles and open the doors
to many more collaborative autonomous driving applications.

Index Terms—ADAS, Autonomous Driving, C-V2X, Collabo-
rative Driving, Cooperative Driving, Edge Computing

I. INTRODUCTION

Safety is the most critical feature of any vehicle. Intelligent
vehicles, including autonomous vehicles and vehicles equipped
with ADAS systems, are single-agent systems that safely nav-
igate based solely on the information collected by themselves.
These systems support safety-critical functions using cameras
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for computer vision detection and radars and LiDARs for
localization and collision avoidance. To increase vehicle safety
and the reliability of safety-critical functions, manufacturers
have invented new hardware and designed new algorithms.

However, despite rapid advancements in hardware and al-
gorithms, many accidents with intelligent vehicles still occur.
According to the latest report by NHTSA, it has received
direct crash data from manufacturers from July 2021 to May
2022, which includes 392 reports related to Level 2 ADAS
and 130 reports associated with Level 3 to Level 5 Automated
Driving Systems [3], [4]. From these reports, we can see that
ADAS and autonomous driving are far from perfect. In fact,
from the report for Level 2 ADAS systems, out of the 392
reported crashes, 78 crashes are with stationary objects, and
20 crashes are with poles or trees [3]. These crashes are often a
result of miss classified objects. For example, in one of Tesla’s
crashes, autopilot, Tesla’s autonomous driving system, mistook
the side of a truck as a cloud in the sky. Dong et al. used two
fatal Tesla accidents to demonstrate the missing capacities in
current autonomous driving systems [11]. It is not difficult
to see that existing solutions cannot guarantee driver safety
because of the limitations of single-agent systems.

Lane keeping is the most typical autonomous driving ap-
plication. Current solutions use the front camera to detect
the road lines and control the vehicle. Unfortunately, existing
solutions are prone to misjudgment if the lane lines become
blurred or missing due to wear-and-tear or snow, as shown
in Fig. 1. In the four scenarios presented, current standalone
autonomous vehicle systems cannot find a safe route without
the intervention of the human driver.

The key to addressing this single-agent issue is obtaining
information from others. Vehicle-to-Everything (V2X) com-
munication offers a collaborative approach where multiple
agents perceive the scene cooperatively [11]. Hobert et al. [7]
is one of the first papers to discuss the possibility of using V2X
communication for cooperative autonomous driving. Hobert
argues in this paper that the current design of autonomous
vehicles lacks coordination among vehicles and suffers from
the sensors’ limited range. Hobert et al. also argue that
V2X can overcome these drawbacks and enable cooperative
maneuvering and sensing [7]. In [9]–[13], [15]–[18], [23], the
authors proposed different ways to improve vehicle safety with
V2X communications. All authors argue that V2X can signif-
icantly increase the safety of standalone autonomous vehicles.
However, they did not have the opportunity to experiment with
actual V2X communication devices designed for vehicles.

Our preliminary investigations, based on new trends in C-
V2X and collaborative autonomous driving, led us to create a
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Fig. 1. Typical scenarios where current lane-keeping algorithms no longer
work.

C-V2X-enabled collaborative autonomous driving framework
(CCAD) to observe the driving circumstance from multiple
angles. Our framework uses C-V2X technology to connect
infrastructure with vehicles and vehicles with vehicles to trans-
mit safety-critical information and to add safety redundancies.
By enabling these communication channels, we connect previ-
ously isolated single-agent vehicles with each other and with
existing infrastructure.

To evaluate our framework, we built a test environment in-
side our lab to simulate a lane-keeping scenario. We deployed
cameras and off-the-shelves C-V2X devices on the roadside
to analyze whether the vehicle was off-center and deployed
C-V2X on vehicles to measure latency. In this lane-keeping
scenario, we specifically evaluate the effectiveness of the lane-
keeping application from C-V2X-enabled infrastructure.

To the best of our knowledge, our main contributions are
as follows:

• We are the first to present a prototype framework for
C-V2X-enabled collaborative autonomous driving, which
can drastically improve the safety of single-agent in-
telligent vehicles and open the doors to many more
collaborative autonomous driving applications.

• We implement infrastructure-based collaborative lane-
keeping with the CCAD framework and demonstrate that
the framework can transmit, in real-time, personalized
lane-keeping guidance information when the vehicle can-
not find the lanes.

• We provide a manual on how to build a C-V2X-enabled
collaborative autonomous driving testbed.

• The source code will be made available via CARLab.
We will discuss Background Information in Section II;

Motivations in Section III; System Design in Section IV;
System Implementation in Section V; Evaluation and Results
in Section VI; and Conclusion and Future Works in Section
VII.

II. BACKGROUND INFORMATION

In this section, we will provide a basic understanding of
C-V2X, why we believe C-V2X is the most promising form
of V2X, some common concerns about C-V2X, and visions
for C-V2X.

A. Cellular-V2X

Cellular-V2X (C-V2X) is a communications solution for
vehicles, supporting Vehicle-to-Vehicle (V2V), Vehicle-to-
Pedestrian (V2P), Vehicle-to-Infrastructure (V2I), and vehicle-
to-network (V2N) communications. C-V2X uses the 5.9GHz
frequency band and supports direct communication through
the pc5 interface and cellular communication through the Uu
interface. C-V2X has the advantages of extensive coverage and
low communication delay. Compared with 4G, C-V2X has a
lower transmission delay; compared with WiFi, C-V2X has
far more comprehensive coverage. Moreover, compared with
Dedicated Short-Range Communication (DSRC), C-V2X has
advantages in range and reliability. Furthermore, with cellular
evolving from 4G to 5G, C-V2X technology has also evolved
from LTE-V2X to NR-V2X to achieve higher bandwidth
and lower communication delay. Ford and Qualcomm have
compared the radio performance of C-V2X and DSRC in Ann
Arbor and San Diego. Critical tests performed are shown in
Table I. The results show that C-V2X has better coverage and
reliability performance [5].

TABLE I
DSRC VS C-V2X RADIO PERFORMANCE COMPARISON.

Benchmark Experiments Results
Congestion Lab Cabled Congestion Control Pass
Reliability Lab Cabled TX and Rx Tests C-V2X better

Field Line-of-Sight (LOS) Range Tests C-V2X better
Field Non-Line-of-Sight (NLoS) Range Tests C-V2X better

Interference Lab Cabled Test with Simulated Co-channel
Interference C-V2X better

Lab Cabled Near-Far Test Pass
Field Co-existence with WiFi 80 MHz
Bandwidth in UNII-3 C-V2X better

Field Co-existing of V2X with Adjacent
DSRC Carrier Pass

B. Reliability of C-V2X

TABLE II
DSRC VS. C-V2X PACKAGE RECEPTIONS AND LOSSES (SINGLE

OBSTACLE).

Benchmark Transmitted Lost %
Moving Veh (C-V2X) 2997 65.03
Moving Veh (DSRC) 2325 84.69

Stationary Veh (C-V2X) 2997 57.22
Stationary Veh (DSRC) 2315 83.41

In [6], the experiment the report detailed is to predict
the packet loss ratio in non-line-of-sight scenarios. For this
experiment, the authors used a vehicle to act as a large metal
obstacle that would prevent signals from traveling through.
Therefore, the only messages the other vehicle received were
from signals that took indirect paths.

[6] performed experiments for two scenarios. The report
evaluates C-V2X and DSRC by measuring the Packet Recep-
tion Rate (PRR). The first scenario examined the effect of
a singular stationary object obstructing the direct LOS of a
vehicle-mounted antenna. For C-V2X, the PRR is 38.46%.
For DSRC, the PRR is 15.95%. Next, for the second scenario,
the report examined the effect of a singular stationary object
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obstructing the direct LOS of a vehicle-mounted antenna
moving through a narrow road with metal obstacles lining both
sides. Different from the first scenario, this takes a deeper dive
into how C-V2X and DSRC signals are bounced back. For C-
V2X, the PRR is 79.21%; for DSRC, the PRR is 18.01%.

From Table II, we can see that C-V2X performed better
than DSRC, losing a much lower percentage of packages [6].

C. Bandwidth of C-V2X

Due to bandwidth concerns, C-V2X does not allow sharing
of raw data across devices. Instead, C- V2X uses the J2735
message standards to convey information. C-V2X uses it in the
application layer to support the efficient interaction between
V2X devices and enable tens of typical V2X applications,
such as forward collision warning, blind-spot warning, red
light warning, etc. Currently, there are two message set
standards. The first one is TCSAE 53-2017 [2], released by
China, which promotes five messages for 17 typical V2X
applications. The second is J2735 2020 [1], promoted by the
USA, which evolved from DSRC’s message set J2735 2016,
providing 17 messages for complex traffic scenarios. Both
of them have BasicSafetyMessage (BSM), MapData (MAP),
and SignalPhaseAndTiming Message (SPAT). BSM is used
to share basic information about vehicles, such as location,
speed, and heading. MAP is used for describing the traffic
lanes and connections. And SPAT is designed for sharing
traffic light information. The rest of the messages in the two
standards are very different. T/CSAE 53-2017 defines the last
two messages at a high level. RoadSideInformation (RSI) is
designed to share static and dynamic road information, such
as road signs, traffic crashes, and icy road alerts. Message
RoadSafetyMessage (RSM) is used to share real-time traffic
participant information, such as the location of vehicles and
pedestrians detected by roadside cameras. J2735 2020 standard
has made detailed designs according to specific needs, such
as message SignalRequestMessage (SRM) for a priority signal
request or a preemption signal request and message SignalSta-
tusMessage (SSM) for publishing the current priority status of
the vehicles.

D. Scaleability of C-V2X

C-V2X broadcasts messages in an area. All devices in
the area will be able to receive the message. Therefore, the
limitation on the scaleability of C-V2X lies with the processing
power and not with the bandwidth.

E. Visions of C-V2X

In February 2020, Chen et al. published their paper “A
Vision of C-V2X: Technologies, Field Testing, and Challenges
With Chinese Development”. The paper presents a vision for
the possible use cases for C-V2X for autonomous driving
and intelligent cities. Most importantly, the paper envisions
a three-stage evolution process for C-V2X and discusses the
challenges that come with it.

In the first stage, C-V2X is used for vehicle-to-vehicle and
vehicle-to-road cooperative perception. In the second stage,

C-V2X is used for cooperative control in closed areas with
low-speed vehicles. In the third stage, C-V2X is used for
cooperative control in open areas with high-speed vehicles.
The three main challenges are limited perception capability,
computation capability, and communication capability [10].

F. Related Works

One of the main focuses of this paper is to provide a
manual for other researchers to set up their own C-V2X-
enabled collaborative autonomous driving testbed. We will
discuss some recent works on this subject and compare them
with ours.

1) CarTest: [22]’s Hardware-in-the-loop (HIL) platform
enables V2X-related testing in a HIL lab simulation environ-
ment. Their work aims to solve the inherent problems of field
testing, low efficiency, coverage, controllability, and stability.

Our work sets up a similar testing environment. Different
to [22]’s work, our work focuses more on the overarching
framework. We include off-the-shelf C-V2X devices, a CAN-
bus-enabled robotic vehicle, and additional sensors, such as
cameras and, in the future, LiDAR, to support high-level
applications for C-V2X-enabled autonomous vehicles.

2) TRUDI: TRUDI acts as a man-in-the-middle between
the communication module and the application itself, making
it possible to perform tests with the real devices and providing
as an output a system ready for the road [21]. TRUDI can be
used to test and validate V2X applications before they are
implemented on actual vehicles.

3) [23]: builds a network-level autonomous driving sim-
ulator to better analyze the feasibility and performance of
applications based on C-V2X protocol, combined with SUMO
and CARLA, to evaluate road traffic and vehicle dynamics.

4) [24]: conducts an objective and independent comparison
of ITS-G5 (based on IEEE 802.11p) and C-V2X (3GPP) in
a real-life highway environment using off-the-shelf hardware
and identical traffic conditions.

5) [25]: ’s work conducts a field test of V2X device
communication performance in real traffic scenarios, compar-
ing the performance of three different devices under various
parameter configurations and traffic conditions, including line
of sight and non-line of sight scenarios.

6) [26]: examines two methods of LTE-based V2X for a
safety application called Crash Warning Application (CWA).
It compares the pros and cons of Uu-based LTE-V2X, which
uses infrastructure, and PC5-based LTE-V2X, which uses
D2D communication. The paper also presents quantitative
performance evaluation results in terms of end-to-end latency.

These papers focus on the communication level simulation.
In contrast, the CCAD framework focuses more on the overall
framework, where it includes C-V2X for communication and
can support camera or LiDAR for future development.

III. MOTIVATION

This section discusses how current infrastructure or systems
are insufficient to provide safety-critical information to road
users. Through our investigation, we also discovered that while
there are many pieces of research on V2X for collaborative
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autonomous driving, no paper proposed a simple framework
like our CCAD framework, all of the papers involved sharing
raw sensor data, and almost no framework or applications
involving C-V2X.

A. Isolated Safety-Critical Information
As previously discussed, current intelligent vehicles are

single-agent systems. They perceive safety-critical information
via sensors. However, these information sources are isolated.
To better organize and show how C-V2X is useful, we
summarized the types of safety-critical information into three
categories:
• Infrastructure to Vehicle. In Infrastructure to Vehicle
scenarios, the infrastructure conveys safety-critical information
to vehicles, such as traffic light signals, road conditions, etc.
While some may argue that much of the warning information
already exists as roadside signs, it is easy for a human driver
to miss them either due to negligence or because another road
user blocks the view. Furthermore, that are some Infrastructure
to Vehicle scenarios that roadside signs cannot solve. For
example, in cases where pedestrians are jaywalking, current
infrastructure cannot warn the vehicles of potential danger.
• Vehicle to Infrastructure. In a typical Vehicle to Infras-
tructure scenario, an emergency vehicle needs traffic light
preemption. Emergency vehicles need preemption to reduce
the number of accidents between emergency vehicles and other
road users. Currently, the emergency vehicle uses an IR device
to send the signal to the traffic light control box when they are
close to the intersection; however, the range on these devices is
only 30 feet. In addition, traffic lights need at least 30 seconds
before changing signals because of pedestrian walking speed.
Therefore, we need a way to trigger a traffic light signal change
from a greater distance, allowing other road users to finish their
interaction with the intersection and restricting other road users
from preempting the incoming emergency vehicle.
• Vehicle to Vehicle. In Vehicle to Vehicle scenarios, the
vehicle may need to convey information to other vehicles, such
as their speed, position, and heading. This information is then
used for various ADAS functions, such as blind-spot detection.
However, as mentioned previously, current intelligent vehicles
collect and utilize only the data their onboard sensors collect.
This leads to scenarios where if the onboard sensors cannot
detect the safety-critical information, it may lead to accidents.
This does not pertain to sensor failure but extends to the
sensors’ line of sight. For example, if a vehicle is attempting to
make a lane change, but there is a speeding vehicle or a police
vehicle in that lane, the blind spot sensors cannot capture
this information because it is “out of sight.” Other ADAS
functions, such as Automatic Emergency Braking (AEB), also
suffer similar issues. The current AEB function utilizes only
data collected from its sensors and is prone to sensor failures.

To summarize, current intelligent vehicles require external
data sources to provide additional information and redun-
dancies for safety-critical functions. Current infrastructure
requires inputs from vehicles to make the roads safer. While
concepts of V2X-enabled collaborative autonomous driving
applications have been proposed, no research-friendly
framework has been introduced.

Therefore, to help other researchers build their own C-V2X-
enabled autonomous driving testbed, we introduce our CCAD
framework.

IV. FRAMEWORK DESIGN

In this section, we will discuss the software aspect of our
framework to help researchers understand how C-V2X can
be used to help single-agent autonomous driving systems. We
will also discuss a lane-keeping case study to put things into
perspective.

In Fig. 2, we demonstrate a high-level overview of the
framework. On the smart infrastructure side, the mounted edge
computing device is responsible for parsing the information
received from the RSU and analyzing the collected data from
the mounted sensors. The RSU receives periodic normal mes-
sages and spontaneous emergency messages from incoming
vehicles. On the intelligent vehicle side, the onboard sensors
collect data, and the onboard computing device analyzes the
data to determine what information needs to be sent to the
infrastructure or other vehicles.

A. Vehicle to Infrastructure

As previously mentioned, emergency vehicles need traffic
light preemption. We solve this issue with the Signal Request
Message (SRM) message set. The SRM message can be sent
at a max range of 1km. The message is shown in Table III. The
SRM message set can help emergency vehicles perform traffic
light preemption because of the “requests” and “requestor”
fields. The “requests” field contains a list of intersections that
need traffic light preemption. The “requestor” field identifies
the “id”, “type”, and “position” of the emergency vehicle. By
combining the two fields, an emergency vehicle can use the
SRM message to inform traffic lights on its path ahead of
time, giving other road users at the intersection enough time
for preemption.

TABLE III
SIGNAL REQUEST MESSAGE (SRM).

Field Name Description Required
timeStamp Minute of the year No

second millisecond Yes
sequenceNumber MsgCount No

requests SignalRequestList Yes
requestor Requestor Description Yes
regional Regional Extension No

B. Infrastructure to Vehicle

Our framework uses the TIM and MAP message set in the
J2735 standards to send warnings to the vehicles. The TIM
message set, as shown in Table IV uses the “dataFrames” to
send warnings. The TIM message set includes the type of
warnings and the geographical location of the warning zone.

For example, at a sharp curve, an RSU broadcasts the
“Curve Speed Warning” with the warning zone’s geographical
location (latitude and longitude) to any vehicle OBUs in the
broadcast radius. When the OBU receives the TIM message,
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Fig. 2. CCAD framework overview. (a) C-V2X enabled a collaborative relationship between smart infrastructure and Autonomous vehicles. (b) C-V2X
network stack for CCAD applications

TABLE IV
TRAVELER INFORMATION MESSAGE (TIM).

Field Name Description Required
msgCnt Message Sequence Number No

timeStamp Time stamp of Message No
packetID Unique MSG ID No

urlB URL-Base, link to resource No
dataFrames Advisory and Road Sign Types Yes

regional Regional Extension No

the OBU stores the warning type and the geographical repre-
sentation onboard. If the vehicle’s GNSS sensors report that it
is in the warning zone and the current vehicle speed is above
the advised curve speed, the driver will be notified.

The TIM message can also be used to broadcast many
other warnings, “Speed Compliance in Work Zone,” “Icy
Road Ahead Warning,” and many more. The TIM message is
superior to a simple roadside sign because when the roadside
signs are blocked or ignored by the drivers, C-V2X can send
these warnings straight to the driver via HMI (Human Machine
Interface) in the vehicle.

C. Vehicle to Vehicle

The CCAD framework uses the Basic Safety Mes-
sage(BSM) message set, as shown in Table V to send warnings
or information to other vehicles. The most important fields
within the BSM message set are “BSMcoreData,” as shown
in Table VI, and “VehicleSafetyExtensions”, as shown in Table
VII. BSMcoreData allows the vehicle to send information
regarding its current position and heading. Broadcasting this
information to other vehicles in the area allows other vehicles
to know where each vehicle is. Because this information is sent
through C-V2X and not collected by computer vision, vehicles
will also have information about other vehicles in their blind
spot and are not limited to line of sight.

Furthermore, the VehicleEventFlags field contains special
event information, such as hard braking, flat tire, and many
more. Previously, this information could only be observed and

TABLE V
BASIC SAFETY MESSAGE (BSM).

Field Name Description Required
coreData BSMcoreDat Yes
ID-TYPE id and type Yes
Content id and value Yes

EXT-ID
VehicleSafety SpecialVehicle
Supplement Yes

TABLE VI
BSMCOREDATA.

Field Name Description Required
msgCnt MsgCount Yes

id TempID Yes
secMark millisecond Yes

lat Latitude Yes
long Longitude Yes
elev Elevation Yes

accuracy PositionalAccuracy Yes
transmission TransmissionState Yes

speed Speed Yes
heading Heading Yes
angle SteeringWheelAngle Yes

accelSet AccelerationSet4Way Yes
brakes BrakeSystemStatus Yes
size VehicleSize Yes

TABLE VII
VEHICLE SAFETY EXTENSIONS.

Field Name Description Required
events VehicleEventFlags No

pathHistory PathHistory No
PathPrediction PathPrediction No

Lights ExteriorLights No

processed by a human driver, leaving little to no time for
human drivers to react. Now, with our framework, drivers can
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be notified immediately when such an event occurs.
Unlike sharing raw sensor data, with the message set spec-

ified in the J2735 C-V2X message standards, we can transfer
information using the least amount of data. This reduces the
requirements for bandwidth, latency, and storage.

D. Priority of Messages

Some messages are more safety-critical than others. To
consider this, we assign a priority level to each message.
With a priority queue, higher priority messages will preempt
lower priority messages and are broadcast first; and on the
vehicle’s HMI (Human Machine Interface), higher priority
warnings will be displayed on top of lower priority warnings.
If messages share the same priority level, the messages will
follow FIFO.

E. Communication Safety

With C-V2X as a communication method, we have to
consider communication safety. Communication safety can be
broken down into several types:

• Unauthorized access.
• Distributed Denial of Service (DDoS) attacks.
• Man in the Middle.
• Privilege escalation.
• Insider Threats.

Unauthorized access occurs when the attacker send unauthenti-
cated C-V2X messages to other devices; attackers can perform
DDoS attacks by flooding the communication channel with
meaningless messages; attackers can disguise themselves as
a legitimate RSU or OBU to intercept and alter messages
with the Man in the Middle attack; attackers can, through
privilege escalation, send high priority messages even though
the attacker’s device does not have the authority; insider threats
may happen when the attacker takes control of a legitimate
device and send false information.

The CCAD framework can defend against some of these
attacks by verifying the signature of RSUs and OBUs, limiting
the number of messages a device can send in a given time
frame, and verifying the checksum of the messages. Jung’s
paper “Reliability Verification Procedure of Secured V2X
Communication for Autonomous Cooperation Driving” also
provides three methods - certificates, hardware IDs, and public
and private keys - to provide communication security [19].

F. Case Study

To demonstrate some of the functionalities above and prove
that the CCAD framework can transmit safety-critical infor-
mation in real-time and increase the safety of vehicles, we
present Collaborative Lane Keeping (COLK), a case study of
our framework.

In this case study, lane markings are partially covered,
missing, or no longer trustworthy. This could result from
snow, rain, construction, or accidents. As a result, the vehicle’s
onboard computing devices cannot make a safe decision based
on the collected data. Instead, the infrastructure, knowing

the ground truth of the lanes, will transmit vehicle-specific
guidance messages to help the vehicles to stay in their lane.

Fig. 1 demonstrates a few typical scenarios where the COLK
application is needed.

In scenario A, an accident causes the lanes to be closed.
These impromptu changes in lane markings are not updated
in the lane marking maps for autonomous vehicles in real-time,
and vehicles with ADAS systems would transfer the control
to the driver. This might cause an autonomous vehicle with
an outdated lane marking map to drive into perilous situations
erroneously.

In scenario B, lane markings have become unclear or
missing when the lane markings have either deteriorated
from years of wear and tear, covered by snow or dirt, or
become unrecognizable by onboard cameras due to weather or
camera conditions. While some autonomous vehicles resolve
this problem by removing lane detection entirely and rely
on High-Definition maps to perform localization and lane-
keeping, others rely on cameras to ensure the vehicle stays in
the lane. Moreover, in situations where heavy snow is covering
the lane markings, drivers tend not to drive in lane but to drive
in the previous vehicles’ tracks. While this ensures safety, it
also reduces the number of lanes available and increases traffic
congestion.

In scenario C, road construction and temporary lane clo-
sure might cause the lane markings to change temporarily.
However, as mentioned before, the lane marking map of an
autonomous vehicle is not updated in real-time; therefore,
when such a scenario occurs, there is the risk of it driving
into a hazardous environment.

In scenario D, because lane connections are not always
straight or drawn out, some lane connections might be con-
fusing. Without knowing the exact lane connection in the lane
marking maps, an autonomous vehicle risks driving or turning
into the opposing lane, and a vehicle equipped with ADAS
systems has no way of knowing where to drive when lane
markings are vague.

V. FRAMEWORK AND CASE STUDY IMPLEMENTATION

In this section, we demonstrate the setup of the CCAD
framework and our infrastructure-based Collaborative Lane-
Keeping (COLK) case study. By presenting this case study,
we aim to demonstrate that C-V2X-enabled infrastructure has
the ability to make autonomous systems safer. In addition, we
aim to help researchers physically set up a testbed of their own
to study and experiment with C-V2X-enabled collaborative
autonomous driving.

Fig. 3 shows the setup of the CCAD framework in a
downsized environment. A camera is mounted on the pole
to the left. This camera looks down at the lanes drawn on the
ground in black. Several boxes on or next to the lanes act as
obstacles. On the right, a four-wheeled robot represents a test
vehicle. It has a QR code in place of the plate number for
self-identifying information. The height of the camera, size of
the robotic vehicle, and width of lanes lines are shrunk on
the same scale to reflect real-life sizes. The speed of the test
vehicle is also scaled down.
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Fig. 3. Experimental grounds setup overview.

Fig. 4. CCAD message-flow framework.

Fig. 4 presents the basic communication framework of
CCAD. Road-side edge Processing Computer (RSPC) detects
whether the car is in the lane and sends guidance messages to
the OBU with C-V2X messages. The OBU receives the mes-
sages and processes the information in OBPC and determines
how to control the vehicle to stay in the lane.

The case study is designed so that when the vehicle’s
onboard sensors cannot find a safe path, the CCAD framework
will supply additional information to guide the vehicle onto
a safe path. This means that while the vehicle itself may be
equipped with HD-maps, LiDAR, and cameras, these sensors
cannot help the vehicle localize or perform lane following due
to various reasons.

In order to accomplish this, the COLK application consists
of three major components: Detection, Localization, and Com-
munication.

Fig. 5 shows a high-level overview of the COLK appli-
cation. First, the vehicle’s OBU (On-Board Unit) broadcasts
self-identifying information to inform the infrastructure of
who it is and its appearance. Next, the camera mounted on
the infrastructure pre-records and stores the lane information
even if the lanes are not visible. The camera also detects,
identifies, and localizes the vehicle in the scene. Next, the

C-V2X messages

Smart infrastructure Autonomous Vehicle

Detection

Localization

Plate Number, Color, and Body Type

Guidance

Control

Fig. 5. COLK application design overview.

embedded edge computing device takes this information and
computes whether or not the vehicle is in the lane. Finally, the
infrastructure RSU (Road-Side Unit) broadcasts the vehicle-
specific guidance messages.

First, we will discuss Detection. In COLK, detection is the
first crucial component in our system. It is responsible for
detecting, identifying, and localizing the vehicle.

To improve the run-time for YOLO, the sample space needs
to be reduced. To accomplish this, background subtraction
removes all the static objects in the scene. This does not affect
the effectiveness of COLK because stationary objects do not
require additional information to stay safe. This is the same for
temporarily parked vehicles. For temporarily parked vehicles,
because it has been under the COLK system’s guidance up to
the point when they stopped, COLK knows that the vehicle
is on a safe path. When the vehicle starts moving again,
the system will pick up its movement and provide guidance
messages.

Once the vehicles are detected in the scene, they need to be
assigned unique identifications. Each vehicle’s OBU broad-
casts its self-identifying messages, including plate number
and vehicle description (color, body type). To also consider
situations where plate numbers are not visible from the front,
we add a QR code to the front of the vehicle to allow
identification matching from a distance. This self-identifying
information is broadcasted with the PVD message set shown
in Table VIII. We will discuss the message set used in detail
later in this section.

The embedded edge computing device on the infrastructure
uses the camera data and the self-identifying message from
the vehicles to match the detected vehicles to actual vehicles
so that the COLK application can send the correct guidance
to the correct vehicle.

To ensure that CLOCK matches each vehicle with the
correct identification, it must fully utilize the information
the vehicle broadcasts. From the infrastructure point of view,
COLK has the vehicle’s color, body type, and plate number.
In the previous step, it had segmented vehicles from the
scene. The system can use the color information to match
colors first, and then it can use letter recognition to match
the plate numbers. One of the challenges is matching partially
obstructed plate numbers.

Based on a probability calculation, we decided to match
identification information using these parameters: Plate Num-
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ber, Color, and Body Type.
If a plate consists of 7 alphabets or numbers, and “O”

is not allowed. Then the total number of distinct plates is
6.43e+10. Let us say the last four places of the plate are
partially blocked. There will be a total of 1.5e+6 plates with
the same partial first three numbers or alphabets. Then, picking
the most popular body type, crossover, there are now 6.89e+5
vehicles with the same partial plate and body type. Add in
the color information and pick the most popular color, white,
there are now only 1.65e+5 vehicles with the same partial
three numbers or alphabets, the same color, and the same body
type. While this may seem large, the probability comes down
to 2.56e−6. This equates to about 1 in 39,083 probability of
2 or more vehicles having the same partial plate, color, and
body type. The iPhone’s fingerprint touch ID has a probability
of 1 in 50,000 recognizing two similar fingerprints as the
same. Therefore, we believe that using these three parameters,
plate number, color, and body type, is sufficient to match
identification information correctly.

Next, we will discuss Localization. Localization is respon-
sible for placing the detected vehicle in the same frame as
the ground truth lanes. The infrastructure can then determine
whether or not the vehicle is in lane or skewing to either left
or right.

As previously mentioned, the embedded computing device
pre-records the lanes’ ground truth. Therefore, localization of
the detected vehicles involves segmenting the vehicles, finding
the centroid of the segmented objects, the comparing the
centroid location relative to the left and right lane boundaries

The recorded ground truth for lane markings is editable on
the fly. When an accident or sudden changes occur, COLK
can edit a new path into the system for vehicles to follow.

Last but not least, we will discuss Communication. Com-
munication is responsible for communicating with the detected
vehicle and guiding it to stay in its lane.

In the message list of C-V2X standards, COLK uses the fol-
lowing message sets to transmit the vehicle’s self-identifying
information and the safety-critical guidance message.

First, we will discuss the message sets in the COLK appli-
cation to transmit the vehicle’s self-identifying information.

TABLE VIII
PROBE VEHICLE DATA (PVD) MESSAGE SET.

Field Name Description Required
timeStamp MinuteOfTheYear No

segNum ProbSegmentNumber No
probeID VehicleIdent No

StartVector FullPositionVector to RSU Yes
VehicleType VehicleClassification No

snapshots Snapshot No
regional RegionalExtension No

The message set used is the PVD (ProbeVehicleData) mes-
sage, as shown in Table VIII. The PVD message set is used to
transmit vehicle data. Most importantly, the field required is
“VehicleIdent.” This field is used to provide information about
a selected vehicle.

Within the “VehicleIndent” field, as shown in Table IX,
COLK uses the “DescriptiveName” field. This field allows us

TABLE IX
VEHICLEIDENT.

Field Name Description Required
name DescriptiveName No
vin VINstring No

ownerCode vehicle owner code No
id VehicleID, same as BSM No

vehicleType VehicleType No
vehicleClass VehicleClass No

to add descriptive information about the selected vehicle. The
COLK application uses the vehicle’s plate number, color, and
body type in this field.

TABLE X
VEHICLE ID

Field Name Description Required
entityID TemporaryID Yes

stationID StationID Yes

The “VehicleID” field, as shown in Table X, provides
personalized vehicle guidance messages. To prevent tracking,
this ID is a randomly generated string that stays constant and
unique for a short time.

The COLK application does not use the “VehicleType” field,
shown in Table IX, to include the vehicle type because the
list of vehicle types does not include the different body types
for commercial vehicles; instead, this field is used to classify
vehicles based on overall size.

Next, we show the message set in the COLK application to
transmit safety-critical guidance messages to the vehicle.

COLK uses the BSM message to transmit the guidance
message. Specifically, the angle field in BSMcoreData is used
to provide guidance. This field is generally used to transmit
the vehicle’s steering wheel angle, ranging from -1 to 1. In
real-life scenarios, drivers may never turn the steering wheel
to its leftmost or rightmost angle when the vehicle is driving
in a straight line. Therefore, COLK will use the values -1 and
1 to indicate if the vehicle is skewed to the left or to the
right. If the vehicle is swaying to the left of the lane, COLK
sends a “1”; if the vehicle is at the center of the lane, COLK
does not send a guidance message to that vehicle because the
message would be redundant and might create congestion in
the communication channel. If the vehicle is to the right of
the lane, COLK sends a “-1”.

Next, we will demonstrate the computing parts of the COLK
application, starting with detection.

Initially, a frame is captured by the mounted camera.
Because the camera is stationary, the background subtraction
method is applied to reduce the search space for moving
vehicles. As explained in the previous section, only moving
vehicles have the potential to move off-course. Next, applying
opening morphology techniques reduces the amount of false-
positive regions of interest (ROIs). Dilation morphology is also
applied to reduce the amount of false negative ROIs. Next, an
ROI mask is applied to the original frame to get a smaller
frame that contains only the moving object. Last but not
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least, COLK runs an object detection algorithm (YOLOv5) to
determine if there are any vehicles in the ROIs. If vehicles are
in the ROIs, they are assigned unique IDs, store the vehicles’
appearance information returned from the object detection
algorithm, and assign the centroid information to specific IDs.

From the point of view of the edge computing device, it
has collected unique IDs and vehicle appearance information
from its camera.

Next, COLK uses the message set used for the vehicle
to transmit its self-identifying information via its On-Board
Unit (OBU). This information will match the vehicle with the
information collected in the detection phase. The message set
is explained in Table VIII.

Next, COLK needs to match the detected information with
the received information. dict VehicleInfo is a dictionary of
all of the vehicle information collected by the infrastructure-
mounted camera, dict PVDInfo is a dictionary of all of the
vehicle information transmitted by the PVD message set by
each vehicle. It iterates through the contents in both dictionar-
ies and matches the color, body type, and plate number. Once
a match is found, the system assigns the transmitted vehicle-
identifying information to the detected vehicle. This allows us
to send vehicle-specific guidance messages. Our down-sized
experiment environment uses QR codes to supplement vehicle
identification information.

At this point, COLK has matched the vehicles so the system
can send specific instructions. Therefore, the next step is to
localize the vehicles and check to see whether the vehicle is
in the center of the lane.

In Localization, we set the threshold to be 10 percent of
the distance between LL and RL on the horizontal line of
the vehicle’s centroid. If (VehicleCentroid - CenterofLane) >
threshold, then the vehicle is skewed to the left. If (Cen-
terofLane - VehicleCentroid) > threshold, then the vehicle
is skewed to the right. We also show this in Fig.6 to better
illustrate our localization method.

Left Lane

Centroid

Right Lane

Distance from 
Centroid to Right 
Lane

Centroid

Distance to Left LaneDistance to Right Lane

Fig. 6. Localizing a vehicle in lane.

Finally, with matching vehicle identification information
and specific guidance messages, we send the guidance message

to the target vehicle with the BSM message set. When the
vehicle receives the guidance message, its onboard computer
can compare its angle and the guidance message’s angle to
check its current position in the lane.

VI. EVALUATION AND RESULTS

In this section, we evaluate the performance of the CCAD
framework and the Collaborative Lane-Keeping (COLK) ap-
plication. In this case study, we hypnosis a vehicle driving at
45 miles/h (72 km/h) on a suburban road and another vehicle
driving at 20 miles/h (32 km/h) on a city road where the lane
markings are not visible. The camera captures the video at
30 frames per second and has a resolution of 1080p. Due to
the hardware limitation of low-cost commercial cameras, the
algorithm will only identify, match, and broadcast guidance
messages for vehicles that are less than 100 meters away from
the camera.

A. Hardware Setup

Our hardware setup is as follows:

TABLE XI
CCAD HARDWARE SPECIFICATIONS.

Infrastructure Vehicle C-V2X Device
Device Name Intel RFD AGX ISW RSU / OBU

OS ubuntu 18.04 ubuntu 18.04 Linux4.9.11

CPU Intel Xeon
E3-1275 v5 ARM v8 Cortex-A9

GPU NONE Volta GPU NONE
Frequency 3.6GHz 2265MHz 800MHz

Core 4 8 2
Memory 32GB 32GB 8GB

The Intel Fog Reference Design (RFD) deploys a powerful
Intel Xeon E3-1275 v5 with a frequency of 3.6GHz. The
NVIDIA AGX Xavier deploys a 512-core Volta GPU with
Tensor Cores and has a variety of working modes, and the
frequency can be up to 2265MHz. iSmartWay Roadside Unit
and Onboard Unit use the same OS, CPU, and Memory. More
details are shown in Table XI.

B. Detection

Fig. 7 a, shows the original scene captured by the infrastruc-
ture’s camera. The lanes are drawn in the scene with yellow
lines, and several boxes are placed on or next to the lane
markings to simulate a construction site. With the construction
site, the lanes have shifted and are not visible. The robot
vehicle acts as a vehicle and has a QR code to provide
additional identifying information such as plate number, color,
and body type.

Fig. 7 c, demonstrates why background subtraction without
additional image processing is insufficient. The background
subtraction algorithm picks up lots of small movements shown
as white points.

Fig. 7 d, demonstrates the Background Mask after additional
image processing. We can see that noises are removed, leaving
only the region of the test vehicle.
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Fig. 7. Detection Pre-processing.

Next, the background mask from the previous step is applied
to the original frame. The result is shown in Fig. 7 b. This step
is crucial because it can significantly reduce the execution time
by reducing the search space for the YOLO algorithm. This
step is also important for reading the QR Code mounted on
the test vehicle for this simulated environment. Because of
the camera’s low resolution, it is hard for the QR code reader
to read it correctly. To resolve this issue, we apply super-
resolution to the ROI to increase the resolution of the QR
code. Having a smaller image also decreases the execution
time for the super-resolution algorithm.

Fig. 8. Matching vehicle information.

Fig. 8, demonstrate the result of matching the information
transmitted by the vehicle’s OBU and the camera-captured
information. This step is crucial to the COLK application
because the system needs to match the vehicle with the
corresponding guidance messages. Here we chose to use a QR
code to represent the vehicle’s color, type, and plate number.
In reality, there will not be QR codes on top of vehicles;
However, in testing, QR codes are usually used for indoor
robots and have a similar recognition time when compared to
Yolo’s recognition times.

Fig. 9. Vehicle’s centroid and distance to both Lanes.

After matching the vehicle information with the camera-
captured information, the vehicle’s centroid and the distance
to the left and right lanes are calculated and compared. Fig. 9 a
illustrates the scene when the test vehicle is close to the center
of the lane. The red dot is the vehicle’s centroid; The blue is
the left lane, and the green is the right lane. The red number
above the green and blue dots is the distance between the
vehicle’s centroid to the left and right lanes. In this case, the
RSU does not send guidance messages to the vehicle because
the vehicle is already centered. Fig. 9 b illustrates the centroid
and distance information when the vehicle is off-center and
is at risk of driving into another lane. We can see that the
difference between the distance between the vehicle’s centroid
to the left and right lane is greater than the threshold value.
In this case, in the guidance message, COLK need to tell the
vehicle that it is off-center and swayed to the left.

C. End-to-End Latency

We need to verify that the CCAD framework and the COLK
application can alert vehicles and drivers in safety-critical
situations in real time. The end-to-end latency for COLK has
three parts, the pre-processing latency, the YOLO detection
latency, and the C-V2X message latency.

TABLE XII
C-V2X MESSAGE LATENCY.

Distance 0m 5m 10m 20m 50m 100m
Latency 14.43ms 17.31ms 13.53ms 15.62ms 16.75ms 15.61ms

Fig. 10. Latency CDF by Distance.
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C-V2X message latency is the most important part of the
COLK application. Table XII presents the latency of the C-
V2X message latency. Our experiment demonstrates that our
hardware setup’s C-V2X message latency has an average delay
of 15.51ms between 0 meters to 100 meters. For distances
further than 100 meters, it becomes more difficult for a camera
to distinguish a vehicle’s plate number, color, and body type.
While more powerful cameras and algorithms can increase this
range, the cost and processing time may increase. Therefore
we only consider a maximum distance of 100 meters.

In our experiment, the average pre-processing latency is
24.73 ms; The average YOLOv5 detection latency is 58.53
ms, and the average C-V2X message latency is 15.54 ms.
Therefore, the total end-to-end latency averages 98.8 ms.

TABLE XIII
END-TO-END LATENCY.

Environment Speed Delay Along the Road Delay Perp to the Road
Vehicle A Suburban 45mi/h (72km/h) 1.91m 1.677ft (0.511m)
Vehicle B City 20mi/h (32km/h) 0.848m 0.745ft (0.227m)

T=0, when BSM 
message is sent.

T=98.83ms, when 
guidance message is 
received.

Delay: 
1.976m

Delay: 
0.511m

Delay: 
1.91m

a). Speed: 45 mi/h (72km/h) b). Speed: 20 mi/h (32km/h)

T=0, when BSM 
message is sent.

T=98.83ms, when 
guidance message is 
received.

Delay: 
0.878m

Delay: 
0.227m

Delay: 
0.848m

Fig. 11. Distance Delay.

In a suburban environment where the speed limit is around
45mi/h (72km/h), this latency would introduce a 1.976m delay.
However, considering a vehicle’s movement in the lane is
mostly along the direction of the lane, this results in 0.511m of
delay perpendicular to the lane if the angle between the vehicle
and the lanes is 15 degrees. For a city environment where the
speed limit is around 20mi/h (32km/h), this latency would
introduce a 1.284m delay. If the angle between the vehicle
and the lanes is 15 degrees, this would result in a 0.227m
delay perpendicular to the lane. To better illustrate the latency
and the effect of the latency, we show them in Table XIII and
Fig. 11

D. Real-time Schedule

To examine the real-time aspect, we need to consider
the detection and matching time and message period. Our
detection and matching algorithm has an average execution
time of 24.73 ms. YOLOv5 has an average execution time
of 58.53 ms. The average message latency is 15.54 ms. This
process takes around 82ms, and the BSM message is sent
periodically at 100 ms.

In Figure. 12, the top timeline demonstrates when the
message will be sent if there are no other applications using
the BSM message. Because the total time it takes the COLK

Blocked YD

YD

0 100 200

0 100 200

Message Ready
Message Sent

Message Ready
Message Sent

Fig. 12. Real-time message schedule.

application to prepare the message is 83ms, and the BSM
message is sent every 100ms, the guidance message will be
sent during the period. The bottom timeline demonstrates when
the message will be sent if another application blocks the
COLK application from using the BSM message. If the block
is long enough, it will push the guidance message into the
next BSM period. As a result, the message delay would be
longer. However, in cases where the message needs to be sent
immediately to avoid a collision, the COLK application can
also send emergency messages on demand.

E. Effects of Occlusion
In real-life scenarios, there might be occlusions. We con-

cluded that three types of occlusion might happen: the road is
not busy, no occlusion to plate numbers and vehicles, the road
is half-full, minor occlusion to plate numbers and vehicles, the
road is packed, full occlusion to plate numbers and vehicles.
We will briefly discuss the effects of occlusion in each of these
scenarios.

In scenarios where the road is not busy, and where there
is no occlusion to the plate numbers and vehicles, we have
demonstrated that our CCAD framework and COLK appli-
cation work well. In scenarios where the road is half-full,
and where there is minor occlusion to the plate numbers, just
matching the plate number is not sufficient. As previously
mentioned, matching parts of the plate number, color, and
body type using YOLOv5 have a 1 in 39,083 probability of
matching 2 or more vehicles at the same time. We believe this
is sufficient and is able to avoid duplicate matching. Finally,
in scenarios where the road is completely full, and where the
plate numbers are fully occluded, the COLK application can
no longer be used; however, in such a scenario, there is no need
for the COLK application, because each vehicle will follow
the vehicle in the front. The COLK application can still give
the vehicle the correct personalized vehicle guidance message
for the front of the pack.

F. Summary
In this case study of the CCAD framework, we have

demonstrated that it can increase the safety of intelligent
vehicles in real-time.
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In the original scene, the single-agent intelligent vehicle
cannot find a safe path because it cannot find the lanes.
Through our CCAD framework, the COLK application, and
the C-V2X standard message set defined in J2735, we achieved
collaborative ADAS by successfully mapping out the lanes
and sending guidance messages for the intelligent vehicle
to follow. While actual vehicles and intersections were not
tested, we believe this case study reinforces the vision many
other researchers envisioned - a simple C-V2X framework to
implement for collaborative autonomous driving.

However, in writing this paper, we realize that the CCAD
framework and the current standards have some flaws. One
of the most crucial flaws is that a message set was used
for something it was not designed to do. This is because
the standards are still only in the first stage, as defined by
[10]. One other experiment we did not do was comparing
our method with GNSS sensors. This is because current
commercial GNSS sensors have limited accuracy. While there
are more accurate GNSS sensors, localization methods, or
external devices such as Real-time Kinetic (RTK) sensors, they
are expensive and incur additional costs for the consumer.

VII. FUTURE WORKS

In this paper, we presented our CCAD framework and
demonstrated with a lane-keeping case study that our frame-
work can increase vehicle safety.

The CCAD framework can be improved with better hard-
ware and pattern recognition algorithms. In our case study,
CCAD only broadcasts guidance messages for vehicles that
are less than 100 meters away. With future technologies, it is
possible for our framework to cover a much larger area.

Our work can be expanded to other safety-critical scenarios,
such as forward collision warnings, blind-spot warnings, red
light warnings, and many others. While many current C-V2X
applications deal with these warnings, the CCAD framework
can use the infrastructure’s global view to capture these
warnings.

For example, for forward collision and blind-spot warnings,
because the infrastructure has a bird’s eye view of the scene,
if localization is performed correctly, then if the vertical
distance is too short, the infrastructure will send a collision
warning to both vehicles. For red-light warnings, because the
infrastructure has knowledge of the signal time phasing, it can
calculate the distance a vehicle requires to break before the
light safely. If localization is done correctly, it can warn the
vehicle if it will run a red light if it does not start to decelerate.

In addition, CCAD can also be used for accident detection
and emergency response. [27] proposes a low-cost accident
detection and notification system using V2X Communication
and Edge/Cloud computing. [28] proposes an emergence re-
sponse system using OBUs and Raspberry Pis. With the help
of our framework, the infrastructure and other camera-and-
OBU-equipped vehicles can be used for accident detection
and emergency response. The testbed [28] implemented can
also be easily ported to our framework.

VIII. CONCLUSION

Intelligent vehicles are single-agent systems. Inherently,
single-agent systems have limited capabilities. As a result,
accidents still occur despite rapid advancements in hardware
and algorithms. V2X communication can supplement some of
these missing capabilities by allowing the exchange of safety-
critical information. Cellular-V2X increases the reliability,
coverage, and data transmission speed.

In this article, we presented CCAD, a simple and easy-
to-implement framework, and demonstrated a case study to
show that the CCAD framework can transmit safety-critical
information in real-time and increase intelligent vehicle safety.

Most importantly, we offer a baseline and a manual to
build a C-V2X-enabled collaborative autonomous driving
testbed for researchers who want to study and experiment
with it.
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