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ABSTRACT

Serendipity is a notion that means an unexpected but valuable
discovery. Due to its elusive and subjective nature, serendipity is
difficult to study even with today’s advances in machine learning
and deep learning techniques. Both ground truth data collecting
and model developing are the open research questions. This pa-
per addresses both the data and the model challenges for identi-
fying serendipity in recommender systems. For the ground truth
data collecting, it proposes a new and scalable approach by using
both user generated reviews and a crowd sourcing method. The
result is a large-scale ground truth data on serendipity. For model
developing, it designed a self-enhanced module to learn the fine-
grained facets of serendipity in order to mitigate the inherent data
sparsity problem in any serendipity ground truth dataset. The self-
enhanced module is general enough to be applied with many base
deep learning models for serendipity. A series of experiments have
been conducted. As the result, a base deep learning model trained
on our collected ground truth data, as well as with the help of the
self-enhanced module, outperforms the state-of-the-art baseline
models in predicting serendipity.
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1 INTRODUCTION

Recommender systems are designed to alleviate information over-
load by recommending items based on user preferences. With the
wide applications of deep learning models, tremendous success has
been achieved in recommender systems to capture complex user-
item relationships from data. However, these deep learning-based
recommendation models, like any machine learning models, tend
to overly focus on recommendation accuracy. On the other side,
many people have expressed their hope that recommender systems
could play a role in facilitating incidental exposure to serendipitous
information, whereby individuals “stumble upon” unexpected but
valuable items that they did not actively seek. Therefore, in the
recent decade, the notion of serendipity has been advocated by
many recommender researchers. The word serendipity was created
in 1754 to describe unexpected but valuable discoveries [17]. In the
early 2000s, serendipity was first introduced to the context of rec-
ommender systems [4] in order to improve users’ engagement and
satisfaction [7]. Although currently there is no consensus on the def-
inition of serendipity in the context of recommender systems, most
researchers interpret and operationalize this notion with two
components: unexpectedness and relevance [5, 9, 23].

Today deep learning models have gained huge success in mod-
eling user-item relevance relationships in recommender systems.
However, modeling user-item serendipity relationship between a
user and an item is challenging due to the elusive nature of serendip-
ity. The element of unexpectedness in serendipity means surprise
and accident, which are susceptible to modeling and prediction. In
addition, there are two data related challenges. First, the ground
truth data on serendipity is difficult to collect. Serendipity’s occur-
rence is not always immediate. A period of “incubation” is some-
times necessary before serendipity is recognized [13]. Therefore,
the common ground truth data collection methods, such as surveys,
online tracking, or direct observations, do not work well. The sec-
ond challenge is that serendipity does not occur frequently in a
natural environment. Serendipity by nature will have a data sparsity
problem in the collected ground truth dataset.

In this paper, we addressed the challenges for both ground truth
data collecting and model developing for identifying serendipity
in recommender systems. For collecting the ground truth data, we
proposed a new method called URCW (User Reviews plus Crowd
Wisdom). The method first collects user generated reviews that
describe a naturally occurring serendipity encounter in their daily
life in a reflective manner, thus avoiding the need of instant recall
from users about their serendipity experiences. The method then
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consults crowd workers to confirm whether a piece of review de-
scribes the user (the review writer)’s serendipity experience. The
result is a large ground truth data, called SerenLens, as compared to
the well-known dataset for recommendation models, MovieLens [3].
For developing models, we designed a self-enhanced module called
SerenEnhance. The module is to learn the fine-grained facets of
serendipity to supplement a base deep learning model that is trained
on SerenLens. There is an inherent data sparsity problem in Seren-
Lens due to the fact that serendipity by nature happens infrequently
in real life. The self-enhanced module is to mitigate the data sparsity
problem by leveraging the auto-generated labels from data itself,
rather than a human labeling process. The self-enhanced module
is sufficiently general to be used together with any deep learning
model as a base model. Extensive experiment results show that a
base deep learning model trained on SerenLens and strengthened by
the SerenEnhance module, outperforms the state-of-the-art baseline
models in predicting serendipity with relatively lower sacrifice to
relevance.

The main contributions of this paper are summarized as two-fold:

e A new ground truth data collection approach called URCW,
as well as the resulting large ground truth dataset on serendip-
ity called SerenLens.

o A novel self-enhanced module, SerenEnhance, to strengthen
a base deep learning model for predicting serendipity.

2 RELATED WORK

This study draws on two research lines: serendipity research and
deep learning techniques.

2.1 The Concept of Serendipity and Its
Distinction with Diversity and Novelty

First coined by Harold Walpole in 1754, the word “serendipity” is
used to describe the process of making discoveries by accident, but
it received little attention until the mid-1900s when it was used as
a descriptor of accidental or unplanned discovery in the scientific
context [14]. Although there is some disagreement as to the precise
nature of serendipity, all accounts agree that the following two
aspects are central: an unexpected chance and a relevant dis-
covery. These two aspects have informed us on the ground truth
data collection and deep learning model loss function design. It is
worth distinguishing between serendipity, diversity, and novelty
because they share some common characteristics. We believe diver-
sity increases the chance of serendipity, but not every diversified
piece is serendipitous: only those unexpected and relevant items
are serendipity. As to novelty, it means being new and unknown,
not necessarily unexpecting or surprising. In contrast, serendipity
suggests how strongly an item violates an expectation.

2.2 Recent Deep Learning Models in Serendipity
Recommender Systems

Recently deep learning advances have been changing recommender
systems research dramatically and bringing more opportunities to
improve the relevance-oriented performance. Since 2018, a few in-
formation retrieval (IR) researchers have attempted to build deep
learning models for serendipity recommendations. We believe Pandey
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et al. [16] is the first effort to build a deep learning model to predict
serendipity. The model, called SerRec (Serendipity Recommender),
used a pre-training and fine-tuning mechanism to firstly train a
deep neural network for relevance scores using a large MovieLens
dataset and then fine-tune the model for serendipity scores using the
smaller dataset Serendipity 2018 collected by GroupLens Research.
Their pre-train and fine-tune approach mitigated the issue of a
small serendipity dataset and achieved reasonable NDCG (normal-
ized discounted cumulative gain) scores in predicting serendipity.
However, the dataset Serendipity 2018 was collected using a small-
scale survey with only 481 participants. In addition, the controlled
environment that relied on participants’ recall was not ideal for
collecting serendipity experiences.

With the lack of large-scale ground truth data for serendipity,
other researchers are working to define serendipity in ways to lever-
age various existing relevance-oriented datasets. For example, Li et
al. [10] defined serendipity as content difference and genre accuracy
for a movie recommender, and then developed an algorithm called
HAES (Hybrid Approach for movie recommendations with Elastic
Serendipity), to achieve the two aspects. In their follow-up study,
Li et al. [11] adjusted the definition of serendipity as an item with
a direction pointing from the short-term demand to the long-term
preference as well as a suitable distance to the short-term demand.
They developed a deep learning algorithm called DESR (Directional
and Explainable Serendipity Recommendation), to achieve the com-
putational definition. Also, Xu et al. [22] defined serendipity as high
satisfaction and low initial interest, and achieved both by using
a neural network, called NSR (Neural Serendipity Recommenda-
tion), which balances between accuracy and novelty. Li et al. [9]
presented a novel PURS (Personalized Unexpected Recommender
System) model, the first deep learning model to incorporate unex-
pectedness into the recommendations. They modeled the item’s
unexpectedness level as the item’s average distance to each clus-
ter center of a user’s interests. However, the study pre-calculated
the level of unexpectedness without putting the unexpectedness
module into the model training process. In the most recent study,
Zhang et al. [23] "engineered" the ground truth data on serendipity
by defining a way to calculate the level of serendipity. The core
part of the "engineering" process is how to calculate an item’s level
of unexpectedness. They calculated it as the sum of item differ-
ence and the category difference. With the engineered ground truth
data available, they then trained and tested a Transformer-based
deep learning model, called SNPR (Serendipity-oriented Next POI
Recommendation model). Like other existing research, it did not
have direct serendipity-oriented ground truth data, and therefore
relied completely on a self-defined calculation approach to convert
a relevance-oriented data to serendipity-oriented data.

In summary, these deep learning efforts mentioned above col-
lectively demonstrate the effectiveness of deep learning in repre-
senting users’ preferences. However, the serendipity definitions
varied and those self-defined evaluation metrics are subject to de-
bate. Most of these efforts are designed to leverage existing data
and avoid the direct ground truth on serendipity, making both the
models and the results not comparable and generalizable.
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Table 1: Example book reviews of true and false serendipity experiences

Keyword

True Serendipity Experience

False Serendipity Experience

stumble on/stumble upon

“I stumbled on this book by accident, it was on an iPad I had
borrowed and was checking out the features... but it grabbed
my attention from the first page and I could not put it down.
I recommended it to friends who loved it just as much. It is
not my usual genre, but I loved it. It had everything, tragedy,
suspense, romance, and an interesting backdrop for a story.
The movie was ‘awwright””.

“Set in both present time and the 1920’s, it tells the tale of young
Jacob Jankowski’s circus days: how he stumbled upon the
spectacle, how he made himself useful, and how he found true
love.”

by chance

“I.am not at all a tennis fan and have never followed the sport
soI have no idea why I decided to read this book but by chance
I downloaded in onto my kindle and absolutely couldn’t put it
down after reading the first page.”

“The book starts out with a murderer killing three members of
a family and, purely by chance, missing the opportunity to
kill the fourth member, a toddler who has wandered off into
the neighborhood graveyard.”

serendipity/serendipitous

“Then serendipitously, while browsing in a discount book-
store, I found a British copy of Rachel’s Holiday just sitting
there waiting to be discovered by an American reader.”

“I bought this book after reading the charming ‘Serendipity’s
Secret’ which also uses the fable format to good effect. I thought
’The Monk... had some great ideas and I enjoyed reading it.

Just like Serendipity’s Secret, I loved the idea of a 'coach’ and
a ‘coachee’ as the central characters and the useful summaries
at the end of each chapter were effective.”

3 URCW: OUR PROPOSED METHOD FOR
COLLECTING SERENDIPITY GROUND
TRUTH

As mentioned in Introduction, serendipity does not occur frequently
or immediately in a natural environment. A period of “incubation”
is sometimes necessary before serendipity is recognized [13]. There-
fore a survey instrument or a lab-based user study may not be ideal
for collecting serendipity ground truth data because of their instant
nature and controlled environment, making the “incubation” period
impossible. Also importantly, the data collected by a survey or a
lab-based user study usually cannot reach the scalability that is
needed by a machine learning model. Therefore, we propose a new
serendipity data collection method, named URCW (User Reviews
plus Crowd Wisdom), which is a two-stage process.

In the first stage of URCW, we conducted a variety of keyword
searches to retrieve the contents from a large corpus of user re-
views. We expected user reviews to provide valuable self-reports
of naturally occurring serendipity, and we tapped into this source
of data that is highly underused in the serendipity research. Our
prior examination of user reviews from a book review corpus indi-
cated that some keywords were good candidates. These keywords
occurred reasonably frequently in the corpus, and the reviews con-
taining these keywords reflected a reasonably high fraction of true
serendipity experiences. For example, “stumble on” is a good key-
word. We also found some keywords were not good candidates
because they were not sufficiently frequent in the corpus or the
reviews with those keywords always had nothing to do with a
serendipity experience. For example, the keyword “discovered =
when I * not looking for” (x is a regular expression) did not oc-
cur sufficiently frequently. The keyword “serendipity” occurred
reasonably frequently, but this keyword was often used in a way
that did not have much to do with users’ serendipity experiences.
Sometimes it was used simply as part of a name, such as the movie
Serendipity in 2001 or a restaurant name Serendipity 3 in New York
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City. Table 1 lists more examples using sample keywords to retrieve
true or false serendipity experiences. We manually curated a set
of seed keywords, some with regular expressions to retrieve in-
stances of serendipity. We brainstormed to expand the keywords
through several iterations. We tested the resulting keywords by
assessing the retrieved accounts from user reviews. Please note
that we neither aimed for a high precision nor a high recall from
these keywords to retrieve true serendipity experiences from the
review corpus. We only needed a reasonable amount of reviews
with a reasonable "concentration” of serendipity for human crowd
workers to further make judgements on, in order to make a ground
truth dataset.

In the second stage of URCW, we used Amazon Mechanical Turk
(MTurk), the well-known crowdsourcing platform, to reach a large
number of crowd workers to make a judgement on whether a piece
of review is about the user (review writer)’s serendipity experience.
We defined serendipity experiences based on literature: 1) having
the two elements of unexpectedness and relevance in a discovery
experience, and 2) the experience is positive. Each crowd worker
was instructed to make a binary decision on whether a piece of
review described the review writer’s serendipity experience or not.
To obtain quality human opinions, we provided workers with suc-
cinct instructions and examples on what is and is not a serendipity
experience. In addition, we asked each worker two verification
questions for quality checks. Specifically, we created a straightfor-
ward three-step process for each HIT (Human Intelligence Task)
in the MTurk platform, as shown in Figure 1. The HIT started by
presenting a brief introduction on what is serendipity experience
and what is not, along with both true and false examples. Then,
it displayed a list of 5 pieces of reviews, soliciting the worker’s
yes or no decision on each review. Third, it presented a quality
check question about the concept of serendipity to make sure the
crowd worker was paying attention and understood the HIT. Each
HIT recruited two workers initially. An agreement between the
two workers established the final label on that particular piece of
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Figure 1: Three steps of an HIT task at Amazon Mechanical Turk (MTurk)

review. In case of any disagreement, a third worker was recruited
to serve as a tie breaker.

4 SERENENHANCE: OUR PROPOSED
SELF-ENHANCED MODULE

After collecting SerenLens, we realized that serendipity is sparse
in the dataset, even SerenLens is large-scale. This is due to the fact
that serendipity rarely happens in real life. Therefore we selected
a deep learning model as the base and designed a self-enhanced
module called SerenEnhance to strengthen the base model trained on
SerenLens. The SerenEnhance module is trained on auto-generated
labels in order to mitigate the sparsity problem in SerenLens.

4.1 Problem Formulation

We believe a serendipity recommendation problem, like any other
information retrieval problems, is a matching problem. Let I =
{i1,i2, ..., im} represents the set of items, and T;, = {i’l‘, ig, N g
represents a history of interacted items for the user u. Our goal
is to generate a recommendation list L with the length k, which
contains the most likely serendipity items for user u. The task
can be formulated as learning a matching function for serendipity,
and then ranking the items according to the matching score. The
matching function is:

Gui = f(©, Py (L), @i(i)) ey
where g,,,; denotes the matching score: a probability score that the
user u with a history T, feels the item i (i € I) serendipitous. ®
denotes the set of parameters of the matching function f. ¢, and
®; are the functions to represent T;, and i respectively.

Previous research shows that deep learning recommendation
models using Transformers [20] as ®,, to represent users are effec-
tive [1, 6, 21]. Transformers are especially useful for serendipity
recommendations because serendipity occurrence does not neces-
sarily rely on a user’s strict order of the historical sequence, and
the recent user interactions may not have the most impacts on
serendipity discovery. Serendipity could be a potential, long-time-
ago, or dormant need being recognized. Although not relying on
the strict temporal order of history, serendipity heavily depends
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on the user context, meaning having a complex interdependence
among potentially all the items in the user history. Therefore, in this
paper, we selected a Transformer based model as the base model.

4.2 The Base Model

The architecture of the base model is presented in the blue colored
components on the left side of Figure 2. The base model serves
two purposes: 1) serendipity representation: it encodes each
historical item of a user using a Transformer encoder, and then ag-
gregates the representation; and 2) serendipity learning: it adopts
a learning loss function to guide the training of the serendipity
representation toward the collected ground truth of serendipity.

4.2.1 Serendipity Representation. For each item i € I, we obtained
a set of reviews {r{, 7y, ..., rl’} that are about the item i. This set of
reviews can be used for this item i’s representation. We first learned

the vector representation for each piece of review as e}. Then we

represented each item by aggregating all its reviews as q; € R1¥9,
Therefore, each user’s history can be represented as a sequence of
the user’s interacted items: Ty = {q1,92,---,qn}-

As mentioned earlier, this study leverages the state-of-the-art
Transformer technique [20] to model all the potential dependencies
among items in a user’s history. For each gj, we obtained the hid-
den representation z; using a stack of L Transformer layers. Each
Transformer layer consists of a multi-head sublayer and a feed-
forward network sublayer. We leveraged an average pooling layer
to aggregate z1, zy, .. ., zp and further put through a dense layer to
obtain the user serendipity representation hgeren:

-»Zn])
hgeren = ReLU(Wz + b)

z = Ave([z1, 22, ..

@)

where Ave(x) is the average pooling layer, W € R4%9 js the weight
matrix for the dense layer, and b is the bias vector.

4.2.2 Serendipity Learning. After obtaining the representation of
serendipity hgeren, the model takes in the vector hgeren and gener-
ates the predicted serendipity score as:
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Figure 2: Structure of our proposed deep learning framework: a base model plus SerenEnhance

®)

where the vector q;ran 4 is a candidate item in the item set I and o'(*)
denotes the sigmoid activation function. Since our serendipity rec-
ommendation task is a personalized ranking task, it is reasonable to
assume that the observed serendipity should be ranked higher than
the unobserved ones, meaning having a larger ¢, ; than the unob-
served cases. To implement this idea, we used the well-established
Bayesian Personalized Ranking (BPR) [18] objective function as
follows:

Jui = U(QIand - hseren)

Lseren(©) = Z —lOg U(QM,i - gu,j)

(wij)ey

©

where O is the set of model parameters. Y denotes the set of train-
ing instances: Y : {(u, i, j)|i € Y;J A j € Y}, where Y} denotes
the set of items that has been regarded as serendipitous by the
user u. By minimizing the BPR loss, we tailored the model for cor-
rectly predicting the relative orders between items rather than their
absolute serendipity probability scores as optimized in pointwise
loss. This can be more beneficial for addressing the serendipity
recommendation task where serendipity cases are relatively rare.

4.3 The Proposed Self-Enhanced Module:
SerenEnhance

As mentioned, serendipity is sparse in SerenLens, an inherent prob-
lem in any serendipity ground truth data due to the fact that
serendipity rarely happens in real life. In order to strengthen Seren-
Lens and the base deep learning model trained on it, we designed
this SerenEnhance module, as in the orange-colored components on
the right side of Figure 2, to leverage some auto-generated labels
to learn the fine-grained facets of serendipity. As mentioned in
Introduction, serendipity is a complex concept, most researchers
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interpret and operationalize the notion with two core facets: unex-
pectedness and relevance. Therefore, in the SerenEnhance module,
we designed two learning loss functions as the two auxiliary loss
functions. One is for learning unexpectedness and the other is for
learning relevance. For these two auxiliary loss functions, we were
able to generate the ground truth label either from calculation or
observation on the data itself, rather than from a human labeling
process. Therefore we call SerenEnhance a self-enhanced module.

4.3.1 Unexpectedness Learning and Unexpectedness Ground Truth
Generation. We adopted the base model again to obtain an unexpect-
edness representation hypexp from the user history. The predicted
unexpectedness score is then derived from this representation:

®)

where the vector qé ;rn 4 is a candidate item in the item set I for
the unexpectedness learning. For 7, ;, we adopted a pairwise loss
function to learn the unexpectedness facet of serendipity:

Lunexp(A) = Z —log O'(ﬁu,i - ﬁu,j)
(wij)eN
A is the set of model parameters. N denotes the set of training
instances for unexpectedness: N : {(u, i, j)[i € Njf A j € N}
, where N;} denotes the set of items that has been regarded as
unexpecting by the user u. In contrast, N,, denotes the negative
samples.

The key problem becomes how to generate the ground truth for
unexpectedness in order to select positive and negative samples.
In Psychology, unexpectedness is defined as violation of expecta-
tion [15]. We propose a computational operationalization of this
definition in order to "calculate" the ground truth of unexpected-
ness. Specifically, we first calculated the conditional likelihood of
seeing an item given a user’s sequence of interacted items. We then
used a low level of such conditional likelihood as a high level of

N T
Nui =0 (qéand * hunexp)

(6)
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unexpectedness. Let I = {iy, ia, ..., i|I|} denotes the set of items in
the data, and T, = {i’l‘, ig, ..., %} denotes a sequence of interacted
items for the user u. The level of unexpectedness is calculated as:

unexp(y,i) = —log p(i|Tu) ™
The conditional likelihood p(i|T;,) could be seen as a user’s expec-
tation of seeing the item i. The low value of p(i|T;,) could be seen as
a violation of such an expectation, and therefore is unexpectedness.
The negative sign is to indicate the opposite relationship and the
logarithm function is to smooth the larger values. Using the Law
of Total Probability, we could rewrite the conditional probability in
Equation 7 as:

unexp(u, = ~log p(ilTy) = ~log " pllIP() (g
iYeT,

where i¥ is a user’s historically interacted item, and p(i|i¥) could

be calculated as:

n(i, i¥)
Zier n(i, ig)
n(i, i) is the count of co-occurrences for an item i and i¥ in all user
profiles. The denominator is the sum of the co-occurrence counts
for each item in the item set with i¥ . Considering that in most
recommendation datasets, it is usually the case that most items
in the item set are not observed to co-occur with a specific user
interacted item i¥. Therefore, p(i|i¥) may end up with being 0 for
many items undiscriminatingly. Therefore, we added a smoothing
factor ¢ to address the undiscriminating problem. ¢ represents a
small pseudo count of co-occurrence of every item i and i¥. There
would be a problem with using such a constant smoothing factor «.
All of the unobserved co-occurrences would be assigned with the
same pseudo account ¢. A better way is to make this ¢ proportional
to the item i’s popularity (or occurrence frequency) in the dataset,
because the popular items are more likely to co-occur with other
items. Therefore, we used a popularity-sensitive smoothing factor
pp(i). The p(i|i¥) with such a smoothing factor becomes:

n(i, i) + pp (i)
Yiern(i,ig) +p

Therefore, the level of unexpectedness unexp,, ;) is calculated as:

p(iliy) = )

p(ilig) = (10)

nG i) +pp)
Siern(i i) +u
(11)
All of the components on the right side of this Equation 11 could
be pre-calculated from the dataset before the model training. After
calculating all the items’ unexp ,, ;) values for a user u, we selected
the items with the top values as the positive samples for unexpect-
edness for the loss function Lypexp in Equation 6. Meanwhile the
negative samples are the items with the bottom values.

unexp, ;y = —log p(i|T,) = —log Z

iteT,

4.3.2  Relevance Learning and Relevance Ground Truth Generation.
Relevance is also an essential component for serendipity. Recom-
mending serendipity is not recommending items randomly but
should be relevant to users. It is believed that at the heart of the
experience of serendipity was the emergence of powerful personal
relevance out of seemingly random coincidence of events [8]. The
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component of relevance is to restrict the scope of serendipity, pre-
venting unlimited recommendations from annoying users. Rele-
vance is a well-established target for recommendation models. We
adopted the base model again to obtain the relevance representation
h,1 from the user history. Then the predicted relevance score is:

(12)
nT

where the vector q/ _, is a candidate item in the item set I for the
relevance learning. We then adopted a pairwise loss function of
relevance:

~ T
Tui = U(q::,and “hrer)

Lif(A) = ). —log o(fu, = Fu)
(w,i,j)eR

(13)

A is the set of model parameters. R denotes the set of training
instances: R : {(u,i, j)|i € R} A j € R}, where R} denotes the
set of positive samples for relevance, and R;, denotes the negative
samples.

For the purpose of auto-generating labels of relevance, we used
the common approach in the recommendation research community:
the observed interaction between a user u and an item i establishes
a relevance label for this user-item pair. Other user-item pairs with
no observed interactions are deemed as irrelevance.

4.3.3  Self-Enhanced Serendipity Learning. Under the guidance of
the two auxiliary loss functions, we have obtained two auxiliary
representations hypexp and hy¢] to supplement the main represen-
tation hgeren for serendipity. We used the hyper-parameters A and
a to aggregate them as a unified representation h:

h = hgeren + A(ahunexp + (1 - a)hge) (14)

where A is the importance weight of the SerenEnhance module to
the base deep learning model; and « is the trade-off importance
weight between hypexp and hyej. In the experiment section, we will
experiment different A and « values.

After obtaining the final representation h, the model predicts
the final serendipity score as:

(15)

Sui = O-(qzand ~h)

5 EXPERIMENTS
5.1 The Ground Truth Data

We used the domain of books to construct our ground truth dataset
on serendipity. Book reading behavior is highly driven by personal
taste, and its experience is highly subjective, laying a rich ground for
serendipity occurrence. Book reviews datasets are largely available.
The scale and richness of the dataset warrant the high quality of
the ground truth dataset and high performance of a deep learning
model. We used the Amazon Review Data [12] as the base. Its book
review data contains 51,311,621 book reviews written by 3,096,817
users for 1,887,748 books from 05/20/1996 to 07/23/2014. The book
review data is in the JSON format. We manually curated 7 keywords,
as in the Table 2, in the first stage of URCW.

We have spent 10 months to collect this ground truth data. As the
result, we collected 41,340 user judgements on 10,000 reviews from
MTurk. Among these 10,000 reviews, 2,557 reviews were labeled
as serendipity experiences. For the 2,557 serendipity reviews, they
were written by 2,346 users (review writers) on 2,227 books. This
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Table 2: Keywords for extracting reviews about serendipity

experiences
Keyword No. of reviews
with this keyword

1. stumble on/stumble upon 14,535

2. find/discover/buy/purchasexby chance 4,242

3. find/discover/buy/purchasexby accident 6,426

4. serendipity/serendipitous 1,852

5. find/discover/buy/purchasexunexpectedly 2,584

6. find/discover/buy/purchasexsurprisingly 15,367

7. find/discover/buy/purchasexaccidentally 21

is only the "base" of our engineered ground truth dataset. What
makes the "base" valuable is that through these 2,346 users, we
are able to link all the other reviews and items for the 2,346 users,
not only those reviews of serendipity or books of serendipity. That
way, the records in the "base" are not by their own, but are put
into a context of the users with their entire history. As the result,
SerenLens contains a total number of 265,037 reviews on 113,876
books. Table 3 shows the key statistics of SerenLens and its en-
gineering process. Our SerenLens dataset is publicly available at
https://github.com/zhefu2/SerenLens.

Table 3: Key statistics of SerenLens and of its collecting pro-
cess using MTurk

HITs Total HIT tasks assigned 8,268
Total HIT tasks accepted 4,396
Total worker judgements collected 41,340
Worker Total worker judgements accepted 21,980
Judgements with initial agreement 16,040
Judgements | Judgements need a third opinion 3,960
Reviews with judgements 10,000
Reviews of serendipity 2,557
Reviews of non-serendipity 7,443
SerenLens Users involved in the reviews of serendipity 2,346
Other reviews involved for the involved users 262,691
Dataset Total reviews involved 265,037
Books involved in the reviews of serendipity 2,227
Total books involved 113,876

5.2 Evaluation Metrics and Baseline Models

Since serendipity is sparse (2,557/265,037 ~ 1.0%) in SerenLens,
we adopted a recall-based metric, Hit Ratio (HR). HRgeren @k mea-
sures the proportion of times a serendipity item is retrieved in the
top-k position (1 for yes and 0 otherwise). In order to take the
rank information into consideration and assign higher weights on
higher ranks, we propose another metric called Serendipity-Based
Normalized Discounted Cumulative Gain (NDCGgerep) based on
the well-known metric Normalized Discounted Cumulative Gain
(NDCG). NDCGgeren @K is calculated as:

serendipity score(1 or 0)
loga(i+1)

k
NDCGseren@k = Z (16)
i=1
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In addition to evaluating serendipity, we conducted a second set
of experiments to evaluate how much sacrifice on relevance the
recommendation models were making (if there was) in order to
accommodate serendipity. Therefore, we used the two standard met-
rics for relevance evaluation: HR@k (the “hit” here means hitting
a relevant item in the top-k position) and Normalized Discounted
Cumulative Gain (NDCG). For all of the metrics above, a higher
value indicates a better performance.

To evaluate the performance of the proposed models, we selected
the following two groups of representative baseline recommen-
dation models. The first group consists of the well-known deep
learning recommendation models for serendipity:

e DESR [11]: It is a state-of-the-art serendipity-oriented rec-
ommendation model. It combines user-item relevance with
the user preference direction to recommend serendipitous
items. It infers the user preference direction through the
user’s long-term preferences and short-term demands.

e PURS [9]: It is a state-of-the-art serendipity-oriented recom-
mendation model. It is built on top of a traditional relevance
oriented GRU model, and adds an unexpectedness compo-
nent using self-attentive MLPs. The self-attention weights
are pre-calculated according to the self-defined unexpected-
ness as the item’s average distance to each cluster center of
a user’s interests.

o SNPR [23]: This is the most recent serendipity-oriented rec-
ommendation model. It leverages the state-of-the-art trans-
former technique to model all the potential dependencies
among items in a user’s history. It treats serendipity learning
as two separate learning tasks: relevance learning using the
traditional training dataset, and unexpectedness learning
using a self-calculated training dataset. Then the model com-
bines the two separate learning tasks with a pre-specified
coefficient.

The second group is the Transformer-based recommendation
models for the relevance task:

e SASRec [6]: It is a next-item sequential recommendation
method based on the Transformer’s architecture, which em-
ploys a multi-head self-attention mechanism to explore im-
plicit user interactions.

o BERT4Rec [19]: Itis an improvement of SASRec and also the
state-of-the-art sequential recommendation method, which
models user behavior sequences with a bidirectional self-
attention network via a Cloze task.

Both of the two groups of models are the state-of-the-art deep
learning models published in top venues in recent years.

5.3 Deep Learning Models’ Setting

We trained the proposed model, Base+SerenEnhance', and the base-
line models on the SerenLens data. We implemented the PURS, SAS-
Rec, and BERT4Rec based on open-source codes and implemented
the DESR and SNPR based on the description of the original papers.
We compared Base+SerenEnhance and the baseline models using
the serendipity-based metrics (HRgeren @k and NDCGgeren @k) and
the relevance-based metrics (HR@k and NDCG@k). 80% of the data

Ithe code is released at https://github.com/zhefu2/SerenEnhance
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Table 4: The performance comparison of different models. The reported number is the average of 5 folds. The best results
in each column are bolded and the second best results are underlined. * denotes that our proposed model has statistically
significant differences with at least three of the six baseline models under a two-tailed t-test with p < 0.05.

Serendipity-based metrics Relevance-based metrics
HRgeren@1  HRgeren@5 HRgeren@10  NDCGgeren@5 NDCGgeren@10 | HR@1 HR@5 HR@10 NDCG@5 NDCG@10
PURS 5.76% 22.60% 32.20% 0.139 0.170 2.35% 6.82% 13.86% 0.039 0.059
DESR 6.25% 23.02% 36.67% 0.144 0.178 1.92% 6.61% 16.63% 0.034 0.072
SNPR 7.46% 24.09% 38.81% 0.149 0.192 2.20% 7.04% 18.76% 0.040 0.082
SASRec 6.13% 25.33% 41.37% 0.157 0.209 3.33% 11.25%  20.83% 0.068 0.099
BERT4Rec 8.03% 27.02% 41.79% 0.166 0.214 3.13% 13.28% 23.05%  0.076 0.107
}(3;5: g_ze;e:]?;ﬁ};ance 9.81%" 30.49%" 45.63%" 0.329* 0.364* 235%°  9.81%* 20.04%°  0.042* 0.102*
in SerenLens was used for training and the rest 20% was for testing. 1=02 s A=04
For all models, we adopted 5-fold cross-validation to evaluate the o 031 o 03
performance. We trained our models using the Adam optimizer. \:‘/ 030 ® o
We set the learning rate 0.0001, the hidden dimension 128, the 8 029 & 030
dropout rate 0.2, and the regularizer decay 0.001 for all the models. B 0% g gi;
Other model-specific hyper-parameters were set either following EZ 027

their original studies or adjusting for the training performance
in this study. For all of the baseline models, we reported the re-
sults using the optimal hyper-parameter settings. For the proposed
Base+SerenEnhance model, the optimal values of A and a will be
examined and discussed in the experiments. In addition, for fair
comparison, we set the number of the Transformer layers as 3 and
the number of heads in the multi-head attention sublayer as 2 for
the models involving Transformers: Base+SerenEnhance, SASRec,
BERT4Rec, and SNPR. For the second set of the experiments for
evaluating relevance, we used the same trained models (trained
on SerenLens) as the first set of experiments, but the test set was
changed to the relevance ground truth automatically collected for
the SerenEnhance module, as described in Section 4.3.2.

5.4 Results

Effects of Hyper-Parameters. We investigated the influence of
the self-enhanced module importance weight A and the
unexpectedness-relevance trade-off importance weight « on the
recommendation performance. As in Figure 3, when A is 0.6,
NDCGgeren @10 could reach the highest value. Therefore we select
the A value as 0.6. When A is fixed, the NDCGgeren @10 score in-
creases when a changes from 0.2 to 0.6, and then decreases when
a changes from 0.6 to 0.8. The highest NDCGgeren @10 is achieved
when « takes the value of 0.6. We observed similar trends using
other evaluation metrics, such as HRgepen @5, NDCGgeren @5, etc.
Therefore, both A and «’s optimal values are 0.6. In the following
subsection, we will only report the result of Base+SerenEnhance
with A = 0.6 and @ = 0.6.

Overall Performance Comparison. From Table 4, it can be ob-
served that our proposed Base+SerenEnhance model achieves the
best performance among all the models on the serendipity-based
metrics. In general, the Transformer-based models (SASRec,
BERT4Rec, SNPR, and Base+SerenEnhance) have a better perfor-
mance than the non-Transformer-based models (PURS and DESR).
It is interesting to note that SASRec and BERT4Rec were originally
designed for relevance-oriented recommendation tasks, but now
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Figure 3: The recommendation performances of

Base+SerenEnhance under different 1 and « values

perform better than PURS and DESR, the two serendipity-oriented
baseline models, suggesting the power of Transformers. PURS and
DESR are not based on Transformers. PURS leveraged sequential
networks of Gated Recurrent Unit (GRU) and DESR chronological
ordered Capsule Network. The experiment results confirmed our
choice of the Transformer technique for representing a user for
identifying serendipity.

In addition to serendipity, we conducted a second set of experi-
ments on relevance to evaluate how much sacrifice (if there is) the
serendipity-oriented model needs to make on relevance in order to
accommodate serendipity. Compared to SASRec and BERT4Rec that
were designed for the recommendation relevance tasks, our model
has lower relevance performance. What is worth to mention is that
the BERT4Rec model, the vanilla version of the BERT model [2]
used in recommender systems, is reasonably good at discovering
serendipity while maintaining a reasonable relevance, demonstrat-
ing the power and the wide adaptability of the BERT model. On the
other hand, compared with the state-of-the-art serendipity models
PURS, DESR, and SNPR, the Base+SerenEnhance model has better
relevance results, meaning our proposed models are able to achieve
higher serendipity at a lower cost of relevance.
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Ablation Study. We further conducted experiments to evaluate
the effectiveness of the key components of our proposed
Base+SerenEnhance model. The evaluated components are the main
serendipity learning in the base deep learning model (BaseSeren),
the unexpectedness learning in SerenEnhance (Unexp), and the rele-
vance learning in SerenEnhance (Rel). The evaluation was conducted
by removing each of them or a combination of them, to test the
model performance change. The results are presented in Table 5.

As shown in Table 5, without the unexpectedness learning (w/o
Unexp) or without the relevance learning (w/o Rel) in SerenEnhance,
the performance drops on both HRseren and NDCGgeren metrics. It
demonstrates the effectiveness of both the unexpectedness learning
and the relevance learning in SerenEnhance. More interestingly, re-
moving the unexpectedness learning results in more drastic model
performance decreases than removing the relevance learning, sug-
gesting that the unexpectedness learning has a relatively higher
impact on the serendipity recommendation performance.

In addition, we removed both the unexpectedness learning and
relevance learning at the same time (w/o Unexp & Rel). That way,
the model downgraded to the base deep learning model only. Its
performance drops around 10% for HRgeren and more than 20% for
NDCGgeren. The results demonstrate the value of the SerenEnhance
module to strengthen the base deep learning model.

Furthermore, we removed the base serendipity learning in the
base deep learning model (w/o BaseSeren), making the model train-
ing process only rely on the SerenEnhance module. That way, this
model was not trained on the SerenLens dataset, but only on those
auto-generated labels on unexpectedness and relevance. We ob-
served the largest model performance decrease on both HRgeren
scores and NDCGgeren scores. The results suggest that learning
serendipity representation directly from the collected SerenLens
dataset is the core component of our model, suggesting the core
value of SerenLens and the base deep learning model.

Table 5: The ablation study results on different model vari-
ants. The reported number is the average of 5 folds. The
best results in each column are bolded and | indicates
performance drop more than 20% relative to the original
Base+SerenEnhance model.

Architecture HRgeren@1  HRgeren@5 HRgeren@10  NDCGgeren@5 NDCGgeren @10
Base+SerenEnhance

o heaon 9Bln  3049%  45.63% 0.329 0.364
w/o Unexp

GloR e Td6nL 2452m  3987% 0.173} 0.233]
w/o Rel

e beaote 852  2729%  42.00% 0.281 0312
W/("A[i“g’g; &Rel 8.10%  2537%  40.94%| 0.166] 0.230]
W/("aB_“SOe:‘e“ 213%]  10.66%)  18.55%] 0.122] 0.136]

5.5 A Case Study

To have an intuitive understanding of model results, we selected an
example user to showcase the better serendipity recommendation
results of Base+SerenEnhance. As shown in Figure 4, a user who
loves thriller books as in his/her historical book sequences, had
a serendipity experience on a book titled The Princess Bride, as in
his/her review:
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"...This is one of my all time favorite books. I stumbled upon the
paperback in the high school library and was immediately hooked..."

This book is an adventure book with the romance element in it.
It is not quite the user’s typical type of book. As shown in Figure 4,
the Base Model recommended it in the 5/ rank (as highlighted in
the red box in the recommendation list) but Base+SerenEnhance was
able to identify this book as the top serendipity recommendation.

0 User ID: a9owlc66j3584
CASTLE 2

HUNTING
DOWN
AMANDA

ANDREW
KLAYAN

1
atl

SACRE BLEU

CHRISTOPHER

MOORE

Recommendation List Generated by the Base + SerenEnhance model

Figure 4: Two top-5 recommendation lists generated by the
Base Model and Base+SerenEnhance

Other than the The Princess Bride (the only ground truth serendip-
itous book for this user in SerenLens), if we look at the other rec-
ommendations, it can be observed that the recommended book
list generated by Base+SerenEnhance was subtly different from the
list generated by the Base Model: a bit bolder and more deviating
from the usual type of thriller books as in the user’s historical book
sequence.

6 CONCLUSION

This paper contributes a new ground truth data collecting approach
called URCW, a large serendipity ground truth dataset called Seren-
Lens, and a novel self-enhanced module for serendipity recommen-
dation called SerenEnhance. Extensive experimental results show
that a base deep learning model trained on SerenLens as well as
with the help of the SerenEnhance module, outperforms the state-
of-the-art baseline models in predicting serendipity at relatively
lower cost of relevance. We analyzed the effectiveness of different
model components and also used a case study to demonstrate how
our proposed SerenEnhance helps serendipity recommendations.
For future works, we are interested in extending the current data
and model to cross-domain recommendations for serendipity.
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