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ABSTRACT
We present a technique for concurrent memory management that
combines the ease-of-use of automatic memory reclamation, and
the e�ciency of state-of-the-art deferred reclamation algorithms.

First, we combine ideas from referencing counting and hazard
pointers in a novel way to implement automatic concurrent ref-
erence counting with wait-free, constant-time overhead. Second,
we generalize our previous algorithm to obtain a method for con-
verting any standard manual SMR technique into an automatic
reference counting technique with a similar performance pro�le.

We have implemented the approach as a C++ library and com-
pared it experimentally to existing atomic reference-counting li-
braries and state-of-the-art manual techniques. Our results indicate
that our technique is faster than existing reference-counting im-
plementations, and competitive with manual memory reclamation
techniques. More importantly, it is signi�cantly safer than manual
techniques since objects are reclaimed automatically.
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1 INTRODUCTION
Memory reclamation, the problem of freeing allocated memory
in a safe manner, is essential in any program that uses dynamic
memory allocation. A block of memory is safe to reclaim only
when it can not be subsequently accessed by any thread of the
program. Determining exactly when this is the case is, however,
a di�cult problem, and even more so for mutlithreaded programs
which could be sharing, copying, or modifying references to the
same memory blocks concurrently. Traditional solutions for safe
memory management are �lled with trade-o�s. One choice is to
use a language with automatic garbage collection, but this can
inhibit performance and make it more di�cult for programmers to
implement certain data structures.

*This work appeared in PLDI’21 as “Concurrent Deferred Reference Counting with
Constant-Time Overhead” [1] and in PLDI’22 as “Turning Manual Concurrent Memory
Reclamation into Automatic Reference Counting” [2]
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Researchers have developed a broad set of techniques to imple-
ment safe concurrent memory management. The goal is to delay the
destruction and reclamation on an object until it can be ensured that
no thread can still access it. These techniques are generally referred
to as safe memory reclamation (SMR), and include approaches such
as read-copy-update (RCU) [9], epoch-based-reclamation (EBR) [7],
hazard-pointers (HP) [11], pass-the-buck [10], pass-the-pointer [4],
interval-based reclamation (IBR) [16], Hyaline [13].These tech-
niques, however, are di�cult to use and can lead to subtle and
hard to reproduce bugs. As evidence, we [1] noted several instances
where these techniques were used incorrectly.

An alternative approach for memory management in languages
without built-in garbage collection (or even with) is to use reference
counting. Reference counting requires very few modi�cations for
programmers to integrate into their code, and provides memory
safety and leak freedom automatically as long as the program-
mer does not create reference cycles. Owing to the ease of use of
automatic reference counting, there has been increasing interest
in concurrent (atomic) reference-counted pointers (both strong
and weak), as evidenced by their inclusion in the most recent C++
standard (C++20), and recent papers on the topic [4, 15]. Early
approaches [5, 10] su�ered severe performance issues due to con-
tention on the reference counts, but more recent approaches, such
as FRC [15] and OrcGC [4] have developed scalable approaches for
concurrent reference counting.

2 OUR FIRST CONTRIBUTION
In our �rst paper [1], we propose a theoretically and practically
e�cient approach to automatic memory reclamation based on a
novel combination of reference counting and HP. Theoretically,
we show the �rst solution with constant expected time overhead
using only single word compare-and-swap (CAS) and only delaying
$ (%2) decrements. Previous approaches are either only lock-free,
wait-free with $ (%) time per operation, or use double-word fetch-
and-add, which is not available on modern machines.

Our approach is based on a new algorithm that generalizes HP
to allow for multiple retires on the same object. Standard HP [11]
would not be e�cient with multiple retires, requiring potentially
much more space. Our generalization allows us to implement de-
ferred decrements that protect an object’s reference count, delay-
ing decrements (and hence reclamation) while an increment is in
progress. This contrasts with previous reference counting tech-
niques [8, 10] that use HP to delay memory reclamation after a
reference count hits zero. This is a subtle di�erence, but it has
rami�cations both in theory and practice. We further extend the ap-
proach by borrowing the idea of deferred increments from reference-
counted garbage collectors [3]. When a reference to an object is
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Figure 1: Throughput of a concurrent binary search tree with
100K keys, undergoing 90% reads and 10% updates.

short lived, it almost certainly does not need to modify the refer-
ence count. Our technique protects the reference count during the
reference’s short lifetime. In the common case, this avoids both the
increment and the decrement.

3 OUR SECOND CONTRIBUTION
In our second paper [2], we show that reference counting can
be nearly as fast as any manual technique while using a similar
amount of memory (in most cases), thus showing that the ease-of-
use of automatic approaches comes at no signi�cant cost to practical
performance. The technique in our �rst paper was based on HP
and exhibits similar performance to manual application of HP. HP
can be up to twice as slow as techniques such as EBR, though they
also use substantially less memory.

In this work, we show that the technique can in fact be applied to
any manual SMR scheme to yield an automatic version with similar
performance. We apply this to three (very di�erent) state-of-the-
art manual techniques, EBR, IBR and Hyaline, to yield automatic
versions of all three. To the best of our knowledge, this is the
�rst time reference counting has been combined with any manual
technique outside of variations of HP. The resulting algorithms are
lock-free, assuming the SMR scheme being automated is lock-free.

In addition, we show how this framework can be extended even
further to support lock-free atomic weak pointers. We use them to
implement a concurrent doubly-linked-list based queue [14], and
show that our implementation is several times faster than the only
other lock-free atomic weak pointer that we are aware of [17].

A key challenge with weak pointers is supporting the upgrade
to strong pointers e�ciently. This requires being able to atomically
increment the reference count only if it is not already zero. This
operation is typically implemented using a CAS-loop which takes
up to $ (%) amortized time per process if % processes perform this
upgrade at the same time. Instead, we show how to implement a
wait-free increment-if-not-zero operation so that reading and incre-
menting/decrementing take only $ (1) time in the worst case.

4 EXPERIMENTS AND CONCLUSION
We have implemented our technique as a library for C++1 and show
that it is more e�cient than existing optimized libraries for atomic
reference-counted pointers [4, 6, 17]. We also show that our scheme
performs well against state-of-the-art manual SMR techniques from
a recent benchmark suite [12, 16].

Figure 1 shows the throughput of a concurrent tree using eight
di�erent memory management techniques. The �rst four are man-
ual techniques, and the latter four are our automated reference-
counted versions of them. In three out of four cases, our technique
performs competitively with the corresponding manual technique
up to oversubscription (144 threads).

Overall, our theoretical and experimental contributions show
that automatic reference counting can be competitive with state-
of-the-art error-prone manual memory management techniques.
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