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ABSTRACT

In this work, we investigate the device-to-device variations in the remanent polarization of metal-ferroelectric-insulator-metal stacks based
on ferroelectric hafnium-zirconium-oxide (HZO). Our study employs a 3D dynamic multi-grain phase-field model to consider the effects
of the polycrystalline nature of HZO in conjunction with the multi-domain polarization switching. We explore the dependence of variations
on various design factors, such as the ferroelectric thickness and voltage stimuli (set voltage, pulse amplitude, and width), and correlate the

o
trends to the underlying polarization switching mechanisms. Our analysis reveals a non-monotonic dependence of variations on the set §
voltage due to the coupled effect of the underlying polycrystalline structure variations and the voltage dependence of polarization switching g
mechanisms. We further report that collapsing of oppositely polarized domains at higher set voltages can lead to an increase in variations, x
while ferroelectric thickness scaling lowers the overall device-to-device variations. Considering the dynamics of polarization switching, we 3
highlight the key role of voltage and temporal dependence of domain nucleation in dictating the trends in variations. Finally, we show that §
using a lower amplitude pulse for longer duration to reach a target mean polarization state results in lower variations compared to using a &
higher amplitude pulse for shorter duration.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0158997
I. INTRODUCTION significant implications on a wide range of applications.”’ >
In recent years, ferroelectric devices have gained renewed atten- Certainly, 'optunllzmg .the materlal p rope.rtles of HZO Via process
tion due to the discovery of ferroelectricity in doped hafnium oxide.' an‘? rpatenal engineering will be ﬂ'“_: key in addressing th.e polycryg(—)
The CMOS process compatibility’ of HfO, along with the scale-free tallinity and nnprovmg.the stability of the ferroelectric phfis.e.
nature of its ferroelectricity’ have propelled ferroelectric (FE) devices ~ 1N€ver theless,. understal}dmg the.dependence.of the plolycrystalhmty-
as potential candidates for future electronics. Researchers have dem- ~ induced device-to-device variations on various design knobs and
onstrated multiple flavors of hafnium-zirconium-oxide (HZO)-based deViCF parameters will be crucial in developing superior design
ferroelectric (FE) devices, including ferroelectric capacitors, ferroelec- solutions. -
tric field effects transistors (FEFETSs), and ferroelectric tunnel junc- Previous studies in this area” ™ have investigated various
tions (FTJs). These devices exhibit various appealing attributes’  dependencies of polycrystallinity-induced device-to-device varia-
such as multilevel operation, stochastic switching, and polarization tions and proposed multiple deyice and design-level optimization
accumulation making them promising candidates for various emerg- strategies. For instance, Ni et al.”' showed an increase in variations
ing and in-demand applications such as non-volatile memories, elec- in the output current (Ips) characteristics of FEFETs with area
tronic synapses, and neurons.””"* scaling. They further demonstrated that using higher pulse ampli-
However, commercialization of these devices is contingent tudes and longer pulse widths for gate voltage lowers the variations
upon addressing several key material and device-level challenges.'” " and improves the distinguishability between negative and positive
Among these, the device-to-device variations'*™ resulting from the (—P and +P) polarization states. Koduru et al.”” showed a decrease
polycrystalline nature®® of HZO is particularly crucial due to its in the variations of the remanent polarization state in metal-
J. Appl. Phys. 134, 084104 (2023); doi: 10.1063/5.0158997 134, 084104-1
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ferroelectric—insulator-metal (MFIM) stacks with a reduction in FE
thickness. The authors have correlated this trend to the increase in
the polarization domain density and reduction in the random
domain nucleation process with FE thickness scaling. Furthermore,
Ni et al.”* examined the impact of variations in parameters of the
ferroelectric layer and the underlying transistor in FEFETs and
demonstrated that FE parameter variations contribute significantly
to the variations in device characteristics (Ips).

These existing studies have predominantly focused on the
two-state (—P and +P) operation of the FE layer. However, for
various applications, such as multi-state memories and neuromi-
metic devices,'>'*?” multi-state (4+P, —P and intermediate polari-
zation states) operation of FE devices is crucial. In the context of
multi-state operation of FEFETs, experiments’** have shown a
non-monotonic dependence of variations in the polarization states
on the set or reset voltages. However, the mechanisms responsible
for this non-monotonic dependence remain poorly understood.
Furthermore, the dependence of variations on the gate voltage
parameters such as pulse amplitude and width has not been fully
explored for multi-state operation. Moreover, a comprehensive cor-
relation between the device-to-device variations and the underlying
polycrystalline structures and polarization switching mechanisms is
still lacking. Understanding these dependencies and correlations is
crucial as they can provide valuable insights and aid in optimizing
the ferroelectric devices for various applications.

In this work, we aim to address these gaps by extensively
studying the polycrystallinity-induced device-to-device variations
in the MFIM stacks, considering the multi-state operation of the
FE layer. To achieve this, we utilize our in-house 3D dynamic
multi-grain phase-field simulation framework, which captures
the multi-domain polarization switching dynamics along with
the polycrystalline nature of HZO as well as the inter- and intra-
grain interactions. For this study, we focus on polycrystalline
HZO-based Metal-Ferroelectric-Insulator-Metal (MFIM) stacks,
as it is a primitive structure across various FE devices. Our analy-
sis centers around understanding the variations in remanent
polarization states across the samples, given its central role in
determining the distinguishability between different states in
FE-based devices. We mainly focus on analyzing the impact of
applied voltage (Vapp) on the device-to-device variations of the
remanent polarization states and correlating the trends to the
underlying polarization switching mechanisms and polycrystalline
nature of HZO.

Key contributions of this work include

« A thorough analysis of the dependence of device-to-device varia-
tions on the set voltage (Vsgr) considering multi-state polariza-
tion retention.

« Investigation of the dependence of the device-to-device varia-
tions on voltage pulse parameters, specifically the pulse ampli-
tude (Vi) and the pulse width (¢ ).

o Presentation of a strategy to achieve a target mean intermediate
polarization state across samples with minimal device-to-device
variations.

o Correlation of trends in variations to the multi-domain polariza-
tion switching mechanisms and the effects of underlying poly-
crystalline structures.

ARTICLE pubs.aip.org/aip/jap

Il. 3D DYNAMIC MULTI-GRAIN PHASE-FIELD
SIMULATION FRAMEWORK

Our 3D multi-grain phase-field simulation framework®
[Fig. 1(a)] captures the effects of polycrystalline nature of HZO™
along with the multi-domain formation®” on the polarization
switching characteristics of MFIM stacks [Fig. 1(b)]. We achieve
this by coupling a 3D grain-growth equation™ that models the
polycrystalline structure of HZO, with a 3D phase-field model that
simulates the behavior of the MFIM stack subjected to an applied
electric field or voltage (Vapp).

The 3D grain-growth equation” models the polycrystalline
microstructure using multiple (K) abstract order parameters (7))
whose evolution follows a time-dependent Ginzburg Landau for-
malism as

Ok (r, t
ORD) L~ angtr, 0 + b, )
K
+2emi(r, 1) Y (s 1) — KV (s 8), (1)
s#k

where the parameters a =1,b=1,c=1, x = 0.5, kinetic rate
coefficient L = 1, and number of order parameters K = 20 are cali-
brated to match the grain diameter distributions of the generated
polycrystalline structures to the experimental distributions™ for
various HZO film thicknesses. The comparison between the simu-
lated and experimental grain diameter distributions is reported in
Koduru et al.”

These order parameters (7;) are then randomly mapped to
the grain orientation angles (6;)—the angle between the polariza-
tion direction (c axis in the orthorhombic crystal phase’'), of the

grain and the physical thickness direction of the HZO film :

[Fig. 1(d)]. The grain orientation angle (6;) serves as the differenti-
ating factor between the grains [Fig. 1(c)], resulting in different
polarization directions across them.

To capture this change in polarization direction across the
grains, we employ two coordinate systems in our simulation frame-
work: a global coordinate system [G: (x, y, z)] and a local coordi-
nate system [L:(a, b, ¢)] [Fig. 1(d)]. The global coordinate system
is constant across all the layers of the MFIM stacks with its z axis
along the physical thickness direction of the stack. On the other
hand, the local coordinate system is defined only in the FE layer
and varies from one grain to another, its ¢ axis aligning with the
polarization direction of the grain, i.e., ¢ axis makes an angle 6;
with the z axis.

The polarization in each grain of the FE layer is represented as
PL, where the superscript L represents the local coordinate system,
and the subscript ¢ represents the polarization direction. Similarly,
the polarization with respect to global coordinate system is repre-
sented as PC. The transformation from the global to local coordi-
nate system is performed using rotation matrix (Ry,),

1 0 0
Ro,=| 0 cos(6;) —sin(6;) |. 2)
0 sin(6;) cos(6;)
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a) ("3D Grain Growth Equation h
K
omk(r, t) Metal
S = —L(=ani(n, 9 + b, 0 + 2005, ) 13050 = Pni(r,0) n
b s#k Yy FE (HZO)
| |
N = 6; Poisson’s Equation DE
Ro:G—L mPe [2(c.20) 42 (c 20) 2 (c 20)] - o8 dry dpf Metal
b — €o [Bx (ex ax) +F ay (ey By) e (ez 62)] T dx dy dz
L =)=
Time-Dependent Ginzburg-Landau (TDGL) Equation (only FE)
19P¢ " . 5 dZet d2es d?pt do
Nor O‘PcL‘“ B(PY) +Y(Pc) “Bugo ~ 82 g7 " 8:Bgz +E pas d_Q
/1% — P, = 0 (boundary condition at FE-DE interface) dt
Dynamic d)
Phase field model Simulations
e) [ a=-23x10°Vm/C 911 =2 X107 Vm3/C €x/y.FE = 26 €x/y,0E = 10 Rg;i=G -1
B =—8x10°VmS/C? 022 =2 X 10710 Vm3/C &g =15 €,05 =11 o
y =9.6 X 101 Vm®/C® 33 =4 X 1072 Vvm3/C A =3nm r=065/m 0 sin6, cos8,

FIG. 1. (a) Dynamic 3D grain-growth coupled phase-field simulation framework (Poisson’s + TDGL self-consistently coupled with KVL) considering the equivalent circuit
emulating the measurement setup. (b) Metal-Ferroelectric-Insulator-Metal (MFIM) structure. (c) Sample polycrystalline structure generated by 3D grain-growth equation.
(d) Two coordinate axes system used in the framework: x-y-z (global) and a-b-c (local). (€) Calibrated parameters used in the simulation framework along with the rota-

tion matrix to relate variable from local to global coordinate systems and vice versa.

The 3D phase-field simulation framework®” [Fig. 1(a)] calcu-
lates the potential (¢p) and polarization (P) profiles of the MFIM
stack, taking into account the polycrystalline structures generated
by the grain-growth equation for the underlying FE layer. The
framework self-consistently solves the Time-dependent Ginzburg
Landau (TDGL) and Poisson’s equations for a given applied
voltage (Vapp). These equations are solved in 3D real space
employing the finite difference method.

The TDGL equation models the polarization switching behav-
ior of the FE layer. The equation relates the rate of change of polar-
ization (Pf) to a thermodynamic force that is dependent on the
total energy of the system (F) as in Eq. (3). The TDGL equation is
solved on the local coordinate system to accurately capture the
change in direction of polarization across the grains,

1dP:  dF
rdt dpL’

F :ffree +felec +fgrad>

(©)

where T is the viscosity coefficient. In our phase-field framework,
the total energy of the system (F) is divided into free (ffe.), electro-
static (fe), and gradient (fgr,q) energy components. We neglect the
contribution of elastic and electrostatic energy components to the
total energy of the system due to the assumption of uniform strain
across the FE layer.

The free energy (fs..) captures the stability of the spontaneous
polarization states (+ P and — P) using a double-well potential
with energy barrier separating the two states. In our framework,

o

w

the fre is represented using Landau’s free energy equation as §
shown in Eq. (4), s
N

s N

a 2 5y 6 N

ffree:E(Pf) +Z(PCL) +E(PCL)> (4)§

3

b

where @, f3, andy are the Landau free energy parameters.

The presence of electric field (E.) along the ¢ axis resulting
from an external applied voltage or imperfect screening of the
polarization charges (depolarization field) at the ferroelectric
interfaces contributes to the electrostatic energy component rep-
resented as

felec = (5)

Furthermore, HZO often exhibits multi-domain polarization
structure due to various factors, such as polycrystallinity, non-
uniform strain, or simply to minimize the depolarization field and
the resulting electrostatic energy. This spatial variation in polariza-
tion results in an energy cost dependent on the elastic coupling
between the unit cells, which is represented by the gradient energy

component feqq as
OPL\? OPL\? g
Serad = 811 (8—;> +822 (8_hc> +g33< > >

where g11, g, and g3 are the gradient energy coefficients.
At the FE-DE interface, the surface energy is taken into account

—E..P,.

op-
Oc

(6)
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by using Eq. (7),

8PL

—pt =y,
6‘(: ¢

(7)

where A is the screening length.
Substituting these different energy components into the
TDGL equation, Eq. (3) results in Eq. (8),

1 0Pt
— = P AP (P
O*PL O*PL O*PL d¢
— g5 By — 92 pTE — 8375 e +— (8)

Poisson’s equation captures the electrostatic behavior of the
MFIM system,

ARTICLE pubs.aip.org/aip/jap

where &, €,, and &, are the material permittivity values along the
X, ¥, and z directions, respectively. Poisson’s equation is solved
using the global coordinate system to ensure continuity throughout
the entire MFIM stack. We account for the polarization-induced
bound charges in the FE layer in Poisson’s equation via the terms
ope Py ope

ox> dy> 0z *

To capture the effect of external circuit elements on the
dynamics of polarization switching, we couple the phase-field
model with a “Kirchhoff’s Voltage Law (KVL)” module [Fig. 1(a)].
The KVL module implements

> vi=o,

i€nodes

(10

considering Thevenin’s equivalent [Fig. 1(a)] for the circuit used in
the experimental setup [Fig. 2(d)]. Here, V; represents the potential
of node i in Thevenin’s equivalent circuit with Thevenin’s resis-

0 8¢ 84) 8(;[) tance of R; and MFIM capacitance of Cgg.
~ e 5 \ B oy + dy 5-}, + 0z \ 55, At any time step, the total current (I) in the circuit is computed
9pG 0PS¢  opG based on the rate of change of the total charge (Q) on the metal
_ o 9 i, 9) plate of the MFIM stack, expressed as I = dQ/dt. This total current
Ox Oy Oz accounts for various contributions, including currents resulting from
a) 30 Symbol: Experiments| ' t b) Symbol.: Expef'iments I C) Symbol: Experiments '
Line : Simulations Line : Simulations Line : Simulations
20+ - 10k 2 10+ .
& 10} 1€ E
o Of 19 Or ® 1 2 Of '
5 = [~} ~
o-10t 1 g ]
10} _
-20 + o3 - -10
Tpg = 10nm (HZO) Tpg = 7nm (HZO) Trg = 5nm (HZO)
-30 + Tpg = 3nm (Al,05) Tpg = 3nm (Al,03) Tpg = 3nm (Al;03)
- 0 4 8 -4 0 4 0
Vaee (V) Ve (V) Vaee (V)
d) PIck-offTee e) €P_w$e = 10ns f) 1.0 1
=
S @
% 8 o5 MFM
o 3 =0V
| Switching—— {5, a Tgg = 15nm (HZO)
S Pulse-1 Pulse-2
= - Symbol: Experiments
itchi : Line : Simulations
Reset pulse | Non-Switching . T !
0 2 4
Time (ns) Time (ns)

FIG. 2. Simulated and experimental charge Q vs applied voltage Vapp characteristics for the MFIM stack for three different Tez of (a) 10, (b) 7, and (c ) 5nm.

(d) Experimental setup® for dynamic measurements using the PUND technique. () Pulse scheme used for the dynamic measurements in experiments®

(f) simulated and experimental normalized polarization (P/Ps) vs time (t).
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ferroelectric polarization switching, background permittivity or
dielectric behavior, and displacement current (CdV/dt). It is essen-
tial to note here that we do not consider the effect of traps and
defects in our model, thereby the current due to trap filling process
is not captured. Moreover, our analysis in this work focuses on
MFIM stacks with relatively thick ferroelectric (10 nm) and dielectric
(3nm) layers. Given these thicker layers, we make a reasonable
assumption to neglect leakage current in our simulation framework.
Utilizing the total current (I), the KVL module calculates the voltage
across the MFIM stack (V). We then pass this voltage (Vi) to
the phase-field model, which determines the polarization (P) and
potential (¢) profiles of the MFIM stack.

To ensure consistency in the temporal evolution of polariza-
tion (P), current (I), and potential (¢), we solve the phase-field
and KVL models in a iterative and self-consistent manner at each
time step. The overall simulation framework along with the flow of
variables between different modules as well as its self-consistent
nature is depicted in Fig. 1(a).

Our framework is distinctive in its ability to capture non-
uniform grain shapes and sizes along with inter- and intra-grain
interactions, unlike most other models for HZO-based devices.
Furthermore, it also captures polarization switching through both
domain growth and domain nucleation mechanisms. However, it is
important to note that, in our current framework, we make certain
assumptions such as the presence of only the orthorhombic phase
in the FE layer, similar inter- and intra-grain elastic interactions
and uniform strain in the HZO layer. Additionally, we do not con-
sider the effects of traps, defects, and leakage current in our model.
While these assumptions will change the magnitude of variations,
we expect that the trends in variations that we present (which is the
main objective of this paper) and their correlations to the underly-
ing physical mechanisms will hold.

To ensure the accuracy in the trends predicted by our frame-
work, we calibrate the parameters in the TDGL equation and mate-
rial properties using the experimental results. For this, we fabricate
MFIM samples with 3nm AL, Os dielectric layer and 5, 7, and
10 nm HZO ferroelectric layers. These samples are fabricated using
atomic layer deposition (ALD) at 200 °C followed by rapid thermal
annealing at 500 °C in an N, environment (complete details of the
fabrication methodology are presented in Saha et al.’®). We then
characterize these samples using low-frequency (50 Hz) Q-V mea-
surements to calibrate the material permittivity (£), free energy
(o, B,7), and gradient energy (gi1, £, 3) coefficients of the
TDGL equation.

To factor in the device-to-device and cycle-to-cycle variations
in the Q-V characteristics, we simulate 20 MFIM samples with dif-
ferent polycrystalline structures for the HZO layer over five voltage
cycles and use the average of these simulated characteristics to cali-
brate with the experimental data. The aforementioned parameters
are calibrated for major loop of 10 nm HZO thickness (Trg). These
parameters are then validated by simulating the minor loops for
Trg = 10nm as well as other MFIM structures with Trz =7 and
5nm. As shown in Figs. 2(a)-2(c), the simulated and experimental
characteristics show a good agreement which validates the trends
across different Tpp and applied voltages. The remarkable symme-
try observed in the simulated characteristics in Figs. 2(a)-2(c) is a
result of neglecting traps and defects in the phase-field simulation

ARTICLE pubs.aip.org/aip/jap

framework along with the averaging over multiple voltage cycles
which reduces the influence of stochastic nature of polarization
switching.

We further calibrate the viscosity coefficient (I') of the TDGL
equation for HZO by measuring the temporal evolution of polari-
zation in MFM capacitors as the dynamic experimental measure-
ments for the MFIM stack were not available. We use the
Positive-Up, Negative-Down (PUND) technique for this measure-
ment with the experimental setup and pulse scheme described in
Ref. 32 and reproduced in Figs. 2(d) and 2(e). The resulting evolu-
tion of simulated normalized polarization (P/P;) shows a good
match with experimental data’ [Fig. 2(f)]. For this study, we
assume that the calibrated value of viscosity coefficient (I') using
MFM would still hold for the MFIM stack. The calibrated TDGL
and material parameters for polycrystalline HZO-based MFIM
stacks are summarized in Fig. 1(e).

I1l. DEVICE-TO-DEVICE VARIATIONS

In this section, we investigate the impact of applied voltage
(Vapp) on the polycrystallinity-induced device-to-device variations
in the MFIM stack. We further correlate the variations to the
underlying polarization switching mechanisms and the multi-
domain polarization profiles. Additionally, we analyze the effect of
ferroelectric thickness (Tpg) on variations. To conduct this study,
we employ a two-stage approach.

o Stage-1: We first use quasi-static simulations to study the varia-
tions by sweeping the applied voltage (V4pp) across the MFIM
stack in small incremental steps and allowing samples to reach a
steady state at each step. This stage enables us to understand the
effect of maximum applied voltage [referred to as the set voltage

(Vsgr)] on the variations decoupled from the time-dependent ‘

effects.

o Stage-2: We then use dynamic simulations to examine the
impact of sharp voltage changes and the limited duration of
voltage application on the variations, which is more representa-
tive of the typical use cases. Through this approach, we study the
dependence of variations on the voltage pulse parameters, ie.,
pulse amplitude (V) and pulse width (¢ ).

In both stages of our study, we simulate 100 MFIM samples
with a 3nm AL O; interfacial layer and a 10 nm HZO ferroelectric
layer unless otherwise specified. These samples are composed of
different polycrystalline structures for the ferroelectric layer captur-
ing variations in the number, size, shape, and orientation of the
grains. To understand the dependencies of device-to-device varia-
tions, we focus on analyzing the distributions and the relevant stat-
istical parameters especially the standard deviation [o(Pgr)] of
remanent polarization (Pg) states across devices since Pr plays a
central role in the distinguishability of memory states in FEFETs,
FERAMs, and FT7Js.

It is important to note that in addition to device-to-device
variations, a single sample may exhibit variations in the device
characteristics across multiple voltage cycles.”” This is known as
cycle-to-cycle variations or stochasticity and is primarily due to the
stochastic nature of the domain nucleation. To minimize the effect
of cycle-to-cycle variations in our analysis of device-to-device
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variations, the trends and results presented are averaged over five
voltage cycles.

A. Quasi-static analysis

We begin by analyzing the impact of set voltage (Vsgr) on var-
iations by quasi-statically simulating the MFIM samples under a
slowly varying Vupp [as in Fig. 3(a)]. The samples are simulated
over a range of Vggr values while maintaining a fixed reset voltage
(Vreser) of —8 V. We specifically focus on the variations in the

ARTICLE pubs.aip.org/aip/jap

during the backward path as Vapp decreases from Vggr [Figs. 3(a)
and 3(b)].

The statistical distributions of Ppy for different Vsgr values
reveal a non-monotonic trend in the device-to-device variations as
a function of Vgpr [Fig. 3(c)]. The standard deviation of these vari-
ations [0(Pg4)] vs Vsgr shown in Fig. 3(d) highlights this trend. As
Vser increases, an initial increase in the variations (labeled as
region-1) is observed. This is followed by a decrease in o(Pgy)
(region-2) after Vigr surpasses a critical voltage (Vpeak). As Ver
continues to increase, we see as slight increase in the variations

positive remanent polarization (Pgy), ie., polarization at 0V again (region-3). It is worth pointing out that similar non-
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monotonic dependence of device-to-device variations on Vggr has
been observed in experiments with HZO-based ferroelectric
devices,”>*® albeit in a different structure.

Before we provide insight into the non-monotonic trends, let
us briefly review the polarization-switching mechanisms in HZO.
The polarization switching in HZO is primarily driven by two
mechanisms: domain growth (domain-wall motion) and domain
nucleation. When Vypp increases, domain growth-based switching
leads to an increase in the size of existing +-P polarized domains.
This results in a gradual change in polarization and smooth
Q-Vupp characteristics [see domain growth in Fig. 3(b)]. In con-
trast, domain nucleation involves the formation of new +P polar-
ized domains when the electric field in a region exceeds a critical
value. This leads to an abrupt change in polarization and steep
Q-Vupp characteristics [see domain nucleation in Fig. 3(b)].
Notably, domain nucleation is a random process, dependent on the
underlying polycrystalline structure as well as the multi-domain
polarization and potential profiles.

To understand the mechanisms behind the non-monotonic
trend, we will analyze the evolution of the underlying polarization
domain profiles at the Pgy state as Vsgr increases. Figure 4 shows
the Pr, domain profiles as Vggr increases for two representative
samples (sample-1 and sample-2). These samples are selected such
that the sample-1 is around +o and sample-2 is around —o dis-
tance away from the mean of Pg; distribution for set voltage of
4.8V (corresponding to maximum variations in Pg.). This choice
is made so that the differences in the underlying polarization
switching mechanisms and their dependence on polycrystalline
structures can be clearly described and contrasted. Due to the vari-
ations in their underlying polycrystalline structures, the coercive
voltage of sample-1 (V¢) is lower than that of sample-2 (V).
Generalizing this observation to multiple samples, variations in the
underlying polycrystalline structures lead to non-uniform

ARTICLE pubs.aip.org/aip/jap

distribution of coercive voltage with a significant proportion of
samples clustered around the mean.”

As Vggr increases from 0V, the initial change in polarization
is dominated by domain growth (until 3.3 V in Fig. 4), as the elec-
tric field in the FE layer is below the critical field required for
nucleation. However, as Vggr continues to increase, the polariza-
tion switching in a small subset of samples transitions to domain
nucleation (sample-1 between 3.3 and 4.8 V) as the electric field in
these samples surpasses the critical threshold. This transition
depends on various factors such as underlying polycrystalline
structure and polarization domain profiles. This results in ran-
domness in the polarization switching across the samples. The
dominance of nucleation in this subset of samples leads to a sharp
change in their polarization, while the majority of samples con-
tinue a gradual polarization change due to domain growth
(sample-2 between 3.3 and 4.8 V). In other words, the increasing
gap in polarization between the nucleating and non-nucleating
samples start to widen the distribution of Pg, [increase in varia-
tions in Fig. 3(b)] and increase the device-to-device variations, as
in region-1.

As Vgpr continues to increase, two opposing effects come into
picture. The larger number of domains in the early nucleating
samples results in rapid change of polarization in these samples
compared to the domain growth dominated ones. This tends to
further increase the device-to-device variations. On the other hand,
an increasing number of samples starts to nucleate with the increas-
ing Vsgr. These samples try to catch up the early nucleating ones
striving to reduce the variations. But as long as the nucleation-
driven samples are a minority compared to domain growth-
dominated samples, the device-to-device variations continue to
increase [as in region-1 in Figs. 3(c) and 3(d)] with Vggr.
Therefore, this initial increase in variations with Vggr is mainly due
to random domain nucleation and, in turn, the random but sharp
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FIG. 4. Evolution of polarization domain profiles at the Pg., state in 20 x 20 x 10 nm® HZO samples (with the underlying polycrystalline structure embedded in the left
most figure) starting from reset state with the increasing set voltage contrasting the underlying polarization switching mechanisms (domain growth and domain nucleation)
and variations in two different samples.
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polarization change induced by it, which amplifies the variations in
the underlying polycrystalline structures across the samples.

As Vigr increases beyond a critical voltage (V peqx), majority of
samples transition to domain nucleation (e.g., sample-2 after 4.8 V
in Fig. 4). Additionally, the early nucleating samples have already
switched a significant amount of polarization, i.e., large areas of
these samples switched to +P domains (sample-1 after 4.8 V). This
reduces the scope of further domain nucleation in these samples
and causes them to transition back to domain growth. Domain
growth leads to gradual polarization change in these samples,
allowing the late nucleating samples to catch up. As a result, the
distribution of polarization starts to narrow [labeled in Fig. 3(b)],
reducing the device-to-device variations (as in region-2).

With further increase in Viggr, domain growth results in gradual
expansion of +P domains, while the oppositely polarized —P
domains shrink reaching a critical size. As a result, even a small
increase in the applied voltage collapses these —P domains—abruptly
switching them to +P regions. The point at which the domains col-
lapse depends on the underlying polycrystalline structure and polari-
zation domain profiles. Hence, this introduces a level of randomness
in the switching behavior across the samples. Additionally, the col-
lapse of domains switches a marginally higher polarization compared
to pure domain growth. These two factors contribute to the slight
increase in device-to-device variations as observed in region-3.

Interestingly, we observe that the non-monotonic trend in the
variations with Vpr remains consistent across different FE thick-
nesses (Trg) —5, 7, and 10nm [o(Pr+ vs Vegr in Fig. 3(d)].
However, as Trg decreases, we see a decrease in the maximum vari-
ations and a shift in the critical voltage (V peqt) to lower values. The
reduction in the peak variations can be attributed to the evolution
of denser domain patterns with Tpp scaling, resulting from the
interplay between gradient and depolarization energies (details in
Saha et al.”’). These denser domain patterns reduce the scope of
domain nucleation, and domain growth becomes the dominant
polarization-switching mechanism. Domain growth leads to
gradual polarization switching, which, in turn, reduces the amplifi-
cation of underlying polycrystalline variations. This results in the
decrease of peak device-to-device variations with Tpp scaling.
Further, the electric field in the FE layer surpasses the critical field
required for nucleation at lower Vggr for scaled Trg.”” This results
in the nucleation of new domains at lower Vggr and, in turn, the
reduction of Vpea with Tz scaling.

Although not explicitly shown here, we observe that reset
voltage (Vzeser) has a similar impact on the device-to-device varia-
tions as the set voltage (Vggr), but with regard to the negative rem-
anent polarization Pg_, which is associated with the reset state.
This is attributed to the symmetry of the Q-V4pp loops. In particu-
lar, we observe a non-monotonic trend in the variations of Py_ as
Vreser decreases from 0 V. This trend is characterized by an initial
increase in the variations due to early nucleation of —P domains in
a small subset of samples, which amplifies the underlying polycrys-
talline variations. As Vgpgser decreases and crosses the critical
voltage, the variations decrease as most samples transition to
domain nucleation and early nucleating samples shift to domain
growth allowing the late nucleating ones to catch up. As Vegser
continues to decrease, the trend concludes with a slight increase in
variations due to random collapse of +P polarization domains.
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B. Dynamic analysis

Next, we investigate the impact of voltage pulses on the
device-to-device variations by dynamically simulating the MFIM
samples with varying pulse amplitudes and widths [Fig. 5(a)]. To
begin, we reset the samples by applying a reset pulse of —8 V for a
prolonged duration—allowing the samples to reach a steady state.
We then apply a sharp switching pulse with varying pulse widths
(tpuise) ranging from 2 to 100 ns and amplitudes (V) ranging
from 4 to 10 V. After removing the switching pulse, we analyze the
variations in the polarization state of the samples, which we refer
to as the remanent polarization (Pg,). In particular, we investigate
the impact of Vi and t,,, on device-to-device variations in
Pr.. We believe that the trends predicted by the phase-field simula-
tion framework hold for the range of pulse widths considered (2-
100 ns) as the viscosity coefficient (I'), which determines the rate of
polarization switching, is calibrated using high frequency measure-
ments [Fig. 2()].

The results of our simulations reveal a significant dependence
of variations in remanent polarization [o(Pr.)] on pulse width
(tpuise) and amplitude (Vpu), as in Fig. 5(b). In particular, we
observe that, for all pulse amplitudes, the variations are high ini-
tially and decrease with increasing pulse width [labeled as region-1
in Fig. 5(b)]. However, for pulse amplitudes <6V, variations start
to increase after certain pulse width [region-2a in Fig. 5(b)].
Whereas for higher amplitudes (of 8-10 V), variations continue to
decrease as the pulse width increases [region-2b in Fig. 5(b)]. To
better understand these trends, let us look at the underlying polari-
zation domain profiles and correlate the variations to the effects of
polycrystallinity and polarization switching mechanisms.

We begin by analyzing the initial decrease of variations in Pg.
with increasing pulse width [region-1 in Fig. 5(b)]. The initially

high variations observed at shorter ;. are primarily due to the :
polycrystallinity-induced variations in the switching times across ;

the samples. To understand this, consider two grains with different
orientation angles (6;). When subjected to voltage along the z axis,
the grain with lower orientation angle experiences a stronger elec-
tric field [E,cos(6;)] in the polarization direction. As a result, in
accordance with Merz’s law,”* this grain with lower orientation
angle responds faster than the one with the higher orientation
angle.

When considering multiple samples, due to the variations in
the underlying polycrystalline structures, some samples respond
faster to the applied voltage pulse than the others. As a result, for
the shorter pulse widths, these faster responding samples switch a
large amount of polarization than the slower ones, leading to
higher device-to-device variations. Additionally, the variations are
observed to be higher for higher pulse amplitudes (V) as the
higher V. leads to dominance of domain nucleation due to the
electric field in the FE layer crossing the critical threshold for
nucleation [Fig. 5(d) at 10 V at 3 ns]. This leads to the switching of
relatively large amount of polarization in the samples than lower
Vpuses which amplifies the underlying polycrystalline variations
resulting in relatively higher device-to-device variations for higher
Vpulse~

As the pulse width increases, the slower samples get adequate
time to respond to the applied pulse. Additionally, the rate of

¥€:1¥'22 €202 499010 €0

J. Appl. Phys. 134, 084104 (2023); doi: 10.1063/5.0158997
Published under an exclusive license by AIP Publishing

134, 084104-8


https://pubs.aip.org/aip/jap

Journal of

Applied Physics

ARTICLE pubs.aip.org/aip/jap

a) b) e Fa- 10V- - OV a- 8V 4- 6V- - 4] c)
e 20 P = B 281 188 Sl wbde
S NE i Vpulse _ .: ,,,,, : ",_‘...A-—’r--t 2
[ o AT -5
8 8 3_';:- 2a § 104 S ———— PRI PEE 155 S §
3 = O |
Z1 | Reset pulse = ‘,‘ & o "‘,A o
Time (ns) 3 2 e - 2 ol 3 JUPETOTL Shs *
S & o | I —
g_/ A % 10 ok Trg = 10nm
. Metal [ Trp = 10nm e Viiia Tpg = 3nm
Gl FE (HZO0) 14Tps = 3nm 20 ]' - 10V- @- 5V- A- 8V-4- 6V- &- 4V
T - . -
3nm) DE'(‘A::;IOZ) 0 50 100 3 s 5
v : Pulse width (t,,..) (nS)
Pulse width (t,,ce) (Ns) R
Domain
d) Vpuise Domain growth 10V Nadeatan

tputse 3NS 3ns

ﬁ

Nucleation

40ns 40ns

tpulse

Reset State

Gradual domain

B, Nucleation

High

3ns variations

Complete 0

switching
Low
variations

Domain

40ns

FIG. 5. (a) MFIM stack with the voltage pulse scheme used for dynamic analysis. (b) Standard deviation [o(Pr.)] and (c) mean [u(Pr.)] of device-to-device variations vs
pulse width (fpuse) for different pulse amplitudes (Vpuise). (d) Polarization domain structures at reset state and Ve of 4, 6, and 10V for ¢ pyse of 3 and 40 ns showing the

difference in the underlying polarization switching schemes.

polarization change is typically more rapid at the onset of switching
and gradually decreases as the switching progresses [1(Pry) Vs £ puise
in Fig. 5(c)]. As a result, the polarization switching in the faster
responding samples slows down, allowing the slower samples to
catch up and reducing the overall device-to-device variations.
Furthermore, the decrease in variations with increasing pulse width
is more pronounced for higher Vi due to the initial high varia-
tions. Moreover, higher V. yields shorter switching times, which
lead to a quicker response from the samples to the applied voltage.
Therefore, at higher V., the slower responding samples catch up
to the faster ones earlier compared to lower V. This results in
pronounced reduction of the device-to-device variations with ;s
for higher pulse amplitudes [region-1 in Fig. 5(b)].

As the pulse width increases further, we observe that the varia-
tions continue to decrease for higher V. [10, 9, and 8V in
Fig. 5(b) region-2b]. This is because, at such high pulse amplitudes
for long duration, the samples start to switch completely and reach
a single domain state [Fig. 5(d), 10 V at 40 ns]. This results in the
standard deviation of variations [o(Pgry)] saturating and being
purely due to the polycrystallinity-induced variations in the grain
shape and orientations (i.e., with minimal effect of multi-domain
dynamics).

On the other hand, for lower pulse amplitudes [<6V in
Fig. 5(b) region-2a], we see that the variations start to increase after
a certain pulse width. The increase in variations is due to the onset
of domain nucleation [Fig. 5(d), 6 and 4V at 40 ns]. Even though

22 €202 4290100 €0

the pulse amplitude is constant, the evolution of underlying
domain structures causes the onset of nucleation with increasing X
tputse- In the multi-domain scenario, the field lines from the +P
domains terminate in —P domains around the domain walls.””
These fields, known as the stray fields, help reduce the depolariza-
tion field in the FE layer. However, as the +P regions grow due to
domain growth at low pulse widths [Fig. 5(d), 4 and 6 V at 3 ns]
and come close to each other, the stray fields accumulate in the
intermediate —P region from both the +P domains. This accumu-
lation of stray fields causes the total electric field in the region to
exceed the nucleation critical threshold and initiates the nucleation
of new +P domains. For the pulse amplitudes falling in the range
of coercive voltage distribution across the samples (for example,
4 V), domain nucleation occurs only in a subset of samples, which
exacerbates the increase in variations.

Furthermore, certain applications such as multi-state memo-
ries, synapses require achieving a partially switched (intermediate)
polarization state across samples. The plot of the mean of
Pp across samples vs pulse width [u(Pry) vs tpu in Fig. 5(c)]
indicates the possibility of reaching this target polarization state via
various appropriate combinations of pulse widths and amplitudes.
By “appropriate combinations,” we mean that one can use either a
higher amplitude pulse for shorter duration or a lower amplitude
pulse for longer duration, as long as the pulse amplitude exceeds a
certain threshold such that the target polarization state can be
reached. However, it is important to note that the device-to-device
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variations associated with these pulse combinations can be quite dif-
ferent and understanding the dependence of the variations on the
pulse combinations play a crucial role in optimizing the devices.

Therefore, we consider one such representative state [labeled
as A in Fig. 5(c)] and analyze the variations associated with differ-
ent pulse combinations that can be used to reach this state A. Our
results (Fig. 6) indicate that while the final mean polarization is
similar, the resulting device-to-device variations vary across these
combinations. In particular, we find that using lower amplitude
pulses for longer duration results in lower variations across samples
compared to using higher pulses for shorter duration.

This is because, when using a higher amplitude pulse for a
shorter duration, the underlying variations in the switching time
across the samples come into play. The fast-responding samples
switch a significant amount of polarization (due to higher V)
while the slow ones may not completely respond to the applied
pulse. This leads to larger device-to-device variations. On the other
hand, when using lower amplitude pulses for a longer duration, the
variations in the switching times do not affect significantly as slow
samples get more time to respond to the applied pulse. This results
in reducing the overall device-to-device variations.

However, it should be noted that a decrease in pulse ampli-
tude beyond a certain point yield diminishing returns, i.e., we see
little to no reduction in variations. Additionally, using lower ampli-
tude pulses also comes with a trade-off as the pulse widths neces-
sary to reach the target state increase drastically with decreasing
pulse amplitudes. Therefore, to counter the device-to-device varia-
tions in Pgy, reducing the pulse amplitude along with increasing
the pulse width can be appealing but only up till a point beyond
which the latency costs drastically increase with minimal improve-
ment in variations.

IV. SUMMARY

We analyzed the effect of applied voltage on the
polycrystalline-induced device-to-device variations in HZO-based
MFIM stacks. Based on 3D multi-grain phase-field simulations, we
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showed a non-monotonic dependence of variations on the set
voltage, which is in good agreement with previous experiments. We
correlated this trend in variations to the underlying polarization
switching mechanisms and the collapse of domains. Furthermore,
we analyzed the impact of ferroelectric thickness scaling and dis-
cussed its utility in reducing the peak variations. Additionally, we
analyzed the dependence of variations on voltage pulse parameters
such as pulse width and amplitude. We demonstrated that for
multi-state operation, when aiming for an intermediate or partially
switched polarization state, using a lower amplitude pulse for
longer duration results in reduced variations compared to a higher
amplitude pulse for a shorter duration.
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