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" Check for updates

Social media and other internet platforms

are makingiteven harder for researchers to
investigate their effects on society. One way
forward is user-sourced data collection of data
to be shared among many researchers, using
robust ethics tools to protect the interests of
research participants and society.

Twitter’s revocation of special academic access toits application pro-
gramming interfaces (APIs) is the latest blow to the study of information
sharing and consumption on the internet’. Platform APIs offer easy
access to data, and Twitter is the modal source of online behavioral
data —largely because of'its generous APIs — to study everything from
misinformation to the filter bubble.

Yet, while thisis disastrous for the research community and others,
suchasjournalists and various civil society actors, whorelied on them,
API-based (or platform-sourced) data collections were always quite
limited: built for third-party app producers, not for research; often
unreliable?; providing researchers little access to the central variable
of interest (that is, what users actually see’); and subject to the whims
of the platforms being studied. The recent batch of papers in Science
and Nature involving a structured collaboration between academics
studying therole of Facebook and Instagramin the 2020 election offers
one powerful model for studying the internet*; however, it is notable
that no company (even Meta) has committed to a similar effortin the
future. The field needed new, independent paradigms for studying the
internet long before the present-day retraction of APIs.

One such paradigm could be to consensually collect, for further
sharing with many researchers, datafromalarge set ofinternet users,
that s, user-sourced data collection. When a platform shows content
to a user, that moment is experienced by only two actors, who are
therefore the only two possible sources of these key data: the platform
and the user. Platform-sourced data include not only APIs but also
aggregate measures (such as those offered by CrowdTangle). Although
the large majority of theliterature is based on platform-sourced data,
there is also a longstanding tradition by scholars and journalists of
using bespoke user-sourced data.

A user-sourced dataset has important limitations relative to
platform-sourced data: for instance, it will be smaller in scale, and
recruited samples may be biased in ways not easily captured by socio-
demographics and therefore corrected by oversampling. But it can
also offer important benefits, especially if it goes beyond existing
efforts in the field (targeted, bespoke data collections typically used
by single research teams) to capture the breadth of individual online
experiences. Inprinciple, user-sourced data can be multi-platform, and
linked to more standard, survey-based measures. Most importantly,

theinformation extracted from user-sourced data canbe constructed
around the needs of researchers rather than the willingness of a plat-
formtoshare data. Finally, if made broadly available in an ethical fash-
ion, the costs could be amortized across many researchers and projects.

However, the regulatory framework that governs academic
research in the USA (and in many other places) is poorly aligned with
many of the challenges of large-scale collection and sharing of digital
trace data. Supported by the National Science Foundation, we have
been working on such an infrastructure: the National Internet Obser-
vatory (NIO). Our first task has been to build an ethics framework that
aims to go well beyond what the current US regulatory framework
requires.

The status quo for ethical regulation

The US Policy for Protection of Human Research Subjects — better
known as ‘the Common Rule’ — is the primary framework governing
research data. It has its origins in the 1970s, was intended to govern
medical and interventional behavioral research, and has only been
significantly overhauled once’. The Common Rule applies to feder-
ally funded research involving human ‘subjects’ — people with whom
researchersintervene orinteract, orabout whomthey obtain, analyze
or generate identifiable private information. Recruiting people from
whomto collectinternet data easily falls within the Common Rule and
is therefore subject to prospective review by an Institutional Review
Board (IRB).

However, the Common Rule alone constitutes aninadequate ethi-
cal framework for a user-sourced internet data repository. Although
it requires fairly comprehensive disclosure of a study’s nature, risks
and potential benefits, it does not require researchers to ensure that
prospective participants comprehend that information. Moreover,
IRBs typically only consider risks to participants (though some argue
they should consider risks tonon-enrolled individual bystanders as well
as to groups and society at large: https://www.hhs.gov/ohrp/sachrp-
committee/recommendations/tab-c-the-protection-of-non-subjects-
from-research-harm.html). Similarly, the Common Rule directs that
“[t]he IRB should not consider possible long-range effects of applying
knowledge gained in the research (for example, the possible effects of
theresearch on public policy)”.

The Common Rule also does not consider downstream risks from
sharing de-identified data. Once data have been stripped of direct
participant identifiers and made available in a research repository,
the Common Rule —including IRB oversight — ceases to apply entirely,
because there are no longer any research subjectsinvolved®. Users of a
data repository neither intervene nor interact with the data subjects,
and the data no longer meet the Common Rule’s definition of private
identifiable information. Notwithstanding reidentification risks, data
areonly ‘identifiable’ under the CommonRuleifasubject’sidentity “is
or may readily be ascertained by the investigator or associated with
theinformation”. Evenif such datawere identifiable, they must also be
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‘private’, yet data that are explicitly collected for widespread sharing
via a research repository do not obviously constitute “information
about behavior that occurs in a context in which an individual can
reasonably expect that no observation or recording is taking place”,
or “that has been provided for specific purposes by anindividual and
that the individual can reasonably expect will not be made public”.
Indeed, secondary research on identifiable data is exempt from the
Common Ruleifitis publicly available (housed in an open repository,
for example) or if the researchers analyzing the data avoid recording
itin away that makes identities “readily ascertainable”.

Ethical challenges of building aninternet datarepository
The principles underlying the Common Rule as articulated in the
Belmont Report — respect for persons, beneficence and justice — are
hard to disagree with (https://www.dhs.gov/sites/default/files/publica-
tions/CSD-MenloPrinciplesCORE-20120803 _1.pdf). But they require
specification and balancing in particular contexts’, and the context
of widely sharing what one sees and does on the internet is not the
context of, say, participating in a drug trial.

User-sourced online data collections present ethical challenges
that obviously could not have been contemplated in the 1970s, and
still are not adequately reflected in today’s Common Rule. First, it is
impossible to fully disclose in advance the nature, risks and potential
benefits of the NIO, consistent with the principle of respect for persons,
because some of these are moving targets. For instance, given constant
engineering changes to platform websites and apps, aweb scraper that
collects certaininformation today may collect different — potentially
more identifiable or sensitive — information tomorrow. Further, data
collected that today expose no known privacy risks could implicate
significant onesin the future. Asanexample, until recently, those who
conductedinternet searches or participated in social media conversa-
tionsinthe USA about how to terminate a pregnancy would have been
unlikely to have engaged in criminal conduct, and so collecting data
about these online activities would have entailed privacy, but notlegal,
riskstoresearch participants or third parties with whomthey converse.
Very soon after the overturning of Roe v. Wade, however, some US state
laws criminalized online sharing of information about how to obtain an
abortion, creating a new risk for NIO participants. Nor can we anticipate
inadvance each study that might be conducted with NIO data. Second,
given howinformationisembeddedin human relationships, the data of
humansubjects almost always implicate the interests of third parties.
For instance, understanding the information that algorithms show
to different people requires us to study participants in the context
of social networks rather than in isolation, which necessarily entails
collecting data about other members of those networks.

Thegrowing fields of Al, information and data ethics further high-
light a wide range of risks associated with big data analytics that are
relevant to projects like NIO, including vectors of bias and unfairness
inhowdataare collected, structured and deployed and risks associated
with aggregating data streams that might individually pose only minor
risks®°. These fields reveal how existing operationalizations of the
Belmont principles areinadequate in emerging contexts (https://www.
atlanticcouncil.org/in-depth-research-reports/report/specifying-
normative-content)™. They also highlight risks that extend beyond
direct data contributors to indirect data contributors and inference
subjects, including non-traditional ways that applications of big data
analytics canthreaten privacy and security (https://www.dhs.gov/sites/
default/files/publications/CSD-MenloPrinciplesCORE-20120803 1.
pdf)*and entrench bias'.

These fields may one day also offer solutions to manage these
ethical challenges, and there are a growing number of frame-
works, principles and suggested rules about how to manage ethical
challenges in this space'?. However, no consensus currently exists
about how torealize core values”. Furthermore, these fields are stillin
their infancy, especially compared to more long-standing fields such
as bioethics. Simply, there is neither formal regulation nor a robust
ethics ecosystem that fills the gaps between the Common Rule and
whatis necessary to adequately manage the ethical challenges raised
by aproject such as the NIO.

The good news is that these challenges are not entirely new,
which means that we are not starting from scratch in building the
NIO’s governance. First, there are already numerous repositories
for depositing research data, including social mediaand other social
science data for secondary research use, and many have developed
governance structures for sharing these data for research and other
uses®. Similarly, many longitudinal social science studies, like the
NIO, both collect and store data for secondary research use. In addi-
tion, biobanks such as the NIH’s All of Us Research Project (AoURP)
are helpful analogs to repositories for donated internet data and
considerable thought has been putinto their governance structures.
Biobanks collect and store — for wide, indefinite research use —
biospecimens, from which genomic data are extracted, as well as
survey and electronic health record data. Because all research uses
of abiobank cannot be knownin advance, participants generally give
consent to have their samples and data studied for anything that falls
withinabroad category (such as ‘human health and well-being’). Just
asmany people do not fully appreciate the nature and extent of their
digital traces, many do not understand the implications of genomic
information or even what is contained in their own health records,
making meaningfully informed consent challenging in both cases.
Because genetic variants are shared with both nearer-term relatives
and members of larger genetic ancestral groups, the interests of many
people besides individual participants are at stake, as is the case with
social media and other internet research.

Not just scraping by: ingredients for ethical user-sourced
digital trace datacollection

Drawing on these existing projects, we have made a series of decisions,
summarized in Fig. 1, for the NIO’s ethical governance. We began by
brainstorming internally, and with our external ethics advisory board,
about all the ways the NIO could go ethically wrong — and right. Most
concerns and aspirations fell into one of five ‘ends’, reflected in the first
five columns of the table depicted in Fig. 1: the privacy of participants
or bystanders could be compromised; NIO data could be misinter-
preted or misused; researchers could be ethically negligent or even
intentionally unethical; participants might make a decision about NIO
enrollment, or continued enrollment, without appreciating its risks
and potential benefits over time; and we could fail to be sufficiently
transparent withall stakeholders, undermining trust and the viability
of the project. Although these five ends can all be mapped to one or
more of the broad, familiar principles of beneficence, non-maleficence,
respect for persons and justice, these mid-level ends served as better
guidance for the next stage. That stage entailed brainstorming a set of
feasible ethics interventions to address each end (represented by the
rows of the table depicted in Fig.1). Core to this governance is a ‘Swiss
cheese’model: eachindividual intervention works imperfectly, butin
combination, they are likely to reduce the odds of harm significantly
andtoincrease the odds of realizing benefits. Most interventions serve
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Core ends Examples of NIO ethics interventions
y Oversample populations underrepresented in internet and/or social science research
v eConsent with teachback questions and a comprehension quiz
y y eConsent and NIO website provides instructions about how to manage privacy (e.g., using incognito mode)
v Regular participant reminders that they are enrolled in NIO
y y v y Participant engagement and feedback via surveys, focus groups, and/or a standing community advisory board
y y Researchers have early access to NIO sample characteristics to appropriately gauge feasible research questions
y y y Beta testing data access with small group of trusted faculty colleagues who provide feedback on vulnerabilities
v Institutional buy-in: institutional official must sign DUA and inform NIO if a researcher falls out of good standing
J v v Required modular ethics training for researchers
y Access is provided to individual researchers only and protected by security best practices

Standardized (not project-specific) data use agreement (DUA) countersigned by researcher institution,
« No attempted re-identification
« No attempt to exfiltrate, publish, or redistribute data
v v v « Immediately alert NIO of unexpected data privacy issue
« No linking NIO data with outside or other NIO data without express written permission of NIO
» Acknowledge consequences for violation (e.g., reporting to IRB/funder; expulsion from NIO)

Researcher application for analytic access to data:
« Research question(s)
- Description of data requested and justification for each data element
« Analytic approach
v v v « List of all project personnel who would have access to the data/results
« Potential benefits of the research
« Description of risks of the project (referring to appropriate training modules)
« Assessment of distribution of risks and potential benefits across different groups

Data remains on NIO servers

v v
J J Review of source code, in some cases
y Data access limited to specific project need
v Query-return restrictions (e.g., hide results for fewer than t participants) in some cases

y Real-time passive monitoring of NIO data use to detect data exfiltration

J v Continuously updated list of NIO-based research posted to public study website

y y y Institutional reminders that specific faculty are active NIO users

y J Random and for-cause audits: including manual review of individual monitoring logs, aggregate patterns of data access, and

publications

[0 Minimize privacy risks to participants and bystanders

O Ensure scientifically and socially responsible use of data
[0 Ensure researcher compliance

[0 Respect participant autonomy

O Promote transparency

Fig.1|NIO ethics interventions, mapped to the ends each serves. The rows during the life-cycle of a NIO project. Each ethics intervention is mapped to one or
show a non-exhaustive list of risk-reducing and value-enhancing measures taken more of five ends (columns), which arein turninformed by the broader values of
by NIO (ethics interventions), in rough chronological order of when they apply justice, beneficence, non-maleficence and respect for persons.
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multiple ends and values, and each end and value is supported by
multiple interventions.

Some interventions are participant-facing. For instance, we
protect participant autonomy, starting with an electronic consent
(eConsent) process, similar to that used by AoURP and mobile stud-
ies conducted via Apple’s ResearchKit'*". The eConsent prioritizes
the mostimportant information, limiting each consent screen to one
key idea; those who want to learn more about that topic can do so by
engaging a pop-up window. The eConsent contains teachback ques-
tions of key concepts: to participate, prospective participants must
demonstrate they understand the project and its risks. Participants
are also empowered to turn data collection off or on easily as needed.

Importantly, NIO consent is dynamic'®": participants will be
reminded over time that they have enrolled in the NIO and there will
be a continuously updated list of NIO-based research posted to the
study website to allow themtorevisit their enrollment decisionin light
of newinformation about how their data are being used.

Mostinterventions, however, are researcher-facing. The core NIO
team will, for instance, oversample populations that are traditionally
underrepresented in internet or social science research. This helps
to ensure both that the potential benefits of NIO research apply to a
diverse population and that the privacy of traditionally underrepre-
sented participants is protected by ensuring that their data are not
more readily re-identifiable outliers in the NIO dataset.

With respect to secondary researchers, to minimize risks to the
privacy of participants and individual bystanders, to ensure scientifi-
cally and socially appropriate use of the NIO datasets, and to ensure
adherence to NIO policies, we will constrainboth researcher access to,
and use of, the NIO in several ways. First, only researchers who complete
several ethicsmodules will be considered for access; these modules are
developed to help sensitize researchers to potential ethical challenges
associated with the use of the data. Researchers and their institutional
official must also sign a plainlanguage code of conduct and a data use
agreement (DUA), respectively, thatinclude a prohibition onattempted
re-identification and arequirement to notify us promptly of any unex-
pected privacyissue, and that requires themto consent to a variety of
potential consequences for violations, such as reporting to their IRB
and/or funders and expulsion from the NIO. Institutional officials will
also receive periodic reminders that specific researchers are active
NIO users and will be expected to notify the NIO if the researcher has
fallen out of good standing.

Researchers must also submit aform that, inaddition to providing
standard protocolinformation, describes the study’s risks and poten-
tial benefits to all stakeholders (not just participants) and assesses
how those risks and potential benefits are distributed across different
individuals and groups. Data access will be limited to what is needed
forapproved projects. Importantly, data will never leave the NIO serv-
ers; instead, researchers will bring their code to the servers. NIO will
engage in real-time passive monitoring to detect data exfiltration as
well as random and for-cause audits of specific projects.

The interventions we describe here currently apply to all uses of
the NIO datasets. Over time, we will assess the risks of different kinds
of data access and use and consider creating lower-access tiers, in
which some of these constraints are relaxed. Inaddition to starting out
with a single, controlled access tier, we will beta test this data access
process with asmall group of trusted researchers who are sensitive to
data privacy and data misuse to help us identify flaws in our process.
Although developed specifically for NIO, we believe that many of the
ethics interventions we have adopted and the ends they are intended

to serve (which in turn reflect the broader, familiar values of justice,
beneficence, non-maleficence and respect for persons) will generalize
to similar efforts.

Conclusion

The internet research community is at a precarious point, with the
destruction of many of the core tools of data collection of the field.
The development of user-sourced data collection to study the tech
platforms that dominate the contemporary internet is a necessary
next step for science, and for global society. This is the Hubble or the
CERN of computational social science: success would have dramatic
implications for the capacity of the field. A paper such as ref. 18, which
presents a multi-year audit of how Google presents information to
people regarding politics, had a bespoke data collection, requiring
thousands of hours of labor and many research dollars. A shared data
collection, such as the NIO, would allow such a paper to be produced
with far more data, at a tiny fraction of the cost. And while the NIO
is focused on US users only, we envision federated efforts, embed-
ded in the legal and cultural-ethical contexts of other countries, that
would allow for even more ambitious cross-national research. This will
require substantial extensions to the governance of ethical research
that was builtin the late twentieth century. The elements we summa-
rize above are certainly incomplete, but also, we think, contain some
useful and even necessary pieces of a new self-regulatory approach
to ethically researching human behavior onthe internet using shared
infrastructure.
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