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Abstract—The biological brain is capable of processing tem-
poral information at an incredible efficiency. Even with modern
computing resources, traditional learning-based approaches are
struggling to match its performance. Spiking neural networks
that “mimic” certain functionalities of the biological neural
networks in the brain is a promising avenue for solving sequential
learning problems with high computational efficiency. Nonethe-
less, training such networks still remains a challenging task as
conventional learning rules are not directly applicable to these
bio-inspired neural networks. Recent efforts have focused on
novel training paradigms that allow spiking neural networks to
learn temporal correlations between inputs and solve sequential
tasks such as audio or video processing. Such success has fueled
the development of event-driven neuromorphic hardware that
is specifically optimized for energy-efficient implementation of
spiking neural networks. This paper highlights the ongoing
development of spiking neural networks for low-power real-time
sequential processing and the potential to improve their training
through an understanding of the information flow.

I. INTRODUCTION

Artificial Neural Networks (ANN) have garnered much
attention recently and have evolved from simple Multi Layer
Perceptrons (MLPs) to full blown Deep Neural Networks
(DNNs) over the last decade. The amazing prospects of such
Artificial Intelligence (AI) have been demonstrated many times
over through projects like AlphaGo [1] and Deepfake AI [2].
However, regardless of how impressive they seem, modern
Al is still incapable of imitating the processing power of
a biological brain. This difference can be attributed, among
others, to the functional and structural differences between
artificial and biological neural networks. As a consequence,
numerous recent research studies have been focused on more
biologically plausible neural networks, such as Spiking Neural
Networks (SNN) [3], as an effort to bridge this computational
gap. Spiking neurons though not identical, share many similar-
ities with biological neurons, including electrical pulse driven
communication [4] and internalized short term memory. These
properties of SNNs have paved a pathway for a new generation
of Al that can overcome the limitations of traditional ANNSs.

The biological brain is exceptionally good at processing
temporal information [5]. Even the simplest task of catching
a ball involves processing continuous visual cues captured
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by the retina to control perfectly timed complex motor func-
tions for proper hand-eye coordination. Standard feed-forward
ANNs are inefficient at such tasks, as they are incapable
of handling temporal information effectively. Efforts have
been directed toward Recurrent Neural Networks (RNNs) [6]—
[8] and Long Short Term Memories (LSTMs) [9]-[12] for
processing temporal information at the expense of increased
computational and training overhead. SNNs, on the other
hand, are equipped to handle such temporal information more
efficiently, without the assistance of complex computational
units or recurrent connectivity owing to their internalized
memory called the membrane potential. Additionally, spiking
neurons can learn to establish an association between previous
inputs through a tunable parameter called the leakage. Similar
to the biological neurons, spiking neurons communicate via
binary values {0,1} representing the absence or presence of
electric pulses or spikes [4]. Hence, important information is
encoded not only in the spike frequency but also in the timing
of the spikes. Due to these properties, SNNs are well suited for
solving sequential problems such as speech recognition [13]
and video processing [14].

The AlphaGo Al required IMW of power to beat Lee Sedol
in a five-game Go match in March 2016, which is 50,000
times the average power consumption of a human brain of
20W [15]. This exceptional power efficiency of the biological
brain can be partly attributed to its event driven nature. SNNs
adapt similar event driven computations into their architectures
which allows them to be significantly compute efficient than
their ANN counterpart. Unlike ANNs, where every neuron
activates simultaneously, a spiking neuron activates only when
an input spike is received and certain internal conditions are
satisfied. This allows SNNs to have sparse activity throughout
the network, leading to significant energy savings, and making
them suitable for resource-constrained applications.

Even with these benefits, the adaptation of SNNs has been
a bit sluggish until recent years due to challenges in training
Deep SNNs. Training techniques that employ gradient-descent
based back propagation are not directly applicable to SNNs
due to their non-differentiable activation function. Converting
a trained ANN to SNN has been a popular option [16]-
[18], but this renders the network insensitive to temporal
information. One popular approach is to use Backpropagation
Through Time (BPTT) technique with surrogate gradients for
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training SNNs [19]-[22]. This technique has been successfully
employed for training SNNs for sequential tasks like optical
flow prediction [23]. Another common approach for training
SNNs is to employ a local learning rule like the Spike-Time-
Dependant Plasticity (STDP) that arises from a biological
observation [24]. Since the learning rule relies on a causal
correlation between inputs and outputs of spiking neurons, it
does not require gradient calculation. Multi-layer SNNs have
been trained to distinguish directions in real-time through this
technique [25].

In this article, we revisit the physics of spiking neurons,
popular techniques on how SNNs can be trained for sequential
tasks, different applications that benefit from the sequential
processing capabilities of SNNs, and some evidence of low-
power sequential processing on SNN hardware.

II. DYNAMICS OF SPIKING NEURONS

Aiming to mimic the behavior of biological neurons, spiking
neurons incorporate the concept of the internal state into their
computational model. In a popular spiking neuron model [26]
called the leaky integrate-and-fire (LIF) neuron, this inter-
nal state is typically referred to as the membrane potential
V(t). Suppose X;(t) are inputs from a neighboring neurons
i € {1,2,...,a} to the LIF neuron at time ¢ as shown in
Fig. 1(a). The membrane potential is increased by the influence
of these inputs depending on the connection strength of each
input to the LIF neuron denoted by w,;. Then, an output
of “1” representing a neuron spiking activity is generated
if the membrane potential exceeds a defined threshold +.
Otherwise, the spiking neuron produces an output of “0” to
represent no neuronal activity. Upon spike generation, the
membrane potential reduces by the threshold amount to reflect
a depotentiation of the biological neuron. Mathematically, the
spiking neuron can be described using the following equation:

dV(t)/dt = =V ()T + > wXi(t) =Y (t) (1)

where Y (¢) is an output of the spiking neuron at time ¢. Note
that membrane potential decays exponentially according to a
constant 7 in an absence of inputs, thus it behaves like a leaky
integrator of the inputs.

However, obtaining the membrane potential by directly
solving the differential equation above at every ¢ is impractical.
Discretizing spiking neuron operations over small time-steps
leads to a closed-form approximation as follows:

Vin] = BVn—1]+ Z w; X;[n] —yY[n—-1 (@

Y[n] = UnitStep(V [n] — 7) 3)

where n represents an index of simulation time-step, [ is a
decaying factor for the membrane potential, and UnitStep(-)
denotes a unit step function. For a group of spiking neurons
that receive the same inputs and form a neuron layer as
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Fig. 1. (a) An example of LIF neuron which receives X;(t) as inputs and
produces Y (¢) as an output. w; denotes the weight of each connection to the
neuron. (b) Diagram representing operations of spiking neurons that form a
neuron layer in a discrete time. The neurons receive input vector X[n] and
produce output vector Y[n] at time-step n. (¢) Equivalent representation when
the operations are unrolled into n time-steps.

illustrated in Fig. 1(b), their operations can be expressed using
a similar set of equations:

Vin] = 8V[n — 1] + X[n]W — 7Y[n — 1] 4)
Y[n] = UnitStep(V[n] —v) (5)
where X[n] = (X;[n], X2[n], ..., Xp[n]) represents inputs in
the form of a vector and Y[n| = (Yi[n],Y2[n],...,Ys[n])

represents the output vector with each element Y;[n] indicating
an output of neuron j in the group at time-step n. Connection
matrix W consists of element W;; in row ¢ and column j that
indicates a connection strength between input ¢ and spiking
neuron j.

The presence of internalized memory is a characteristic
SNNs share with networks like RNNs and LSTMS. How-
ever, what sets SNNs apart from the rest is their simple
internal memory update mechanism and pulse like binary
communication inspired by biological neurons. This simplified
internal state update mechanism, though renders training more
complicated, implies smaller number of parameters compared
to LSTMs. Binary communication replaces the weight multi-
plication with simple addition operations, granting significant
power savings when the inputs are zero. The benefits of
having these differences are quantified in some hardware
implementations discussed in Section V.

III. SNNS TRAINING METHODOLOGY

Since the membrane potential of spiking neurons depends
on the inputs at the recent time-step and the membrane poten-
tial at the previous time-step, we can recursively apply Eq. 4-5
for output computation. Operations of the spiking neurons can
be unfolded in time by duplicating the computation graph of
the spiking neurons for n time-steps (see Fig. 1(c)). Then the
gradients can be computed and propagated backward through
multiple time-steps using the BPTT technique.

Nonetheless, the BPTT algorithm cannot be simply applied
due to the non-differentiability of the unit step function. The
derivative of the unit step function is zero almost everywhere,
thus deterring gradients from flowing backward and rendering
the stochastic gradient descent technique ineffective for train-
ing SNNs. A popular and effective remedy proposed in the
literature is to replace the ill-defined derivation of unit step
function with the derivative of a continuously differentiable
function [19]-[22]. Further analysis of the computation graph
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revives complex back-propagation paths to the membrane
potential at each time-step (see red lines Fig. 1(c)). Several
works have proposed techniques to make training numerically
stable [27]-[30].

Rather than relying on the gradient for computing synaptic
weight updates, another approach to train SNNs is to employ
a local learning rule inspired by biological observations. For
instance, with the STDP rule, the synaptic weights are adjusted
based on the precise timing of the pre-and post-synaptic spikes.
If there are incoming spikes to the neurons which shortly
lead to desired output spikes, synaptic connections between
inputs and outputs are strengthened. Otherwise, the connection
strength is reduced. This method allows local information
to update synaptic weights without the need for a global
learning signal. Local learning rules similar to STDP has
been proposed and demonstrated to learn precise correlations
between input and output spikes on a synthetic task [19].
Nevertheless, training SNNs to capture temporal information
better remains to be an active research problem and numerous
progress has been made through understanding information
flow in the computational graph.

IV. SOLVING SEQUENTIAL PROBLEMS WITH SNNs

Classification of sequential data like audio and video has
been a problem of interest in the machine learning community
as it requires drawing temporal correlations between infor-
mation that arrives at different times. This calls for neural
networks to retain a memory of the past for making an accurate
decision later, and thus RNNs and LSTMs have become a
common choice for effectively handling the problem [9]-[12].
In recent years, improvements in SNN training methodolo-
gies leading to better sequential learning has the potential
to make SNNs a preferred alternative, especially for low-
power computing. Furthermore, there are domains that have
unique feature representations and need more efficient ways
to process them, such as the outputs of an event-based camera.
Some works showcasing the advantages of SNNs in solving
sequential tasks are presented below.

A. Keyword Spotting and Word Recognition

Owing to the popularity of virtual assistant technologies,
Key-Word Spotting (KWS) is an emerging essential task in
speech recognition. KWS searches for and identifies triggering
cues (such as “Hey Siri,”) for edge devices. This requires
the algorithm to be continuously performed and needs to
have a low computational complexity to sustain continuous
operation. The authors in [31] proposed using SNNs as an
alternative to traditional ANNs for KWS. They explored two
different approaches of encoding: one where information is
encoded in the firing rate of the spiking neurons, and another
where information is encoded in the relative timing of the
spiking neuron outputs. In both cases, they observed that
the accuracy of identifying keywords on the TIMIT speech
dataset [32] remained the same as ANNs while SNNs reduced
the computational cost by 84% and memory requirement from
O(N?) to O(N) where N is the number of the neurons.

The authors in [33] leveraged the inherent recurrence found
in spiking neurons to perform word recognition on a much big-
ger LibriSpeech speech dataset [34]. The authors modified the
network of LIF neurons to allow multi-bit outputs (in contrast
to the traditional binary outputs) to overcome the vanishing
gradient problem in training SNNs. Their proposed SNNs had
2x fewer parameters compared to LSTMs and required 10x
fewer expensive multiplication operations compared to GRUs
while maintaining similar accuracy metrics as the other two
networks.

B. Action Recognition from Videos

As SNNs are modeled to closely mimic biological neural
networks, they are sometimes crafted to replicate a certain
functionality of the brain to help neuroscientists gain a better
understanding. Such constructed models were shown in some
works to be helpful for recognizing actions from videos. For
instance, the authors in [14] created SNNs to mimic part of the
visual cortex, specifically V1 (primary visual cortex) and MT
(medial temporal) regions of the human brain. Through their
analysis, they observed that the synchronicity between spiking
neurons and their mean firing rate correlates with temporal
information sequentially presented in the video inputs. The
motion maps generated from the constructed SNNs were then
shown to contain essential information for recognizing actions.

In a separate effort, the authors in [35] trained SNNs with
explicit recurrent connections to perform action recognition
from videos. The proposed SNNs also have a mechanism to
perform temporal pooling which helps drawing attention to
certain important time-steps. Their results show that the SNNs
are more robust to noisy frames than tradition RNNs while
having a lower computational complexity.

C. Processing Event-based Camera Outputs

There has been substantial interest in developing learning
algorithms for emerging bio-inspired event-based cameras.
Unlike a traditional frame-based camera that captures the light
intensity during a fixed interval, these new vision cameras
measure changes in the light intensity at each pixel (so-called
events), leading to a camera with a high operating frequency
and low power consumption. Because the events are generated
only at the contour during a movement and are sparse, SNNs
are typically the preferred network for processing the events.
We discuss two applications of SNNs for processing sequential
event-based camera outputs, namely optical flow prediction
and object detection & tracking.

Optical flow estimation is an important task in vision-based
navigation as it provides a comprehensive understanding of a
relative motion in the scene. Essentially, optical flow is an
estimation of the 2D motion field which can be obtained
by computing the spatial and temporal variations of pixel
intensities. Being able to draw correlations from events that
arrive sequentially is important to ensure high-quality optical
flow prediction. The author in [23] proposed a hybrid neural
network architecture called Spike-FlowNet to estimate the
optical flow of the scene using only the event-based camera
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outputs. The network consists of an SNN encoder followed by
an ANN decoder. The authors showed that the proposed net-
work outperformed the ANN model in terms of computational
efficiency and prediction accuracy on the MVSEC dataset [36].
This highlighted the capability of SNNs in capturing temporal
correlation from naturally sparse sequential data.

The authors in [37] further improved the event-based optical
flow estimation by modifying the existing training pipeline to
better suit SNNs. As the optical flow estimation have been
traditionally predicted by ANNs from the frame-based camera
outputs, a similar training pipeline was adapted by the previous
work. In this work, the authors reformulated the training loss to
improve convexity and showed that the width of the surrogate
gradient and weight initialization are crucial to accomplish a
better optical flow estimation. This underscored the importance
of information theory to suggest appropriate adjustment on the
existing training methodology for emerging SNNs.

Orthogonal to the aforementioned works, authors in [38]
suggested combining information from two different vision
sensors for even more accurate optical flow estimation. They
argued that since events only contain a limited amount of
spatial information, frames obtained from a traditional camera
can augment missing spatial details. The proposed hybrid
architecture called the Fusion-FlowNet comprised of two
branches: an SNN branch which took events as inputs and
an ANN branch which took frames as inputs. These branches
were later merged into an intermediate representation for
optical flow estimation. The authors expected the SNN branch
to capture the temporal information from events and the
ANN branch to capture the spatial information necessary for
improving the prediction quality. They reported a reduction
in arithmetic operations compared to the ANN model while
showing that the proposed fusion network estimated optical
flows with similar quality.

Similar to the task of optical flow, object detection &
tracking plays an important role in vision-based navigation
platforms. In addition to maintaining a high accuracy of
detection, it is essential for tracking the object with little to
no latency with minimalenergy expense. The authors in [39]
showed that by replacing max-pooling layers with spiking neu-
rons in traditional object detection pipelines, the computational
complexity of those pipelines can be reduced.

V. EVIDENCES OF LOW-POWER SEQUENTIAL PROCESSING
WITH SNNS

Though the intrinsic recurrence of SNNs enables sequential
information processing, it introduces an additional data struc-
ture to be stored and additional computations to be updated.
Naively implementing SNNs on Von-Neumann architecture,
commonly used for the feed-forward ANN inference, intro-
duces large amount of memory accesses, leading to increased
energy and power consumption. Thus, efficient computation
with SNNs calls for a specifically designed hardware that
minimizes the memory transactions for updating internal states
and is optimized for sparse computations.
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Fig. 2. (a) For the sentiment analysis, each word in a review is converted
to a binary spike train before being fed to SNN. (b) Multi-layer SNN that
is trained and mapped to the SNN hardware. (c) Changes in the membrane
potential of the output spiking neuron at the last layer with time-steps.

An in-memory computing macro catering for SNN inference
has been proposed in [40] to demonstrate the benefit of SNNs
for sentiment analysis on the IMDB reviews. Here each word
in a review was sequentially fed to determine whether the
review was positive or negative. Fig. 2(c) depicts changes
in the membrane potential of the output spiking neuron at
the last layer with time-steps. The SNN implementation led
to a 97.4% reduction in energy-delay product compared to
the LSTM implemented on an LSTM accelerator. Due to
simpler recurrent dynamics, SNN had 8.5x lower trainable
parameters than LSTM. Although each word was translated
to spike trains for SNN operation over multiple time-steps,
the implementation achieved 5.6x higher energy efficiency
per inference due to the sparse communication.

A neuromorphic research chip with computing macros and
local memories for SNNs, called Intel Loihi, has also been
developed [41] and used to evaluate SNNs for the compute
efficiency and runtime on KWS application [42]. Here two-
layer SNNs were trained and mapped to the hardware while
equivalent ANNs were trained and mapped to a Von-Neumann
architecture CPU and GPU fabricated on a similar technology.
The results showed the improvement in both inference speed
and energy consumption when using SNNs for real-time KWS.

VI. CONCLUSION

SNNSs are artificial neural networks constructed with certain
distinctive characteristics and are more bio-plausible than
standard deep networks. They were traditionally tools for
neuroscientists to decipher operations of the brain but later
received more attention from machine learning practitioners
due to their binary communication scheme that simplifies
power-hungry multiplication into simple addition operations.
Intrinsic memory of the SNNs in the form of cell membrane
potential, further offers an ability to capture temporal cor-
relation from their inputs and to solve sequential learning
problems. Understanding the dynamics of spiking neurons
through a computational graph has provided insight into vari-
ous training methodologies, both gradient-based and gradient-
free techniques. Successful training methodologies later led
to the application of SNNs on several sequential tasks; some
of which are discussed in this article. Two hardware imple-
mentations underlining the effectiveness of low-power real-
time sequential processing with SNNs are discussed. Both
showed superior compute efficiency and memory requirement
over traditional RNNs and LSTMs, hence suggesting further
opportunities with the bio-plausible model for computing.
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