DexeR: Detecting and Explaining Biased
Representation in Ranking

Yuval Moskovitch
Ben Gurion University of the Negev
Beersheba, Israel
yuvalmos@bgu.ac.il

ABSTRACT

With the growing use of ranking algorithms in real-life decision-
making purposes, fairness in ranking has been recognized as an
important issue. Recent works have studied different fairness mea-
sures in ranking, and many of them consider the representation
of different “protected groups”, in the top-k ranked items, for any
reasonable k. Given the protected groups, confirming algorithmic
fairness is a simple task. However, the groups’ definitions may be
unknown in advance. To this end, we present DEXER, a system for
the detection of groups with biased representation in the top-k.
DEXER utilizes the notion of Shapley values to provide the users
with visual explanations for the cause of bias. We will demonstrate
the usefulness of DEXER using real-life data.
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1 INTRODUCTION

Ranking algorithms are an integral component of data-driven sys-
tems that are widely used in many application domains such as
establishing credit scores [3], school admission [13], and hiring [7].
With the increasing awareness of algorithmic fairness, recent works
have presented measures for fairness in ranking [14]. These defini-
tions typically consider the representation of different protected
groups, in the top-k ranked items, for any reasonable k. The notion
of algorithmic fairness was studied extensively for a broad class of
models [9, 14]. Fairness measures typically refer to a given “pro-
tected group” in the data, which is defined based on the values of
some sensitive attributes (e.g., gender, race, age, or combinations
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thereof), usually based on the societal history of discrimination.
Analyzing the fairness measure of a system with respect to the
given group is a simple task. However, “non-standard” protected
groups cannot always be specified in advance, and such groups
may be overlooked when examining the performance of a system.

For example, a model developed to assign grades to students (in
place of exams that were canceled due to the COVID-19 pandemic)
was shown to be biased against high-achieving students from poor
school districts!. For instance, students from low-income families
were predicted to fail the Spanish exam, even when they were
native Spanish speakers. In this case, the model was discriminating
against Hispanic students from poor school districts. A primary
source of bias was the use of historical exam results of each school to
predict student performance. However, using the school (identified
by school ID) to define the protected group is not an intuitive
choice, and so may not have been considered. Moreover, even if we
consider the group of Hispanic students as a protected group, we
may not find any fairness issues, since this subgroup (of students
scored unfairly on their Spanish exam) is only a small fraction of
all Hispanic students.

A line of works has studied the problem of automatically de-
tecting “problematic” or biased subgroups in the data without the
need to specify the protected attributes a priori [4, 5, 8, 12], but
these works considered only classification models. In [11] the au-
thors of [12] extend their framework to consider ranking as well.
However, their definition of biased subgroups builds on the no-
tion of divergence to measure performance differences among data
subgroups rather than fairness measures for ranking from the liter-
ature. Particularly, they do not consider a range of k, a key property
for fairness in ranking. Intuitively, accounting for a range of k’s
ensures that the ranking is fair for any position in the ranking.

In this paper, we present DEXER (for Detecting and EXplaining
biasEd Representation in ranking). DEXER is designed to detect
groups with biased representation in the top-k ranked items (i.e.,
treated unfairly by a ranking algorithm) while eliminating the
need to pre-define protected groups. The definition of biased rep-
resentation is based on the notion of proportional representation,
a commonly used measure for fairness in ranking (see, e.g., [16]).
Intuitively, the representation of each group in the top-k should be
proportional to its size in the data.

Given a group with biased representation, an analyst may wish
to understand the cause of the bias. To this end, DEXER harnesses
the notion of Shapley values [15] to identify attributes that sig-
nificantly affect the ranking of the detected group. The system
visualizes the value distribution of such attributes to analyze the
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# | Gender | School | Address | Failures | Grade Rank
1 F MS R 1 11 8
2 M MS R 1 15 3
3 M GP U 1 8 10
4 M GP U 2 4 16
5 M MS R 0 19 2
6 F MS U 1 4 15
7 F GP R 1 7 11
8 M GP R 1 6 13
9 F MS R 0 14 4
10 F MS R 2 7 12
11 M MS R 2 13 6
12 F GP U 0 20 1
13 F GP U 2 12 7
14 M MS U 1 13 5
15 F GP U 1 5 14
16 M GP U 0 9 9

Figure 1: Students’ data. The Rank column depicts their rank-
ing based on the grade and number of past failures. The top-5
ranked students are highlighted

difference between the detected group and top-k ranked tuples.
Shapley values have been used to provide explanations for regres-
sion and classification models, and their adjustment to our context
holds two main challenges. The first is that DEXER aims to explain a
ranking algorithm’s result (rather than a regression or classification
model). Moreover, it gets only the result of the ranking algorithm as
input. The second challenge is the need to provide an explanation
for a group (of tuples), while Shapley values are typically used to
explain the outcome of a single tuple.

We will demonstrate the usefulness of DEXER using real-life
data. We will walk the audience through the process of analyzing
the results of a ranking algorithm, identifying groups with biased
representation in the top-k ranked items, and let them interactively
examine the cause for bias of different groups.

2 TECHNICAL BACKGROUND

We next (informally) introduce the model underlying DEXER using
a running example and refer the readers to [10] for more details.

Example 2.1. The Student Performance Data Set [6] contains in-
formation from two Portuguese secondary schools in the Alentejo
region of Portugal, Gabriel Pereira (GP) and Mousinho da Silveira
(MS). The data was collected during the 2005-2006 school year and
it contains the performance of 1044 students in the Math and the
Portuguese language exams, along with demographic, social, and
school-related information. Figure 1 depicts a sample from the data
with the attributes: gender, school, address (urban or rural), and
failures (number of past class failures). The grade attribute is in
a scale of 0 — 20. Consider a student excellence program commit-
tee that wishes to select students for a scholarship based on their
academic achievements. To this end, they use a ranking algorithm
R to rank students by their grades. In the case of similar grades,
students with fewer failures are ranked higher. The scholars’ list is
publicly announced and should be diverse and inclusive.

2.1 Data groups and fairness measure

Groups in the data are represented using patterns, a set of attributes
with values assignment. We say that a tuple t € D satisfies a pattern
p if for every attribute in p, the value of ¢ is similar to its assignment
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in p. The size of a pattern p in the dataset D is then the number of
tuples in D that satisfy p.

Example 2.2. Consider the dataset given in Figure 1. p = {School
= GP}, is an example of a pattern. Tuples 3, 4, 7, 8, 12, 13, 15, and 16
satisfy p and thus the size of p in the data is 8.

Fairness definitions for ranking algorithms typically account for
the order of tuples in the output (or the top-k tuples), i.e., it is not
enough to have adequate representation in the top-k, every prefix
of the output should be “fair” as well. Accounting for a range of
k’s ensures that the ranking is fair for any position in the ranking.
A prominent class of definitions considers the representation of
each group in the data as a baseline measure for the representation
in the top-k (see, e.g. [16]). Intuitively, for each group g and each
k, the number of occurrences of items from g in the top-k ranked
items should be proportional to the size of g in the dataset.

Example 2.3. Consider again the dataset given in Figure 1 and
the ranker whose result is presented in the Rank column. The total
number of students from each school (MS and GP) is 8. The total
dataset size is 16, thus a proportionate representation of each school
in the top-5 items should be roughly 5 - % ~ 2.

2.2 Problem Formulation

Our goal is to detect groups with biased representation in the top-k
ranked items for a given ranking algorithm R, dataset D, and a range
of k’s. Following the line of work on proportional representation,
we consider the representation of a group in the dataset as a baseline
measure for its representation at the top-k. We say that a group
has a biased representation in the output of a ranking algorithm R,
if its size in the top-k ranked items by R is not proportionate to its
representation in the data for any k in a given range of possible k’s.

If we consider all possible data subgroups, the number of such
groups can be extremely large. To this end, we let the user define a
threshold 7 on the reported group’s size. Moreover, we wish to avoid
reporting “very specific" descriptions of groups and provide the
user with a concise set of properties that characterize meaningful
groups (in terms of their size) that have biased representation. To
this end, we present the notion of most general patterns. We say that
a pattern p is the most general pattern with biased representation
if p is used to represent a group with biased representation, and
Vp’ C p, the representation of p” in the top-k items is proportionate
to its size in the dataset.

The problem is to report all meaningful (i.e., represented by most
general patterns) substantial groups (i.e., large enough) with biased
representation in the top-k ranked items for a given range of k. We
let the user define the desired proportion of representation with
respect to the size of the patterns in the data using a parameter
a € R. More formally, given a database D, ranked by a ranking
algorithm R, a size threshold 75, a range [kmin, kmax] and @ € R, our
goal is to find for each kmin < k < kmax, all most general patterns p
with size > 75 such that SRK (D) (p) < a-sp(p) ﬁ, where spk(p) (p)
is the size of p in top-k ranked items in the dataset according to R
and sp (p) is the size of p in D. Note that the ranking algorithm is
treated as a black box, making the problem to be model agnostic.
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Figure 2: System architecture

3 SYSTEM OVERVIEW

DEXER’s back-end is implemented in Python 3. The user interacts
with the system using a dedicated user interface (shown in Figure 3),
implemented in JavaScript using Retool?. The general architecture
of the system is shown in Figure 2. We next briefly explain the
components of the system.

3.1 Groups Detection

DExXER implements the algorithm for detecting groups with biased
representation presented in [10]. We assume the data is represented
using a single relational database, and that the relation’s attribute
values used for group definitions are categorical. To include at-
tribute values drawn from a continuous domain in the group defini-
tion, we render them categorical by bucketizing them into ranges:
very commonly done in practice to present aggregate results.

The algorithm is given a dataset D ranked by R (denoted by
R(D)), a range of k (kmin, kmax), 2 size threshold 75 and @ € R. To
traverse the set of all possible groups (patterns), the algorithm uses
the notion of pattern graph presented in [2]. Briefly, the nodes in
the graph are the set of all possible patterns, and there is an edge
between a pair of patterns p and p” if p C p’ and p’ can be obtained
from p by adding a single attribute with a value assignment. As
shown in [2], the pattern graph can be traversed in a top-down
fashion while generating each pattern at most once.

A simple solution for the problem is to traverse the different
groups in the data and report those with biased representation in
the top-k items for each k in a given range. However, note that the
set of top-k and top-(k+1) tuples differ by a single tuple. As a result,
the search spaces for succeeding k values are typically very similar.
The algorithm leverages this property and utilizes it to reduce the
search space. It starts by performing a top-down search over the
graph to find groups with biased representation in the top-kmin
ranked items. In this phase, the algorithm utilizes the size threshold
75 to prune the search space. After the first top-down search for
kmin is done, the algorithm performs the search for every k from
kmin + 1 to kmax, where the starting point of the search for k is
the endpoint of the search for k — 1. The algorithm maintains a
data structure to keep track of the patterns reached at the end of
the search for each step and uses it to determine what parts of the
pattern graph should be further explored when k is increased by
1, and a new tuple is introduced to the top-k. We experimentally
evaluated our algorithm [10] and show that it runs much faster than
the baseline solution (traversing all groups for each k), particularly
as the number of attributes increases and the baseline becomes
exponentially more expensive. Moreover, we show that in practical
cases, the algorithm terminates within interactive time.

Zhttps://retool.com/
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3.2 Explainer

Once the groups with biased representation are detected, DEXER
allows the user to explore the cause of the bias for different groups.
This is done using the notion of Shapley values [15]. Shapley value
is a concept adopted from game theory to explain the effect of
different attributes on the output of a model for a given input. Given
a regression model (or a classifier with probabilities) M, Shapley
values are used to evaluate the contribution of each attribute on
the output of M for a given input ¢.

Intuitively, the cause for the bias is the values that affected the
ranking of tuples in the given group. An explanation for the bias
in the representation of a group consists of two parts. The first is
a set of attributes with the highest effect on the ranking of tuples
in the given group. The second is the values distribution of these
attributes in the top-k and the biased represented group. There
are two key challenges in adopting the notion of Shapley values
to explain representation bias in ranking. First, Shapley values
are typically used to explain the outcome of a regression model,
whereas DEXER is given only the result of a ranking algorithm R
(the ranking algorithm is a black box). Additionally, Shapley values
are used to explain the contribution of the attribute values for a
single tuple, while we are interested in explaining the (inadequate)
representation of a group of tuples (in the top-k).

To address the first challenge, DEXER computes a regression
model Mg that simulates the process of R and can be used to ap-
proximate the effect of attribute values of a given tuple t on t’s
ranking by computing the Shapley values of Mg(t). To this end we
define Dg = {(¢t,R(D)[t]) | t € D}, where R(D)|¢] is the ranking
of t in R(D), and use it to train a regression model Mg. The training
is done once the dataset is loaded and can be done using a separate
background process while the user defines the attributes for group
detection and explores the resulting groups. Then, to address the
second challenge, we define the Shapley value of a group as the
aggregated Shapley values for each tuple in the group. Given a
pattern p such that p was returned by the algorithms for detecting
groups with biased representation for a given k, we compute the
Shapley values (s{, ..., st ) for each tuple ¢t such that ¢ satisfies p,
namely, for each tuple in the detected group. We then aggregate
the results into a single Shapley value vector (s1,...,sn) for the
2t st ¢ satisfies ) Sf

sp(p)
Finally, to show the differences between the pattern p and the

top-k patterns, we visualize the value distribution of attributes with
large Shapley values of tuples that satisfy the pattern p compared
to their distribution among the tuples in the top-k.

pattern p such thats; =

3.3 User Interface

The interaction with DEXER is done via a dedicated interface shown
in Figure 3. In the input screen, shown in Figure 3a, the user can (1)
upload a ranked dataset or (2) select a dataset from the preloaded
datasets. Upon selection, the system (3) views the content of the
selected datasets. By default, all the attributes are used for group
detection, however, the user can select only a subset of them (4).
Finally, the k range (kmin, kmax) @ size threshold (TS)@ and o
values (7) can be set. When clicking on submit button (8) DEXER
computes and presents the user the detected groups for each k with
information about their size in the data and in the top-k (omitted
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Figure 3: UI of DEXER.

from the presentation for space constraint). To get an explanation,
the user can click on a group. Figure 3b shows an example for an
explanation. It consists of the attributes with the highest aggregated
Shapley values (9) of the selected group. The user can select

each one of the attributes and @ view the value distribution of
the selected attribute in the top-k and the selected group.

4 DEMONSTRATION PLAN

We will demonstrate the usefulness of DEXER in analyzing the
fairness of ranking algorithms, detecting groups with biased rep-
resentation, and the benefits of the explanations provided by the
system using real-life datasets. In particular, we will use

o The COMPAS Dataset® was collected and published by ProP-
ublica as part of their investigation into racial bias in criminal
risk assessment software. It contains the demographics, recidi-
vism scores produced by the COMPAS software, and criminal
offense information. The data is ranked using the ranking method
presented in [1].

o Student Performance Dataset (Student dataset)* shows the
performance of students in secondary education of two Por-
tuguese schools as described in Example 2.1. The data is ranked
based on the value of the attribute G3 showing the student’s
math final grades.

o German Credit Dataset® with financial and demographic infor-
mation. The data is ranked using the ranking presented in [16]
based on creditworthiness.

We will walk the audience through the process of analyzing the
results of a ranking algorithm. First, participants will be asked to
select one of the pre-loaded datasets. We will browse through the
selected dataset and invite the audience to choose attributes for
groups detection, set k range (kmin, kmax), group size threshold
75, and a. We will let the audience explore the detected groups
and then ask them to vary the input and observe the effect on the
results.

Given the output of the first part, in the second part of the
demonstration, we will let the audience interactively examine the
cause for bias for the detected groups. The participants will be
asked to select one of the groups detected by the algorithm and

Shttps://www.propublica.org/datastore/dataset/compas-recidivism-risk-score-data-
and-analysis

“https://archive.ics.uciedu/ml/datasets/student+performance
Shttps://archive.ics.uci.edu/ml/datasets/Statlog+(German+Credit+Data)

view the Shapley values computed by DeXER. Finally, by selecting
an attribute from the list of attributes with the highest Shapley
values, the system will visualize the distributions of the values of
the attribute for tuples in the top-k, and the tuples in the group
detected with biased representation, and the participants will be
able to see the differences in the distributions.
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