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CANNON: Communication-Aware Sparse
Neural Network Optimization

A. Alper Goksoy1, Guihong Li2, Sumit K. Mandal3, Umit Y. Ogras1, Radu Marculescu2

Abstract—Sparse deep neural networks (DNNs) have the potential to deliver compelling performance and energy efficiency without
significant accuracy loss. However, their benefits can quickly diminish if their training is oblivious to the target hardware. For example,
fewer critical connections can have a significant overhead if they translate into long-distance communication on the target hardware.
Therefore, hardware-aware sparse training is needed to leverage the full potential of sparse DNNs. To this end, we propose a novel
and comprehensive communication-aware sparse DNN optimization framework for tile-based in-memory computing (IMC)
architectures. The proposed technique, CANNON first maps the DNN layers onto the tiles of the target architecture. Then, it replaces
the fully connected and convolutional layers with communication-aware sparse connections. After that, CANNON optimizes the
communication cost with minimal impact on the DNN accuracy. Extensive experimental evaluations with a wide range of DNNs and
datasets show up to 3.0× lower communication energy, 3.1× lower communication latency, and 6.8× lower energy-delay product
compared to state-of-the-art pruning approaches with a negligible impact on the classification accuracy on IMC-based machine
learning accelerators.

Index Terms—Hardware-aware pruning, communication-aware pruning, mapping, sparse neural networks.

✦

1 INTRODUCTION

Deep neural networks (DNNs) exhibit a high degree of re-
dundancy due to dense interconnections between successive
layers. Besides posing overfitting risks, redundant connec-
tions increase the communication cost and implementation
overhead, thus leading to lower performance and energy
efficiency when implemented in hardware. Indeed, many
pruning techniques aim at removing DNN connections with
minimal impact on their accuracy [1], [2], [3]. Sparse neu-
ral networks are preferred since they can enable minimal
communication and implementation overhead, thus signifi-
cantly reducing the computation and memory requirements.

Sparse inter-layer connections enable significantly faster
and more energy-efficient DNNs. However, sparsity alone
is not sufficient since good algorithmic performance does
not necessarily translate into real performance on hardware.
For instance, some inter-layer connections can lead to long
paths when mapped on hardware. Consequently, they can
undermine the overall hardware performance due to high
communication latency and energy costs. For example, the
sparse evolutionary training (SET) approach [4] drastically
decreases the training time using sparse graphs instead of
pruning a trained network; this makes the training scalable,
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Fig. 1. Percentage contribution to inference latency for various networks
on two datasets. The communication latency can take up to 43% of the
total inference latency.

while improving the test accuracy on a wide range of
datasets, including multi-layer perceptron (MLP) and con-
volutional neural networks (CNNs) for unsupervised and
supervised learning. Although it can achieve higher accu-
racies, the networks remain oblivious to the real hardware.
The performance of DNNs on real hardware is critical since
it determines the inference latency and power consumption.
For example, a DNN targeting real-time applications, such
as autonomous driving, may become impractical if the in-
ference latency violates the timing constraints. To analyze
the inference latency, we perform experiments using an in-
memory computing (IMC)-based DNN accelerator where
the inter-layer communication for activation data movement
is implemented via a network-on-chip (NoC). We use a
state-of-the-art reinforcement learning based mapping al-
gorithm [5] with unpruned networks using two different
datasets. Our evaluations show that the communication be-
tween the DNN layers alone can take up to 43% of the total
inference latency for a wide range of DNNs, as depicted in
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Figure 1.
Although sparse training can achieve a higher accuracy

than a network with no pruned links [6], if the network
remains oblivious to the target hardware while pruning and
adding links, then, this can lead to unacceptable latency and
power overheads. Therefore, there is a strong need for hard-
ware and communication-aware sparse training methodologies
that can lead to shorter communication distances when the
DNN layers are mapped onto hardware resources.

Starting from these observations, this paper presents
CANNON, a novel communication-aware sparse neural
network optimization technique applicable to both fully
connected and convolutional layers. The first step of the
proposed technique maps the DNN layers on the target
hardware resources, e.g., to the processing tiles of an NoC.
Our proposed mapping technique minimizes the distance
the packets between two consecutive DNN layers need to
travel in the NoC which helps reducing the overall com-
munication latency. The second step performs hardware-
aware dynamic sparse training. Suppose two nodes in the
DNN are connected by links with non-zero weights. If
these DNN nodes are mapped onto different tiles on the
NoC, the activations generated between these nodes will
incur communication costs during inference. The proposed
technique prunes the p−percent of the weights based on
the significance of weight columns (called the z-index) to-
wards any inference decision per unit communication cost.
Finally, we maintain the target sparsity throughout the
training process by choosing an equal number of weight
columns (p−percent) with the smallest communication cost
and adding them back to the network at the end of each
epoch.

We evaluate CANNON exhaustively using well-
established simulators (NeuroSim [7], BookSim [8]), pop-
ular DNN structures (ResNet [9], DenseNet [10], VGG-
16 [11], MLP), and datasets (Tiny-ImageNet [12], CIFAR-
100, CIFAR-10 [13], MNIST [14]). The hardware perfor-
mance of the sparse neural networks with our proposed
technique is also compared against state-of-the-art pruning
techniques [4], [6]. Our hardware-optimized sparse neural
networks result in up to 6.8× improvement in the energy-
delay product (with respect to the neural networks with
pruning and state-of-the-art mapping techniques), without
any significant accuracy degradation.

The major contributions of this work are as follows:

• A latency-aware mapping technique which mini-
mizes the distance packets between DNN layers
travel between processing elements using an NoC;

• A hardware-aware pruning technique using a newly
proposed z-index that guarantees sparsity while fur-
ther reducing the communication latency;

• Extensive experimental evaluations showing 1.6×–
3.1× latency and 2.7×–6.8× energy-delay product
improvements compared to state-of-the-art pruning
techniques without a significant accuracy loss.

The rest of the paper is organized as follows. Prior
work related to DNN pruning and hardware mapping are
discussed in Section 2. The proposed technique is described
in detail in Section 3. The experimental results are presented
in Section 4. Finally, Section 5 concludes the paper.

TABLE 1
Comparison of various mapping and pruning approaches

Method FC
Pruning

Conv
Pruning

HW-Aware
Training Mapping

Wu et al. [5] no no no yes
Mocanu et al. [4] yes no no no

Frankle & Carbin [6] yes yes no no
Karimzadeh et al. [19] yes yes no yes

Chu et al. [20] yes yes no yes
Meng et al. [21] yes yes no yes

CANNON yes yes yes yes

2 RELATED WORK AND NOVEL CONTRIBUTIONS

Network pruning is a widely studied approach to reducing
network sizes by eliminating redundant parameters. Op-
timal Brain Damage [15] and Optimal Brain Surgeon [16]
are early works in this domain. Authors in [17] prune the
network weights with an absolute value closest to zero and
a little to no contribution to the output. More recent pruning
methods incorporate training to retain a similar accuracy as
the original network [18]. For example, the Lottery Ticket
Hypothesis (LTH) finds a subnetwork, referred to as the
winning ticket, that can achieve the same test accuracy
as the unpruned network if trained in isolation [6]. The
authors train a network with randomly initialized weights
for a predefined number of epochs. Then, p-percentage of
the weights with the smallest absolute value is pruned to
obtain the winning ticket. After that, the unpruned weights
are reset to their initial values before repeating the training.
Then, the pruned network, referred to as the winning ticket
subnetwork, is trained for the same number of epochs.
By iteratively repeating this process, the authors generate
winning tickets that have 80%–90% fewer weights while
keeping a similar accuracy. Table 1 shows the comparison
of CANNON against LTH and other the state-of-the-art
pruning and mapping methods.

Similar to network pruning, a sparse evolutionary train-
ing approach, called SET, can guarantee built-in sparse
structures during training [4]. SET achieves higher test
accuracies compared to unpruned networks. However, it
uses sparse connections only for the fully connected layers,
leaving the convolutional layers intact.

None of the mentioned approaches considers the hard-
ware resources and accounts for the communication cost
during pruning. Hence, these approaches cannot exploit the
full potential of the target hardware. Recent studies started
considering hardware-aware techniques due to the impor-
tance of the target hardware. Wu et al. [5] use Reinforcement
Learning (RL) for mapping DNNs to hardware, but they
do not perform pruning. Wang et al. [22] quantize DNNs
to reduce the model size using a hardware-aware quanti-
zation method. A Linear Feedback Shift Register is used
to decide which weights to prune (or not) in [19]. Lately,
structural pruning gained popularity due to its pruning
in regular shapes. Structural pruning prunes the network
such that a significant chunk of memory elements can
be removed. Structural pruning techniques for CPUs are
proposed in [23], [24]. Similarly, the Scalpel technique [25]
prunes networks to match the network size to SIMD units.
3PXNet [26] combines binarization and pruning for edge
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Fig. 2. Overview of the proposed approach, CANNON. It consists of mapping the target DNN onto the target architecture using the latency-aware
mapping and hardware-aware dynamic sparse training. The training process first replaces the DNN layers with sparse graphs; then, at the end of
each epoch, employs hardware-aware pruning and link addition. Each circle in the target DNN represents the feature map of DNNs; each link in
the target DNN represents the weights of DNNs. The weights are mapped onto the in-memory computing (IMC) tiles with the same color as the
corresponding links. The circles and the rectangles in the target architecture denote the NoC routers and IMC tiles, respectively.

machine learning. Technique in [2] proposes to remove a
complete channel filter of a convolutional network instead
of randomly selecting the weights in a channel to prune on
embedded GPUs. However, the authors show that existing
GPU libraries do not perform channel pruning efficiently.
The methods proposed in [3], [20], [21], [27], [28], [29], [30],
[31] use resistive-RAM (RRAM) based hardware acceler-
ators for structured pruning and propose crossbar-aware
structural pruning to prune the network. Authors in [20],
[21], [27], [29], [30] employ crossbar-aware column and row
pruning, which necessitates an indexing unit to handle mi-
grating weight columns. This hardware unit results in extra
overhead. Authors in [28] do not use indexing units but
reduce the number of bits required for the ADC. Authors
in [3], [31] use operation units that divide the crossbar arrays
into small matrices to utilize each crossbar column with
multiple weight columns. This approach utilizes the time
division principle (i.e., activates some part of a crossbar col-
umn at a particular time instance) for the weight columns,
resulting in an extra time overhead. However, any of the
mentioned approaches do not consider the overhead of the
communication of activations on the system while utilizing
structured pruning.

The unique aspects of our work are highlighted in Ta-
ble 1 where we compare CANNON against the state-of-
the-art network pruning and mapping methods. In contrast
to prior techniques, we account for the communication
cost to enable hardware-aware training. We first map the
target network onto the target hardware to minimize the
communication latency and then perform hardware-aware
dynamic sparse training. Our proposed methodology can
work with any pruning technique. We chose SET [4] as
the baseline since it guarantees sparse connections between
each DNN layers by construction. However, different than
SET, our approach also prunes convolutional (in addition
to the fully connected) layers. Our systematic approach
introduces sparse graphs that can enable structured sparsity
where blocks of zeros can be obtained. Hence, our proposed
technique complements efficient sparse representations like
Compressed Sparse Block (CSB) [32], Compressed Sparse
Row (CSR) [33], Compressed Sparse Fiber (CSF) [34] to
minimize data communication overheads. To the best of our
knowledge, CANNON is the first hardware-aware training
technique that combines all the features listed in Table 1.

3 METHODOLOGY

In this section, we first overview the proposed ap-
proach. Then, we present our latency-aware mapping and
hardware-aware dynamic sparse training in detail. Finally,
we illustrate the evolution of the z-index.

3.1 Overview of CANNON

The inputs to our framework are the target DNN, the
datasets, and the hardware architecture, as shown in Fig-
ure 2. Our goal is to prune the DNN to meet a given sparsity
target which maintains the accuracy of the DNN, while
minimizing communication latency on the target hardware.
To this end, we first map the DNN nodes to the target
hardware as described in Section 3.2. Then, we perform the
newly proposed hardware-aware training. At the beginning
of training, we replace the layers of the DNN with a sparse
graph. Then, we perform hardware-aware pruning, as well
as hardware-aware link addition during each epoch as de-
scribed in sections 3.3.1 and 3.3.2, respectively. At the end
of the training process, we obtain a hardware-aware sparse
network and its mapping onto a mesh NoC.

3.2 Latency-Aware Mapping

The first step of CANNON is to map the nodes of the target
DNN onto the target hardware, which we assume is an
in-memory computing (IMC)-based DNN accelerator. We
consider IMC-based DNN accelerators since they integrate
computation with memory, and decrease the latency and
energy cost of memory accesses. Several recent research
have proposed energy-efficient DNN accelerators with IMC
technology [35], [36], [37], [38]. IMC accelerators integrate
multiple processing elements (known as tiles) into the sys-
tem, as shown in Figure 3. The number of tiles in the system
is a function of neural network parameters, as well as the
hardware parameters. In this work, the workload is divided
into tiles following the technique described in [7]. Each
tile, placed on a grid, consists of memory elements that
store the DNN weights and perform computations. Finally,
the tiles are connected to NoC routers which facilitate the
data exchanges between different neural network layers.
The CANNON framework maps the DNN into the IMC
accelerator layer-by-layer. To this end, we analyze the traffic
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(a) Target DNN (b) Sequential Mapping (c) Latency-Aware Mapping

Map layer-2 Find the reference tile Map layer-3 (Eq. 3)

Layer-1
Layer-2

Layer-3

𝒔𝒍𝟏 𝒔𝒍𝟏

𝒔𝒍𝟐𝒔𝒍𝟐

IMC Tiles NoC Routers

Fig. 3. Illustration of latency-aware mapping algorithm. (a) the target DNN to be mapped, (b) sequential mapping [37] maps the layers of the target
DNN to the tiles of NoC sequentially using the number of tiles required for each layer, (c) latency-aware mapping algorithm in CANNON first finds
the reference tiles (s1l , s2l ) of previously mapped layers and then maps the next layer by minimizing the total distance to the reference tiles. All
rectangular boxes in (b) and (c) represent IMC tiles that contain processing elements while the small circles represent NoC routers.

between any two consecutive layers of the neural network
to map their nodes. We note that the communication la-
tency between two consecutive network layers is mainly
determined by the position of tiles the nodes in these layers
are mapped to. Figure 3 shows an illustrative example
of mapping a target DNN (Figure 3(a)) onto tiles. The
sequential mapping places the DNN nodes onto the IMC
tiles in order, from left to right and from top to bottom [37].
With this mapping style, some of the packets may need to
travel long distances. For example, in Figure 3(b), there is
communication between the tile in the top right corner to
the tile in the bottom left corner.

In contrast to prior work [37], we compute the distance
between any s (source) and d (destination) tiles before
mapping as M(s, d):

M(s, d) = |xs − xd|+ |ys − yd| (1)

where xs (or xd) denotes the physical x-coordinate of the
tile-s (or tile-d) and ys (or yd) denotes the physical y-
coordinate of the tile-s (or tile-d). Then, to ensure that the
DNN nodes in two consecutive layers are not physically far
apart from each other, we minimize the maximum distance
between the tiles. Hence, Equation 2 represents the objective
of our mapping technique:

minimize max
i,j

M(si, dj), 1 ≤ i ≤ Tl, 1 ≤ j ≤ Tl+1, (2)

where, Tl denotes the number of tiles in the lth layer.
For a system with K tiles, the complexity to solve Equa-

tion 2 is O(Tl+1(K − Tl+1)). To reduce this complexity, we
consider a pair of source tiles (s1l , s

2
l ) that are physically far-

thest from each other, instead of considering all the source
tiles (tiles corresponding to the lth layer in Equation 2).

Figure 3(c) illustrates the proposed latency-aware map-
ping used in CANNON. Assume that there are K IMC
tiles, and each tile is connected to an NoC router. At the
beginning of the mapping process, we map the first layer of
the neural network to the IMC tiles closest to the input of the
accelerator (the blue tiles in Figure 3(c)). Since Tl denotes the
number of tiles required for lth layer, the remaining layers
that are mapped after lth layer are Rl = K −

∑L
i=l+1 Ti,

where L is the total number of DNN layers. To map the
(l + 1)th layer, we calculate the total distance from each of
the remaining tiles (Rl) to s1l and s2l (highlighted with solid

arrows in Figure 3(c)) following Equation 1. Then, the tile
that minimizes the sum of the distance to the reference tiles
is selected. Specifically, the position of this tile is:

argmin
j

(M(s1l , dj) +M(s2l , dj)), 1 ≤ j ≤ Rl (3)

The above process is repeated for each layer until all the
layers are mapped. We note that our mapping algorithm
always finds a solution if

∑L
l=1 Tl ≤ K .

We note that our proposed mapping technique is inde-
pendent of the traffic volume exchanged between different
DNN layers. Specifically, we consider only two consecutive
layers at a time. We also note that the proposed mapping
technique takes care of all existing types of connections in a
neural network, namely linear, skip, and dense connections.
Therefore, our proposed mapping technique is applicable
to any DNN, irrespective of traffic volume and connection
pattern. The detailed discussion on how the proposed map-
ping technique is applied to a neural network with skip and
dense connections is presented in Appendix A.

3.3 Hardware-Aware Dynamic Sparse Training
3.3.1 Hardware-Aware Pruning
Our hardware-aware pruning approach uses the Sparse
Evolutionary Training, i.e., SET, technique as a baseline to
guarantee sparse connections between each layer in the
training process [4]. It follows a phenomenon observed in
complex real-world networks such as protein interaction
networks. This phenomenon shows that starting with an
Erdös–Rényi random graph [39] and following its natural
evolution, the network reaches a point that has a more
structured connectivity resembling scale-free [40] or small-
world [41] networks. Inspired by this phenomenon, at the
beginning of the training process, the fully connected layers
in the DNN are replaced by sparsely connected layers fol-
lowing Erdös–Rényi random sparse graphs as in Equation 4:

r(Wi) =
ϵ(ni + ni−1)

nini−1
(4)

where Wi represents the set of weights in layer-i, where
1 ≤ i ≤ L and L represents the number of layers in the
target DNN. ni and ni−1 represent the number of weights
in layer-i and layer-(i−1), respectively. ϵ ∈ R+ is a tunable
parameter used to adjust for the target sparsity level [4],
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(a) Hardware-Aware Pruning
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(b) Hardware-Aware Link Addition

Added Link columns
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with Proposed Mapping
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Neural Network

Layer-1
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Fig. 4. Proposed hardware-aware pruning and link-addition. (a) In hardware-aware pruning, z-index of each weight column is computed based on the
absolute value and the communication cost. Then, the p-percentage of weight columns with the lowest z-index is removed. (b) The communication
cost of already pruned weight columns is calculated in the hardware-aware link addition step. Then, the p-percentage of weight columns with the
lowest communication cost is added back. This procedure is repeated every epoch for each layer. The numbers in weight and communication cost
matrices are shown for illustration purposes.

while r(Wi) represents the probability that each weight in
the set is retained. Our hardware-aware pruning approach
is very general, as it works for both fully connected (FC)
and convolutional (Conv) layers. For layer-i, we define the
depth of the input feature channels as Di, the kernel depth
as Ni, and the kernel size as Ki. We can organize the weights
of the FC and Conv layers as matrices of sizes Di × Ni

and Ki × Ki × Di × Ni, respectively. Therefore, we can
represent the nth weight column of layer-i as wi,n ∈ Wi

where 1 ≤ n ≤ Ni. Each column of the weight matrix
(Di × 1 for FC, Ki ×Ki ×Di × 1 for Conv layer) is mapped
to a corresponding column of the crossbar array. During
execution, each input feature map block (the same size as
the weight matrix column) is multiplied with each crossbar
column, generating output feature map blocks (1 ×Ni). By
working at the level of individual columns in the weight
matrix, our approach results in pruned columns rather than
producing an unstructured sparse weight matrix.

Our goal at the end of each training epoch is to prune
the DNN weights that incur a significant communication
latency without losing significant accuracy, as illustrated
in Figure 4. Each weight column of the DNN generates
activation(s) communicated between any two DNN layers.
Therefore, pruning weights implicitly leads to removing
some communication between any two DNN layers.

Definition 3.1 (Communication Cost). The contribution of a
weight column n for layer-i (wi,n ∈ Wi) to the communi-
cation can be quantified by the average Manhattan distance
(M(s, d)) between the source tile (s) and the destination
tile (d) of the corresponding activations:

C(wi,n) =

∑Ai,n

j=1 M(sji , d
j
i )

Ai,n
(5)

where Ai,n is the number of activations generated by the
corresponding weight column wi,n and M(s, d) is given in
Equation 1. However, the significance of weights also de-
pends on their total absolute value. Thus, pruning weights
should be based on both weights’ absolute value and corre-
sponding communication cost due to their activation.

Definition 3.2 (z-index). z-index is the ratio between the
total absolute value of a weight column and its com-
munication cost:

z(wi,n) =

∑
(|wi,n|)

C(wi,n)
(6)

The z-index reflects the importance of a weight column in
terms of both absolute value and the communication cost,
as defined in Equation 6. Note that, a weight column with
a higher total absolute value will have a higher z-index,
while a weight column with higher communication cost will
have a lower z-index. Hence, the z-index can be interpreted
as the weight’s significance per unit of communication cost.
Therefore, we use the z-index of each weight column to
determine whether to prune it. Specifically, we sort all
weight columns in layer-i based on their z-index values and
prune the smallest p-percentage of weight columns, where
p represents the target pruning ratio.

3.3.2 Hardware-Aware Link Addition
After pruning weights during each epoch, an equal number
of weights are added to the DNN to maintain the initial
pruning ratio. In SET [4], these weights are added randomly.
In contrast, we add new weights considering the communication
cost (C(w′

i,n)), where w′
i,n ∈ W ′

i,n and W ′
i,n denotes the set

of already pruned weight columns from layer-i. Then, we
sort C(w′

i,n) and add p-percentage of weights in W ′
i,n with

the lowest communication cost as shown in Figure 4(b). This
way, the performance gains from latency-aware mapping
and hardware-aware pruning are preserved by considering
the communication cost in the link addition process. As a
result, we retain the same number of weights throughout
the training process.

3.4 Evolution of the Average z-Index
In this section, we analyze the evolution of the average
z-index of all weights in the DNN during training. This
analysis provides invaluable insights into how the proposed
hardware-aware pruning and hardware-aware link addition
techniques work. We use the ResNet-50 network on the
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Fig. 5. Illustration of the evolution of the (a) test accuracy and (b) the
average z-index of all weight columns during training for ResNet-50
on the CIFAR-100 dataset. The accuracy, as well as the average z-
index, increases throughout the training. Increasing z-index denotes a
DNN with larger weights and lower communication latency due to our
hardware-aware dynamic sparse training approach.

CIFAR-100 dataset for illustration, but we note that all mod-
els and datasets considered in our experimental evaluations
show similar trends.

The accuracy and z-index variations for each epoch in
the training are shown in Figure 5(a) and Figure 5(b), respec-
tively. The average z-index grows similar to the accuracy
for two reasons. First, the weights (the numerator of the z-
index) that are preserved are larger than those pruned in
each epoch. Second, hardware-aware pruning and weight
addition favor smaller communication costs (the denomi-
nator of the z-index). Indeed, Figure 5(b) confirms that the
average z-index grows rapidly during training and follows
a similar trend to the classification accuracy. Specifically, the
average z-index is small at the beginning of the training.
Our proposed hardware-aware pruning process removes
the weights with lower absolute value and that causes
higher communication costs during training. Therefore, the
average z-index increases over time. At the end of Epoch-
200 (when the accuracy stabilizes), the average z-index is
3.2× larger than the average z-index in the beginning. The
growth seen in the average z-index indicates a DNN with
lower communication latency. Hence, it improves the hard-
ware performance, as discussed in the following section.

4 EXPERIMENTAL EVALUATION

This section first introduces our experimental setup to
enable reproducible results. Next, we demonstrate the ef-
fectiveness of our proposed latency-aware mapping and
hardware-aware dynamic sparse training approaches in
terms of the number of hops distribution in NoC. Then,
we compare the hardware performance of CANNON in
terms of latency, energy, energy-delay product (EDP), and
accuracy against state-of-the-art techniques. After that, we
perform an ablation study of CANNON. Finally, we com-
pare our results against Lottery Ticket Hypothesis using
networks from ResNet family on the CIFAR-10 dataset.

4.1 Experimental Setup

Network Models and Datasets: We evaluate CAN-
NON with 14 well-known network models and four

TABLE 2
Summary of circuit level and NoC parameters

Circuit NoC

PE array size 256× 256 Bus width 32

Cell levels 2 bit/cell Routing algorithm X–Y

Flash ADC resolution 8 bits Number of router ports 5

Technology used RRAM Topology Mesh

datasets. Specifically, we use DenseNet-201, DenseNet-
169, and DenseNet-161 from the DenseNet family with
the Tiny-ImageNet dataset. Similarly, we employ ResNet-
152, ResNet-101, ResNet-50, ResNet-18 and VGG-16 with
CIFAR-100 and CIFAR-10 datasets. DenseNet, ResNet, and
VGG-16 networks consist of convolutional and fully con-
nected layers. We also discuss performance results using
an MLP-based network on the MNIST dataset. We use the
same MLP-based network structure used in SET [4] which
consists of three hidden layers with 1000 neurons.
Simulation Setup: The experiments run on a machine that
uses 6 Intel Xeon Gold 6242R cores and 1 Nvidia 3090 GPU
on Python using the PyTorch library. All CNNs are trained
for 200 epochs with the SGD optimizer and a momentum
of 0.9. We set the initial learning rate as 0.1 and use the
Cosine Annealing scheduling as the learning rate scheduler.
The communication performance is evaluated using a cycle-
accurate NoC simulator, BookSim [8]. To this end, we use
a customized version of BookSim that supports simulation
with workload traces. As different networks show different
structures, we generate traces for each network and dataset
pairs. Each trace consists of three entries: source router, des-
tination router, and timestamp for the generated packet. We
generate a trace file for each layer and feed this to BookSim
to measure the communication performance. The number
of IMC tiles required for each layer of the neural network is
evaluated through NeuroSim [7]. In the IMC tile structure,
adopted from [37], there are 16 PEs; each PE consists of a
256×256 IMC crossbar. We design separate accelerators to
show the effectiveness of our hardware-aware mapping and
training approaches on each dataset and network model and
assume that the accelerator is big enough to accommodate
the network as in [28]. In this work, we do not consider
a pipelined architecture since such architectures may result
in pipeline stalls [42]. Moreover, pipelining incurs an extra
area overhead due to the extra control logic required. There-
fore, our experimental evaluations report the overall end-
to-end communication latency and energy when there is no
layer-to-layer pipelining. Table 2 shows different hardware
parameters incorporated in our evaluations.
Baseline Approaches: We compare CANNON against mul-
tiple baseline approaches summarized in Table 3. The first
baseline technique is a RL-based mapping algorithm [5]
working on an unpruned network (Mapping Only in Table 3).
This baseline is added to the comparison set to assess the
impact of the mapping algorithm alone. SET [4] is utilized
in two baselines. The first one uses SET with a widely-used
mapping algorithm [37] (SET in Table 3). In contrast, the
second one uses SET with our proposed latency-aware map-
ping to show the performance of our proposed mapping
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TABLE 3
Properties of different approaches with respect to the mapping method,

Fully Connected (FC) layer pruning, and Convolutional (CONV) layer
pruning.

Approach Mapping FC
Pruning

CONV
Pruning

Mapping Only [5] RL X X
SET [4] sequential [37] weight-based X

SET [4] + Mapping latency-aware weight-based X
CANNON (FC Layers) latency-aware hardware-aware X

CANNON
(FC+CONV Layers) latency-aware hardware-aware hardware-aware

method (SET + Mapping in Table 3). Two variants of the
CANNON framework are evaluated in these experiments.
We selected SET technique as the baseline pruning approach
in the training. However, we emphasize that CANNON can
be used in conjunction with any other pruning technique
including state-of-the-art structured pruning techniques [3],
[20], [21], [30]. We first show the results of our proposed dy-
namic sparse training when applied to the fully connected
layers of neural networks (CANNON (FC Layers) in Table 3)
since the approach proposed in SET prunes FC layers only.

Finally, we compare all the baselines against CANNON
applied to both fully connected and convolutional layers
(last row in Table 3). The pruning ratios in these exper-
iments are 50% for the convolutional layers and 80% for
the fully connected layers for ResNet, DenseNet, and VGG-
16 networks selected based on the highest pruning value
without seeing an important accuracy drop. For MLP-based
networks, we use a pruning ratio of 95% to have a fair
comparison against SET. The pruning and addition ratios
in the hardware-aware dynamic sparse training are selected
as 30% of the remaining weights. To quantify the overhead
of the z-index calculations during training, we also com-
pare CANNON against a random pruning scheme using
identical pruning ratios. Our measurements indicate that
CANNON has only 7% higher training time per epoch
for the ResNet-18 model on the CIFAR-100 dataset. Once
the training completes, CANNON does not introduce any
additional inference overhead.
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Fig. 6. Comparison of hop distribution between RL-based mapping [5]
and CANNON. Latency-aware mapping minimizes number of hops prob-
ability toward smaller values.
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Fig. 7. Comparison of hop distribution for hardware-aware training
before Epoch-0, at Epoch-100, and at the end of Epoch-200 for (a)
ResNet-152 on the CIFAR-100 and (b) for DenseNet-201 on the Tiny-
ImageNet dataset. The distribution of the number of hops shifts toward
smaller numbers as we move forward during the training. There are
still weights with higher hops at the end of Epoch-200 because the
hardware-aware pruning considers communication cost and whether or
not the weight is significant.

4.2 Number of Hops Distribution

CANNON aims at minimizing the communication latency
by minimizing the maximum Manhattan distance the pack-
ets travel between two consecutive DNN layers (see Eqn. 2).
Therefore, CANNON decreases the number of hops the
packets travel compared to the state-of-the-art mapping
technique [5]. Figure 6 compares the probability distribution
of the number of hops the packets travel in the NoC for
the DenseNet-201 model on Tiny-ImageNet in our proposed
mapping technique and the technique described in [5]. Us-
ing the probability distributions, we observe that 86% of the
packets need to traverse more than 3 hops in the NoC with
the RL-based mapping approach. In contrast, the portion of
the packets with more than 3 hops reduces to 45% with our
proposed mapping technique.

The probability distribution for the number of hops for
ResNet-152 model on CIFAR-100 and DenseNet-201 model
on Tiny-ImageNet are shown in Figure 7(a) and Figure 7(b),
respectively. These figures compare the distributions at the
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Fig. 8. Comparison of communication latency across different DNNs and datasets. CANNON consistently improves the latency for all network
models and datasets.

beginning of the training (Epoch-0), at the end of Epoch-
100, and at the end of training (Epoch-200). We observe
that the probability of achieving a smaller number of hops
increases with the number of epochs for the ResNet-152
model on CIFAR-100. Many long-range communications
disappear as the training progresses due to our proposed
hardware-aware pruning technique. We also analyze the
percentage of weights distributed among different num-
bers of hops using probability distributions. Specifically,
44% of the packets need to traverse less than six hops at
the beginning of Epoch-0; with our proposed hardware-
aware dynamic sparse training, at the end of Epoch-200,
71% of the packets need to traverse less than six hops, as
shown in Figure 7(a). However, we note that some long-
range connections still remain because our hardware-aware
pruning considers not only the communication cost but also
the weight value. If there are weights with large values,
we tend not to prune them even if they produce higher
communication cost. Overall, the average number of hops
decreases by 28% by the end of Epoch-100 and 42% by the
end of Epoch-200 compared to Epoch-0. We observe a sim-
ilar trend for the DenseNet-201 model on Tiny-ImageNet,
where the probability of lower number of hops increases as
the training progresses, as shown in Figure 7(b). The average
number of hops decreases by 25% at the end of Epoch-100
and 70% at the end of Epoch-200. This is important because
it translates into improved latency and energy efficiency.

4.3 Latency Analysis
This section compares the communication latency of CAN-
NON against the four baseline techniques introduced ear-
lier. The properties of each baseline are presented in Ta-
ble 3. We use 14 widely-known network models listed in
Section 4.1.

Experiments for convolutional neural networks are per-
formed using DenseNet models on the Tiny-ImageNet
dataset, ResNet and VGG-16 models using the CIFAR-100
and CIFAR-10 datasets, and an MLP using the MNIST
dataset (Figure 8). The plot highlights the improvements
of CANNON over the SET approach since a comparison
against a pruned network is more appropriate.
DenseNet Network Results: Reinforcement Learning (RL)-
based mapping approach using an unpruned DenseNet-

201 network model on the Tiny-ImageNet dataset shows
3.55ms communication latency. Using SET [4] with the
mapping in [37], the communication latency is improved
to 3.16ms. The decrease is mainly due to the lack of
some weight columns because of high pruning ratio. Our
proposed latency-aware mapping employed with SET im-
proves the communication latency by 20% compared to the
RL mapping approach on an unpruned network for the
DenseNet-201 model. The only difference between SET and
SET+Mapping approaches is due to the mapping algorithm.
Thus, the direct comparison between them demonstrates
the effectiveness of our proposed latency-aware mapping.
The improvement of SET+Mapping compared to SET ranges
between 3% to 12% for the DenseNet models. CANNON
(FC Layers) shows a speedup between 1.1×–1.4× compared
to SET. Finally, CANNON (FC+Conv Layers) shows a higher
speedup varying between 1.8× to 2.6× and 2.0× to 3.0×
compared to SET and Mapping Only approaches for all
networks in the DenseNet family, respectively. Considering
the savings of computation, the improvements for total
inference latency are up to 57% for DenseNet.

ResNet Network Results: The number of output channels
of the convolutional layers of ResNet DNNs is higher than
that of DenseNet DNNs. Therefore, the communication la-
tency of ResNet DNNs is higher than DenseNet DNNs. The
Mapping Only approach, which uses RL-based mapping on
an unpruned network, shows the highest communication
latency in most ResNet networks using the CIFAR-100 and
CIFAR-10 datasets. The RL-based mapping performs better
than the SET approach with ResNet-50 and ResNet-18 net-
works on CIFAR-100 and ResNet-50 on CIFAR-10 datasets.
The SET + Mapping approach, which uses our proposed
latency-aware mapping but pruning as proposed in SET,
consistently outperforms SET and Mapping Only techniques.
CANNON (FC Layers) further improves the latency between
1.1× to 1.2× compared to the SET + Mapping approach
on the CIFAR-100 dataset. Finally, our proposed CANNON
(FC+Conv Layers) shows a speedup between 1.6× to 2.6×
compared to SET on CIFAR-100, as illustrated in Figure 8.
On the CIFAR-10 dataset, the improvements are in the
range of 1.7× to 2.2× compared against the Mapping Only
approach. Communication latency improvements result in a
23%–51% drop in total inference latency for ResNet DNNs.
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V G G- 1 6 a n d M L P R e s ult s: We al s o s h o w t h e r e s ult s wit h
V G G- 1 6 n et w o r k wit h CI F A R- 1 0 0 a n d CI F A R- 1 0 d at a s et s
i n Fi g u r e 8. C A N N O N ( F C + C o n v L a yers) s h o w s a s p e e d u p
of u p t o 3 .1 × f o r V G G- 1 6 wit h n e gli gi bl e a c c u r a c y i m p a ct.
Fi n all y, e x p e ri m e nt s wit h a n M L P o n M NI S T d at a s et o bt ai n
2 .4 × l o w e r c o m m u ni c ati o n l at e n c y t h a n S E T ( 6. 6 µ s v s 3. 7
µ s ) wit h si mil a r a c c u r a c y. T h e s e r e s ult s a r e e x cl u d e d f r o m
Fi g u r e 8 f o r r e a d a bilit y si n c e t h e l at e n c y f o r M L P i s t h r e e
o r d e r s of m a g nit u d e s m all e r t h a n ot h e r n et w o r k s.

4. 4  E n er g y a n d E D P A n al y si s

I n t hi s s e cti o n, w e c o m p a r e t h e c o m m u ni c ati o n e n e r g y
c o n s u m pti o n of C A N N O N a g ai n st f o u r diff e r e nt a p-
p r o a c h e s. T h e d et ail s of t h e c o m m u ni c ati o n e n e r g y r e s ult s
f o r D e n s e N et, R e s N et, a n d V G G- 1 6 m o d el s o n t h e Ti n y-
I m a g e N et, CI F A R- 1 0 0, a n d CI F A R- 1 0 d at a s et s a r e gi v e n i n
Fi g u r e 9. We p r e s e nt d et ail e d e n e r g y- d el a y p r o d u ct ( E D P)
r e s ult s i n Fi g u r e 1 0.
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a n d M a p pi n g O nl y a p p r o a c h e s. I n t hi s c a s e, t h e g ai n a g ai n st
t h e S E T a p p r o a c h s h o w s t h at o u r l at e n c y- a w a r e m a p pi n g

r e d u c e s e n e r g y c o n s u m pti o n. F u rt h e r m o r e, w e o b s e r v e a
1 0 % – 2 2 % r e d u cti o n i n c o m m u ni c ati o n e n e r g y c o n s u m pti o n
wit h C A N N O N ( F C L a yers) a g ai n st S E T + M a p pi n g . Fi n all y,
C A N N O N ( F C + C o n v L a yers) c o n si st e ntl y o ut p e rf o r m s all
ot h e r a p p r o a c h e s. S p e ci fi c all y, w e o b s e r v e 4 8 %- 5 8 % r e d u c-
ti o n i n c o m m u ni c ati o n e n e r g y c o m p a r e d t o S E T .

T h e c o m m u ni c ati o n l at e n c y a n d e n e r g y r e d u cti o n al s o
r e s ult i n si g ni fi c a nt E D P i m p r o v e m e nt s. Si n c e t h e M a p pi n g
O nl y a p p r o a c h d o e s n ot c o n si d e r p r u ni n g, it h a s t h e hi g h e st
E D P a m o n g all t e c h ni q u e s f o r all D e n s e N et n et w o r k s o n t h e
Ti n y-I m a g e N et d at a s et. T h e S E T + M a p pi n g a p p r o a c h h a s
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F u rt h e r m o r e, C A N N O N ( F C + C o n v L a yers) o ut p e rf o r m s all
ot h e r a p p r o a c h e s c o n si st e ntl y a n d s h o w s a n E D P i m p r o v e-
m e nt of 3 .5 × – 6 .2 × c o m p a r e d t o S E T ( Fi g u r e 1 0).
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t h e hi g h e st c o m m u ni c ati o n e n e r g y a m o n g all t e c h ni q u e s e x-
c e pt f o r t h e R e s N et- 5 0 m o d el o n b ot h d at a s et s. T h e i m p r o v e-
m e nt s of S E T + M a p pi n g o v e r M a p pi n g O nl y a r e 4 % – 2 1 %
a n d 5 % – 2 2 % o n CI F A R- 1 0 0 a n d CI F A R- 1 0 d at a s et s, r e s p e c-
ti v el y. C A N N O N c o n s u m e s t h e l e a st c o m m u ni c ati o n e n e r g y
c o m p a r e d t o all ot h e r a p p r o a c h e s. W hil e C A N N O N ( F C
L a yers) h a s 1 .2 × – 1 .3 × i m p r o v e m e nt o v e r S E T , C A N N O N

D e n s
e N et-

2 0 1

D e n s
e N et-

1 6 9

D e n s
e N et-

1 6 1

R e s
N et-

1 5 2

R e s
N et-

1 0 1

R e s
N et-

5 0

R e s
N et-

1 8

V G G- 1 6

R e s
N et-

1 5 2

R e s
N et-

1 0 1

R e s
N et-

5 0

R e s
N et-

1 8

V G G- 1 6

0. 0 3

0. 1 3

0. 5 0

2. 0 0

8. 0 0

3 2. 0 0

1 2 8. 0 0

5 1 2. 0 0
 M a p pi n g O nl y  S E T  S E T + M a p pi n g  C A N N O N ( F C L a y er s)  C A N N O N ( F C + C o n v L a y er s)

C
o

m
m
u
ni

c
ati

o
n 

E
D

P 
(

ms
-

µ
J)

CI F A R- 1 0 0 CI F A R- 1 0

6. 2 x

3. 5 x

4. 0 x 5. 0 x 4. 3 x

6. 2 x

3. 7 x

Ti n y-I m a g e N et

6. 8 x
2. 7 x

2. 9 x
4. 4 x

3. 8 x 6. 1 x

Fi g. 1 0. C o m p ari s o n of c o m m u ni c ati o n E D P (l o g s c al e) a cr o s s diff er e nt D N N s a n d d at a s et s. A s s h o w n, C A N N O N c o n si st e ntl y i m pr o v e s t h e
c o m m u ni c ati o n E D P f or all n et w or k m o d el s a n d d at a s et s.



10

TABLE 4
Accuracy (%) comparison across different models and datasets. DN and RN denote DenseNet and ResNet, respectively.

Dataset Tiny-ImageNet (%) CIFAR-100 (%) CIFAR-10 (%) MNIST (%)
Network DN201 DN169 DN161 RN152 RN101 RN50 RN18 VGG16 RN152 RN101 RN50 RN18 VGG16 MLP

Mapping Only [5] 60.15 60.45 62.04 80.26 79.37 78.52 77.82 75.12 90.74 90.14 89.87 84.16 90.70 98.22
SET [4] 61.40 61.53 62.71 78.98 80.04 79.17 78.01 75.78 90.52 91.10 90.55 88.94 91.37 98.68

CANNON (FC Layers) 60.84 61.22 62.28 78.83 79.54 77.80 77.65 74.81 89.16 90.32 89.77 88.23 90.58 98.34
CANNON (FC+CONV Layers) 59.50 58.74 60.95 78.78 78.06 76.90 76.39 74.58 88.88 88.96 87.98 85.66 89.31 NA
Accuracy Difference from [5] -0.65 -1.71 -1.09 -1.48 -1.31 -1.62 -1.43 -0.54 -1.86 -1.18 -1.89 1.50 -1.39 0.02

(FC+Conv Layers) has an improvement of 1.7×–2.6× with
respect to SET on the CIFAR-100 dataset. On the CIFAR-
10 dataset, CANNON (FC+Conv Layers) further improves
the communication energy up to 3.0× compared to SET,
as shown in Figure 9.

Similar to energy consumption, CANNON achieves sig-
nificant improvements in EDP too with respect to all other
approaches. The improvement varies between 2.7×–6.8×
and 3.7×–6.2× on CIFAR-100 and CIFAR-10 datasets, re-
spectively, when compared to SET, as shown in Figure 10.

VGG-16 and MLP Results: We show the energy and
EDP results with VGG-16 on CIFAR-100 and CIFAR-10
datasets in Figure 9 and Figure 10, respectively. CANNON
(FC+Conv Layers) achieves 1.9× and 2.0× communication
energy savings with respect to SET for VGG-16 on CIFAR-
100 and CIFAR-10 datasets, respectively. EDP improvements
are even higher with 3.8× and 6.1×. Finally, we performed
experiments with MLP using MNIST dataset. CANNON
(FC+Conv Layers) achieves 1.9× lower energy consumption
and 4.4× lower EDP than SET (105.7 nJ vs 195.8 nJ) without
any accuracy impact. MLP results are not shown in Figure 9
and 10 for readability. These savings offer huge advantages
for edge devices as they have limited energy budgets.

4.5 Accuracy Analysis
The previous sections show that CANNON significantly
improves the hardware performance and energy consump-
tion efficiency compared to the baseline techniques. In this
section, we discuss the test accuracy results of CANNON
for all DNNs and datasets. All results are shown in Table 4.
DenseNet Network Results: The Mapping Only ap-
proach [5] using an unpruned DenseNet-201 network model
on the Tiny-ImageNet dataset achieves 60.15% test accuracy.
As shown in Table 4, CANNON (FC Layers) improves the
test accuracy by 0.69% with significant hardware efficiency
improvements compared to Mapping Only, as discussed
in previous sections. Moreover, CANNON (FC Layers) has
0.56% decrease from the SET technique [4]. For DenseNet-
169 and DenseNet-161, we also achieve up to 0.77% and
0.24% accuracy improvements over Mapping Only, respec-
tively. Table 4 shows that CANNON (FC Layers) yields 0.65%
decrease from the unpruned network on DenseNet-201.
Similarly, we have only 1.71% and 1.09% accuracy loss over
the unpruned networks of DenseNet-169 and DenseNet-161,
respectively.
ResNet Network Results: SET achieves the highest test
accuracy in most ResNet-based networks using CIFAR-100
and CIFAR-10 datasets. The Mapping Only approach has
an accuracy difference in the range of -1.28% to 0.96%
compared to the SET technique, except for ResNet-18 on

CIFAR-10. The Mapping Only approach has 4.78% lower ac-
curacy than SET for ResNet-18 on CIFAR-10. CANNON (FC
Layers) has an accuracy difference as minimal as between
-1.43% to 0.17% compared to the Mapping Only approach on
unpruned networks on the CIFAR-100 dataset. The accuracy
improvement ranges from -1.58% to 0.18% compared to the
Mapping Only approach on the CIFAR-10 dataset, except
for ResNet-18. For ResNet-18 on CIFAR-10, the accuracy
improvement is up to 4.07%. CANNON (FC+Conv Layers)
shows an accuracy difference between -1.89% to 1.50% com-
pared against the Mapping Only approach on both datasets.

We remark that CANNON yields a significant hardware
efficiency improvement with less than 2% accuracy loss
compared to the unpruned networks. It is then possible to
use CANNON with lower pruning ratios to compensate for
the accuracy loss.
VGG-16 and MLP Results: As shown in Table 4, CANNON
achieves almost the same accuracy as SET for MLP. More-
over, it shows 0.12% accuracy improvement over Mapping
Only. For VGG-16, CANNON shows 0.54% and 1.39% accu-
racy loss for CIFAR-100 and CIFAR-10, respectively.

4.6 Ablation Study
In this section, we conduct a new ablation study to exam-
ine how hardware awareness impacts pruning. We com-
pare two approaches: CANNON (FC+Conv Layers) and a
communication-agnostic Baseline (FC+Conv Layers). CAN-
NON prunes the network by considering both weight
magnitudes and communication costs, whereas Baseline
(FC+Conv Layers) prunes solely based on weight magnitudes
without considering communication costs. Both approaches
use the same pruning ratios for fairness.

Table 5 presents that both approaches achieve compara-
ble accuracy. However, CANNON (FC+Conv Layers) outper-
forms Baseline (FC+Conv Layers) by up to 1.74× higher per-
formance, with a timing improvement from 0.7ms to 0.41ms.

TABLE 5
CANNON (FC+Conv Layers) comparison with respect to Baseline

(FC+Conv Layers). Model and dataset combinations are ResNet-18 on
CIFAR-10, VGG-16 on CIFAR-100, and DenseNet-169 on

Tiny-ImageNet.

Model ResNet-18 VGG-16 DenseNet-169

Metric Acc.
(%)

Lat.
(ms)

EDP
(msµJ)

Acc.
(%)

Lat.
(ms)

EDP
(msµJ)

Acc.
(%)

Lat.
(ms)

EDP
(msµJ)

Baseline
(FC+Conv) 85.42 0.70 2.32 74.88 1.11 19.14 59.21 1.62 22.70

CANNON
(FC+Conv) 85.66 0.41 0.72 74.58 0.66 6.85 58.74 0.93 7.04

Improv. 0.28 1.70× 3.24× -0.40 1.68× 2.79× -0.80 1.74× 3.22×
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TABLE 6
CANNON comparison with respect to lottery ticket hypothesis [6].

Dataset ResNet-152 ResNet-101 ResNet-50

Metric Accuracy
(%)

Latency
(ms)

Energy
(µJ)

EDP
(ms-µJ)

Accuracy
(%)

Latency
(ms)

Energy
(µJ)

EDP
(ms-µJ)

Accuracy
(%)

Latency
(ms)

Energy
(µJ)

EDP
(ms-µJ)

LTH [6] 91.08 3.48 68.09 237.12 91.82 1.31 42.34 55.55 91.57 1.00 9.08 9.08
LTH + Mapping [6] 91.08 3.45 66.87 230.69 91.82 1.23 38.81 47.82 91.57 0.88 8.44 7.42

CANNON 88.88 2.41 31.30 75.38 88.96 0.90 24.76 22.22 87.98 0.62 5.32 3.28
Improvement over LTH [6] -2.20% 1.45× 2.18× 3.15× -2.86% 1.46× 1.71× 2.50× -3.59% 1.61× 1.70× 2.77×

Additionally, CANNON (FC+Conv Layers) results in up to
a 3.24× reduction in EDP compared to Baseline (FC+Conv
Layers). These results highlight the importance of hardware-
aware training for achieving optimal performance.

4.7 Comparison to Lottery Ticket Hypothesis

This section compares the accuracy and performance of
CANNON with FC and CONV layer pruning against the
Lottery Ticket Hypothesis (i.e., LTH) [6] using the official
implementation of LTH from the GitHub repository [43].
We use three iterations, each pruning 20% of the network
during the training process. In the end, the network of the
winning ticket is approximately 49% pruned. We use an
equal pruning ratio in CANNON to make the comparison
fair. We utilize three networks from the ResNet family
with 152, 101, and 50 layers on the CIFAR-10 dataset. We
incorporate the mapping method used in [37] (LTH) and
our proposed latency-aware mapping (LTH + Mapping) to
evaluate the hardware performance of LTH pruning. The
accuracy, latency, energy, and EDP results are shown in Ta-
ble 6. Since our proposed technique prunes a DNN consider-
ing hardware performance, CANNON consistently outper-
forms LTH in all three hardware performance metrics with
slightly lower accuracy. The latency improvements with
CANNON are 1.45×–1.61× compared against LTH with
the mapping method used in [37]. We observe such an im-
provement due to our proposed latency-aware mapping and
hardware-aware dynamic sparse training methodologies,
which reduces the communication cost without pruning the
significant weights. We also observe that the improvements
in energy consumption vary between 1.70× – 2.18×. The
highest improvements are seen in the energy-delay product
(EDP). CANNON achieves up to 3.15× improvement in
EDP with respect to the Lottery Ticket Hypothesis with the
mapping method used in [37].

As a conclusion, we note that the reduction in network
size and the increase in accuracy due to pruning do not
necessarily translate into better hardware results unless they
consider hardware-aware mapping and pruning methods.
Overall, CANNON provides excellent results compared to
state-of-the-art pruning methods and can work synergisti-
cally with any pruning technique.

5 CONCLUSION

In this paper, we have presented a novel and comprehensive
communication-aware sparse DNN optimization frame-
work called CANNON. CANNON first maps the DNN
layers to the tiles of the NoC on the target hardware; then, it

replaces the fully connected and convolutional layers with
sparse graphs. After that, a novel hardware-aware dynamic
sparse training technique prunes connections based on the
absolute value of their weights and the communication cost
on the target hardware. After hardware-aware pruning, we
insert new weights based on the communication cost. We
maintain the number of parameters throughout the training
by pruning and adding the same percentage of weights.

We evaluated the accuracy and latency impact of CAN-
NON extensively on a wide range of DNNs using pop-
ular datasets. Our results show that CANNON achieves
up to 3.1× lower communication latency and 6.8× lower
energy-delay product compared to state-of-the-art pruning
approaches [4], [6] and offers substantial energy savings
without a significant loss in classification accuracy.
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