The Thirty-Seventh AAAI Conference on Artificial Intelligence (AAAI-23)

Synthetic Data Can Also Teach:
Synthesizing Effective Data for Unsupervised Visual Representation Learning

Yawen Wu'~, Zhepeng Wang?, Dewen Zeng®, Yiyu Shi’, Jingtong Hu'

! University of Pittsburgh
2 George Mason University
3 University of Notre Dame
yawen.wu@pitt.edu, zwang48 @gmu.edu, dzeng2 @nd.edu, yshi4 @nd.edu, jthu@pitt.edu

Abstract

Contrastive learning (CL), a self-supervised learning ap-
proach, can effectively learn visual representations from un-
labeled data. Given the CL training data, generative models
can be trained to generate synthetic data to supplement the
real data. Using both synthetic and real data for CL training
has the potential to improve the quality of learned representa-
tions. However, synthetic data usually has lower quality than
real data, and using synthetic data may not improve CL com-
pared with using real data. To tackle this problem, we propose
adata generation framework with two methods to im-
prove CL training by joint sample generation and contrastive
learning. The first approach generates hard samples for the
main model. The generator is jointly learned with the main
model to dynamically customize hard samples based on the
training state of the main model. Besides, a pair of data gen-
erators are proposed to generate similar but distinct samples
as positive pairs. In joint learning, the hardness of a positive
pair is progressively increased by decreasing their similarity.
Experimental results on multiple datasets show superior accu-
racy and data efficiency of the proposed data generation meth-
ods applied to CL. For example, about 4.0%, 3.5%, and 2.6%
accuracy improvements for linear classification are observed
on ImageNet-100, CIFAR-100, and CIFAR-10, respectively.
Besides, up to 2x data efficiency for linear classification and
up to 5x data efficiency for transfer learning are achieved.

Introduction

Contrastive learning (CL), a highly effective self-supervised
learning approach (Chen et al. 2020a; He et al. 2020), has
shown great promise to learn visual representations from
unlabeled data. CL performs a proxy task of instance dis-
crimination to learn data representations without requiring
labels, leading to well-clustered and transferable representa-
tions for downstream tasks. In the proxy task, the represen-
tations of two transformations of one image (a positive pair)
are pulled close to each other and pushed away from the
representations of other samples (negatives), by which high-
quality representations are learned (Kalantidis et al. 2020).
Most recent CL works focus on developing CL training
methods such as constructing contrastive losses for improv-
ing the learned representations (Caron et al. 2020; Zbontar
etal. 2021; Chen and He 2021; Grill et al. 2020), while what
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Figure 1: In this work, we study how to use generative mod-
els to synthesize additional data, such that using synthetic
data can improve contrastive learning (CL). A pair of gener-
ators are employed to generate pairs of data as a positive pair
for CL. The generators are jointly optimized with the con-
trastive learner to generate data beneficial to the learner. The
proposed joint optimization is needed to improve CL. With-
out joint optimization, simply synthesizing data will degrade
the performance of CL.

data to use for CL training remains largely unexplored.
Training with more data has the potential to improve exist-
ing CL methods. This is because CL learns by comparing
different pairs of samples (different from supervised learn-
ing which learns from every single sample and its label).
By providing more data, more diverse pairs of data can be
fed into CL models to learn better visual representations.
However, collecting more data to supplement existing data is
usually very expensive. For example, the ImageNet dataset
(Russakovsky et al. 2015) widely used in CL has more than a
million images of natural scenes. Collecting such large-scale
datasets requires years of considerable human effort (Zhao
et al. 2020). While it seems effortless to acquire these pre-
collected datasets by simply downloading, collecting more
data of natural scenes to supplement existing data such as
doubling the number of samples requires another years of
effort, which is very expensive or even prohibitive. There-
fore, without collecting more data, it is crucial to extract as
much information as possible from existing data.

Our work, therefore, investigates a problem that has re-
ceived little prior emphasis: given an unlabeled training set,
can we generate synthetic data based on this dataset, such
that using both synthetic and real training data can improve
existing CL methods than only using real data?

Towards this goal, we propose a data generation frame-
work to generate effective data for CL learning based on



given training data. As shown in Fig. 1, the data generation
and CL model are jointly optimized by using the given train-
ing data, and no additional data needs to be collected. The
framework consists of two approaches. The first approach
generates hard samples for the main contrastive model. The
generated samples dynamically adapt to the training state of
the main contrastive model by tracking the contrastive loss,
rather than fixed throughout the whole training process. With
the progressively growing knowledge of the main model,
the generated samples also become harder to encourage the
main model to learn better representations. The hard sam-
ples adversarially explore the weakness of the main model,
which forces it to learn discriminative features and improves
the generalization performance.

The second approach generates two similar but distinct
images as hard positive pairs. Existing CL frameworks form
a positive pair by applying two data transformations (e.g.
color distortions) to one image to generate two transformed
images. While the two transformed images look different,
they still share the same identity since they originate from
one image. Only clustering these positive pairs will limit the
quality of learned representation since other similar objects
are not considered in clustering. We form hard positive pairs
by generating two images of distinct identities but similar
objects without using labels, which is achieved by using a
generator and its slowly evolving version. In joint learning,
the positive pair becomes harder by decreasing their simi-
larity. The main model has to learn to cluster hard positives
when minimizing contrastive loss. By pulling the represen-
tations of similar but distinct (hard) objects together, better
clustering of the representation space can be learned (Khosla
et al. 2020; Wu et al. 2022). With better representations, the
performance of downstream tasks will also be improved.

In summary, the main contributions of the paper include:

* Data generation framework for contrastive learning.
We propose a data generation framework with two ap-
proaches to synthesize effective training data for con-
trastive learning by jointly optimizing data generation
and contrastive learning. The first approach generates
hard samples and the second approach generates hard
positive pairs without using labels. By applying this
framework to existing CL methods, better representation
can be learned.

Dynamic hard samples generation by tracking con-
trastive loss. We propose an approach to generate hard
samples by dynamically tracking the training state of the
main model. In the joint learning process, hard samples
are customized on the fly to the progressive knowledge
of the main model, which are fed into the main model to
constantly encourage the main model to learn better rep-
resentations.

* Hard positive pair generation without using labels.
We propose an approach to further generate hard posi-
tive pairs without leveraging labels. The generator and its
slowly evolving version generate a pair of similar but dis-
tinct objects as a positive pair. The hardness of a positive
pair is further increased by decreasing their similarity in
joint learning. By learning from hard positive pairs, sim-
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ilar objects are well-clustered for better representations.

Background and Related Work

Revisiting Contrastive Learning. Contrastive learning is
a self-supervised approach to learning an encoder for ex-
tracting data representations from unlabeled images by per-
forming a proxy task of instance discrimination (Chen et al.
2020a; He et al. 2020; Wu et al. 2018; Tang et al. 2022).

Our work in this paper is built upon SimCLR (Chen et al.
2020a), which is a simple yet powerful contrastive learn-
ing approach for unsupervised representation learning. For
an input image z, its representation vector v is obtained by
v = f(x,0), 2 € R?, where f(-,0) is the encoder with
parameters . In the training process of CL, a raw batch
of N samples {z }x—1.. n are first randomly sampled from
the dataset. Then for each raw sample xj, two transforma-
tions (t ~ T and t' ~ T) sampled from a family of aug-
mentations 7 (e.g. cropping, color distortion, etc.) are ap-
plied to x, to generate two transformed samples (a.k.a. two
views). Zop_1 = t(xy) and Zop = t'(z) are a positive
pair, and all of the generated pairs form the batch for train-
ing {Z;};=1.. 2N, consisting of 2N samples (Khosla et al.
2020). In the remainder of this paper, we will refer to the set
of N samples as a raw batch and the set of 2N transformed
samples as a multiviewed batch.

In the multiviewed batch, let i € I = {1...2N} be the
index of a transformed sample and let j(¢) be the index of the
transformed sample originating from the same raw sample
as ¢. The contrastive loss is as follows.
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where v; = f(&;,0), the operator - is the inner product to
compute the cosine similarity of two vectors, 7 is the tem-
perature. The index 1 is the anchor. A(:) = I\{i} is the set
of indices excluding ¢. For each anchor ¢, there is one posi-
tive and 2N — 2 negatives. The index j(4) is the positive to
i (i.e. a positive pair (7, j(7))), while other 2N — 2 indices
{k € A(i)\ {j(¢)}} are the negatives.

Existing works focus on developing contrastive learning
methods, without considering what data to use for CL. Dif-
ferent from these works, we investigate CL from the data
perspective. That is, given the training data, how to generate
more effective data for CL without collecting more data.

Adversarial Samples for Improving Accuracy and Ro-
bustness of CL. To improve the quality of learned represen-
tations, adversarial attacks can be used to create additional
training samples by adding pixel-level perturbations to clean
samples (Ho and Vasconcelos 2020). While adversarial sam-
ples are more challenging and can generate a higher loss
than the original samples, the perturbed samples still have
the same identities as the original ones, which provides lim-
ited additional information for learning. Besides, training
with adversarial samples is originally designed for the ro-
bustness of models against attacks, instead of improving
model performance on clean samples (Kurakin, Goodfellow,
and Bengio 2017; Madry et al. 2018; Goodfellow, Shlens,
and Szegedy 2015). As a result, only marginal improvement
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Figure 2: (Left) Generation of hard samples and hard positive pairs, and the joint learning of generator and the main contrastive
model. We generate two similar but distinct raw samples, and use two views of each raw sample (four views in total) as positives,
which are then fed into standard CL frameworks (e.g. SimCLR) for learning. No additional training data is used and no labels
are used in the entire training pipeline. (Right) By joint learning, the generated positive pair becomes progressively harder by
tracking the training state of the main model. These hard positive pairs help the main model cluster distinct yet similar objects

for better representations.

(Ho and Vasconcelos 2020) or even degraded performance
(Kim, Tack, and Hwang 2020; Jiang et al. 2020) of the
learned CL model is observed. Different from these works,
we generate whole images directly, instead of adding pixel-
level noises to the existing images, which are more informa-
tive for improving the learned representations of CL.

GAN for Data Augmentation. (Zhang et al. 2019;
Bowles et al. 2018; Antoniou, Storkey, and Edwards 2017;
Perez and Wang 2017) employ supervised class conditional
GAN to augment the training data to improve classifica-
tion performance. However, these works require fully la-
beled datasets for training GAN. Since labels are not avail-
able in CL, the quality of images from GAN will greatly
degrade (Miyato et al. 2018; Zhao et al. 2020) and the per-
formance of the trained CL model also degrades. Besides,
either GAN and the main model are isolated and the gener-
ated data are not adapted to the training state of the main
model (Zhang et al. 2019; Bowles et al. 2018; Antoniou,
Storkey, and Edwards 2017), or both GAN and the classi-
fication model aim to minimize the classification loss (Perez
and Wang 2017). Different from these works, our methods
do not rely on labels. Besides, the generator and main model
are jointly learned, in the way that the generator aims to
maximize the CL loss while the CL model aims to minimize
the CL loss. Also, we generate hard positive pairs for unsu-
pervised representation learning by CL, which is unexplored
in these works on conventional supervised learning.
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Figure 3: SimCLR’s performance is not improved when ad-
ditional training data is simply provided by GAN due to the
low quality of the synthetic data. Different from this, with
the proposed hard sample generation and joint learning, we
are able to dramatically improve SimCLR’s performance by
+2.6% and 3.5% top-1 accuracy on CIFAR-10 and CIFAR-
100, respectively.

We propose a data generation framework to generate effec-
tive training data for contrastive learning. The framework
generates individually hard samples and hard positive pairs
without using labels, such that better representations can be
learned from the unlabeled training data. We illustrate our
data generation method by applying it to a typical CL frame-
work SimCLR (Chen et al. 2020a) as shown in Fig. 2. How-
ever, our method can also be applied to other existing CL
methods.



Challenge: Low quality of synthetic samples degrades
contrastive learning. Simply using a GAN pre-trained on
the same unlabeled dataset as contrastive learning to provide
additional synthetic data to the main model cannot effec-
tively improve and even degrades the learned representation
as shown in Fig. 3. This is because the synthetic data has
intrinsically lower quality than the real data (Brock, Don-
ahue, and Simonyan 2019) even if labels were available to
train a class-conditional generator. When the dataset is unla-
beled and the generator is trained in a non-class-conditional
way, the quality of synthetic data becomes worse (Zhao et al.
2020; Miyato et al. 2018), which degrades the performance
of the main model or only provides marginal benefits.

To solve this problem, instead of using the standalone
generator and contrastive main model, we jointly optimize
them by formulating a Min-Max game such that they com-
pete with each other. As shown in Fig. 2, there are two
major components: the hard sample generator (red) and the
main contrastive model (blue), which are jointly optimized.
Joint learning effectively uses the available unlabeled train-
ing data, and no additional training data or labels are used.

Algorithm 1 shows the process of joint contrastive learn-
ing with hard sample and hard positive pair generation. To
be a clean self-supervised method, labels are never used in
the entire generator pre-training and the joint contrastive
learning process. We formulate the joint learning process
as a Min-Max game, where the generator maximizes the
contrastive loss by generating hard samples, while the main
model minimizes the contrastive loss by learning representa-
tions from both the generated and real samples. The sample
generator consists of two components, the generator G' and
its slowly-evolving version Gep,. G and Gep, are first pre-
trained with a discriminator D on the unlabeled dataset by
using the unconditional GAN objective (Brock, Donahue,
and Simonyan 2019) to generate data following the real data
distribution. Then the joint hard sample generation and con-
trastive learning start, which has 3 steps. First, G generates
individually hard samples, and G and Gep, collaboratively
generate pairs of hard positives. The hard samples, hard pos-
itives, and real samples from the dataset form a batch and
are fed into the main model to compute the contrastive loss.
After that, the main model f is updated to minimize the
contrastive loss. Finally, GG is updated to maximize the con-
trastive loss to generate harder samples for the main model
based on the current training state of the main model. Mo-
mentum update is applied to Gem, to follow G. Meanwhile,
we are using D to force G to generate meaningful data fol-
lowing real data distributions. In this way, the generator and
the main model are jointly optimized, such that we can gen-
erate progressively harder samples and adapt to the training
progress of the main model as shown in Fig. 2 (Right). The
details of each step will be discussed in the following sub-
sections.

Hard Data Generation

In this subsection, we first introduce the details of the hard
sample generator. The generator G generates synthetic data

2869

Algorithm 1: Contrastive Visual Representation Learning
with Synthetic and Real Data

Input: Unlabeled dataset S, main model f(-,8), generator
pair {G(-,w), Gema(*, Wema) }» discriminator D(-, ¢).
Output: Trained main model f(-, §).
Pre-train G, Gem, and D by the unconditional GAN objec-
tive on the same unlabeled training dataset S as CL.
# Joint learning.
for iteration ¢t = 1 to T do
# Step 1: Forming a data batch with synthetic and real
samples.
Sample generated batch By, following Eq.(5) and real
batch Byey from S.
Form multiviewed batch By, from { Been U Brea } With
transformations.
# Step 2: Training main contrastive model.
Compute loss Lppcr, (Eq.(7)) and optimize f by Eq.(4)
to minimize Lppcr. .
# Step 3: Updating generators.
In every n iterations, update G to maximize Lppcr, up-
date Gema; optimize both GG and D by the unconditional
GAN objective without using labels.
end for

to augment the training data and the contrastive loss is:

>

ie{IgenUIreal}

L;. 2)

L gen+real —

where L, is the contrastive loss of multiviewed sample ¢ de-
fined in Eq.(1). Igen is the set of indices of generated and then
transformed (multiviewed) samples {‘%;en}ie Ipens AN Treqy s
the set of indices of multiviewed real samples. The generated
raw samples {x}.,} = {G(zx)} are from the generator G by
taking a set of vectors {z;} ~ p(z), drawn from a Gaussian
distribution p(z) = N(0, I), as input. Two transformations
are then applied to each x},, to get two views Z25 ' and Z25,
to form mutltviewed samples {Zg., }ic I,e,-

As shown in Fig. 3, simply using a generator to provide
additional synthetic data cannot improve contrastive learn-
ing. To generate samples that benefit contrastive learning,
we form a Min-Max game to jointly optimize the gener-
ator and the contrastive model. In this way, the generator
dynamically adapts to the training state of the main model
and generates hard samples (i.e. high-quality samples from
the perspective of training the main model). The dynami-
cally customized hard samples in each training state of the
main model will explore its weakness and encourage it to
learn better representations to compete with the generator.
Formally, the joint learning objective is defined as follows.

min max »Cgen+real . (3)
0 w

where 6 and w are the parameters of the main model and the

generator, respectively. To solve the Min-Max game, a pair

of gradient descent and ascent are applied to the main model

and the generator to update their parameters, respectively.



The details of the update are shown as follows.

oL gen+real 8£gen+real
a0 ow

where 7y and 7, are learning rates for the main model and
generator, respectively.

9(—6‘—779 )

W 4= W+ Ny

Positive Pair Generation without Using Labels

In addition to generating hard samples, we also propose a
new method to generate hard positive pairs. The main idea
is that we can use two similar yet different generators G and
Gema to generate two similar but distinct samples as a posi-
tive pair, when taking the same latent vector as input. In joint
learning, the hardness of a positive pair is further increased
by decreasing their similarity for better CL.

Positive pair generation. To generate a positive pair, we
use a generator G and its slowly-evolving version Gema,
which are very similar but different. A latent vector z; is
randomly sampled from a Gaussian distribution and serves
as the pseudo label. Then z; is fed to both GG and Gepa
to generate a pair of raw samples (22,1, 2;) as a positive
pair, which are similar but distinctive.

T2i—1 = G(Zi), (5)

To make the positives harder by increasing their difference,
in joint learning G is updated with gradients from the main
model by Eq.(4) while Gep, is not. On the other hand, to
keep the similarity of generated positive pairs, we update
Gema by momentum update following G. Denoting the pa-
rameters of G as w and the parameters of Gema S Wemas Wema
is updated by:

To; = Gema(zi)7 Zq p(z)

Wema — MWema + (1 — m)w. 6)

where m € (0,1) is a momentum parameter.
To generate N samples with % positive pairs, we sample
& latent vectors {zi}i—1..xy to generate a batch of N raw

samples Bgen = {2 }r=1... v following Eq.(5). To leverage
the high quality of real samples, we further sample N real
samples Breas = {@k }k=n+1..2n from the dataset. A raw
batch is formed as B = Bgen U Brear = {@ }k=1...2n. Then
two transformations are applied to each zj, to form a multi-
viewed batch By,, = {&;};=1..4n for training as shown in
Step 1 of Algorithm 1.

Partially pseudo-labeled contrastive loss (PPCL). The
contrastive loss in Eq.(2) only uses two views of a raw sam-
ple as positive pairs. It does not leverage the fact that sam-
ples generated by G and Gema by using the same pseudo
label z are actually positive pairs. To better cluster the gener-
ated positive pairs, we define a partially pseudo-labeled con-
trastive loss by using the input latent vectors z; as pseudo-
labels. Each z; (i = 1%) generates two positives (zg;_1,
T9;) in the raw batch and four positives (Z4;—3, T4;—2, T4i—1,
T4;) in the multiviewed batch, which is assigned the same
pseudo-label for clustering their representations.

Within the multiviewed batch By, let i € Igen
{1...2N} be the indices of generated samples and i € [;ey =
{2N + 1...4N} be the indices of real samples. The PPCL
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loss is defined as follows.
LrpcL =) | 5o = Z log

exp (v; - vp/T)
aeA()eXP(Uz Va/T)

i€l pEP(1)
Pl = {{f? € AG) 2 =), i€ o
{7 (@)}, if ¢ € L.

(7

where I = Igen U Lew. A(7) = I\{i} is the set of indices
of ¢’s positives and negatives, and P(%) is the set of indices
of ¢’s positives in the multiviewed batch. For real samples
1 € Ireal, the positive P(i) = j(i) is the index of the other
view of ¢ in the multiviewed batch. For generated samples,
i € Iyen, the positives P(i) are defined by the pseudo-labels
from the input latent vector z;, which includes the indices of
multiviewed samples originating from the same z;.

Joint Learning

In this subsection, we illustrate the learning process for the
CL model to minimize its loss and the generator to maximize
the CL loss. We rewrite the PPCL loss in Eq.(7) as follows.

Lepcr = YierLi(vi, {vp}, {va}), ¥

where v; is the representation of anchor i, p € P(i) are
positives of the anchor i and a € A(4) include both positives
and negatives as defined in Eq.(7). The representation v is
generated as follows. For clear illustration purposes, we only
use one view (i.e., applying 7" once for one sample) instead
of two views. For synthetic samples, taking a random latent
vector z as input, we have a positive pair (v, vj41):

= [(3;0), & =T(G(zw)).

Vj41 = f(‘%j+1§ 9)a jjJrl = T(Gema(2§ Wema))'
For real samples, we have: v; = f(Z;;0),%; = T(z;).

The generator G has parameters w and the main model f
has parameters 6. By applying the chain rule, the gradient of
LppcL W.r.t the parameters w of generator G is:

8£PPCL o aﬁppCL ) af(i’, 6‘) ) 8(% ) 8G(z, w)
ow v 0 0G(z;w) Ow
where the first item is calculated by Eq.(8) and other three
by Eq.(9) and Eq.(10). Then the generator is updated by gra-

dient ascent to maximize the CL loss and the main model by
gradient descent to minimize the CL loss by Eq.(4):

9
(10)

Uy

; (1D

Experimental Results

Datasets and model architecture. We evaluate the pro-
posed approaches on five datasets, including ImageNet-
100, CIFAR-10, CIFAR-100 (Krizhevsky, Hinton et al.
2009), Fashion-MNIST (Xiao, Rasul, and Vollgraf 2017),
and ImageNet-10. ImageNet-100 is widely used in con-
trastive learning (Kalantidis et al. 2020; Van Gansbeke et al.
2020) and is a subset of ImageNet (Russakovsky et al.
2015). ImageNet-10 is a smaller subset of ImageNet. We
use ResNet-18 as the main model by default unless speci-
fied. A 2-layer MLP is used to project the output to 128-
dimensional representation space (Chen et al. 2020a; He



Method CIFAR-10 CIFAR-100 FMNIST ImageNet-100 ImageNet-10
SimCLR 90.37 63.93 92.35 67.45 83.20
SimCLR-DD 91.37 64.88 92.50 70.72 82.20
CLAE 90.13 63.25 92.36 66.40 81.20
BigGAN 89.90 63.82 92.64 68.70 83.40
SimCLR+Ours 92.94 67.41 93.94 71.40 87.40
Table 1: Linear classification. 100% labeled data are used for learning the classifier on the fixed encoder and top-1 accuracy is
reported.
CIFAR-10 CIFAR-10 CIFAR-100 CIFAR-100 FMNIST FMNIST ImageNet-100 ImageNet-10
Method (20%) (10%) (20%) (10%) (20%) (10%) (20%) (20%)
SimCLR 80.19 76.05 44.13 37.46 87.92 87.26 50.09 62.60
SimCLR-DD 81.04 76.06 44.75 37.10 89.60 87.49 53.38 65.00
CLAE 79.84 74.38 45.17 37.28 88.48 87.58 49.55 59.60
BigGAN 80.81 78.36 46.94 40.03 88.85 87.68 52.49 64.20
SimCLR+Ours 85.11 80.94 50.24 43.74 91.77 89.79 55.33 68.40

Table 2: Linear classification when less training data are available for CL. Available data are labeled and used for learning the
classifier on the fixed encoder and top-1 accuracy is reported. Dataset names are abbreviated for conciseness and the percentage

means the available training data.

Method Top-1 Acc.
SWAV (Caron et al. 2020) 69.20
BYOL (Grill et al. 2020) 75.80
Barlow Twins (Zbontar et al. 2021) 77.02
MoCo (He et al. 2020) 76.60
MoCo v2 (Chen et al. 2020b) 78.00
SimCLR (Chen et al. 2020a) 75.75
SimCLR + Ours 78.85 (+3.1)

Table 3: Comparisons on ImageNet-100 linear classification.
All are based on ResNet-50 trained for 200 epochs.

et al. 2020). We use the generator and discriminator ar-
chitectures from (Brock, Donahue, and Simonyan 2019).
The batch size is 256 and the main model is trained for
100 epochs on ImageNet-100 for efficient evaluation, 300
epochs on CIFAR-10, CIFAR-100, and ImageNet-10, and
200 epochs on Fashion-MNIST. The details of training and
model architectures are in the Appendix.

Metrics. To evaluate the quality of learned representa-
tions, we use two metrics linear classification and trans-
fer learning widely used for self-supervised learning (Chen
et al. 2020a). In linear classification, a linear classifier is
trained on the frozen encoder, and the test accuracy repre-
sents the quality of learned representations. We first perform
CL by the proposed approaches without labels to learn rep-
resentations. Then we fix the encoder and train a linear clas-
sifier on 100% labeled data on the encoder. The classifier
is trained for 500 epochs with Adam optimizer and learn-
ing rate 3e-4. Transfer learning evaluates the generalization
of learned features. The encoder is learned on the source
dataset, then evaluated on the target task. Following (Caron
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et al. 2020), we train a linear classifier on the frozen encoder
on the target task.

Baselines. We first compare the performance of our meth-
ods with SOTA unsupervised contrastive learning methods
(Zbontar et al. 2021; Caron et al. 2020; Grill et al. 2020;
He et al. 2020; Chen et al. 2020b,a) to show the effec-
tiveness of our synthetic data generation in improving CL.
Then, we compare our methods with other data generation
approaches. For each mini-batch, the first half of the data are
the same in different methods and are sampled directly from
the training data. The second half of the data are different
and are formed by each method as follows. SimCLR-DD is
a variant of SimCLR by sampling additional real data from
the dataset as the second half of the mini-batch (i.e. Dou-
ble Data), serving as a strong baseline. By comparing our
approaches with SimCLR-DD, we evaluate if the samples
generated by our methods benefit CL training more than ad-
ditional real data. CLAE is the SOTA data generation ap-
proach for CL by using pixel-level adversarial perturbations
of the real data as the additional data (Ho and Vasconce-
los 2020). BigGAN uses a generator from BigGAN (Brock,
Donahue, and Simonyan 2019) to generate synthetic training
data for SimCLR (Chen et al. 2020a) without joint learning.
By comparing with BigGAN, we evaluate if the hard sam-
ples generated by our approaches benefit CL training more
than synthetic data generated by a standalone BigGAN.

Main Results

Comparison with SOTA. We first compare the performance
of our methods with SOTA unsupervised contrastive learn-
ing methods to show the effectiveness of our synthetic data
generation in improving CL. Kindly note that our primary
goal is not developing a new unsupervised contrastive learn-
ing method to achieve SOTA accuracy. Instead, the goal is to



Source CIFAR-10  CIFAR-100 ImageNet-100 ImageNet-10
Target CIFAR-100 CIFAR-10 CIFAR-10 CIFAR-100 CIFAR-10 CIFAR-100
SimCLR 51.63 78.87 80.84 56.06 73.91 44.88
SimCLR-DD 5222 78.53 81.10 56.03 73.77 46.53
CLAE 52.47 78.10 80.80 57.08 74.07 47.11
BigGAN 52.16 78.98 81.13 56.59 73.62 44.55
SimCLR+Ours 56.38 82.24 83.25 58.61 75.38 49.03

Table 4: Transfer learning to downstream tasks. Top-1 accuracy of linear classification is reported.

CIFAR-10 CIFAR-10 CIFAR-100 CIFAR-100

ImageNet-100 ImageNet-10

Source 20%)  (10%) (20%) (10%) (20%) (20%)

Target CIFAR-100 CIFAR-10 CIFAR-10 CIFAR-100 CIFAR-10 CIFAR-100
SimCLR 4688 4498 74.33 71.79 76.97 50.68 69.86 42.56
SimCLR-DD 4845 4674 73.94 72.49 77.13 52.46 71.20 43.82
CLAE 4693 4611 73.47 71.48 77.79 52.63 69.98 44.19
BigGAN 48.54  47.39 75.15 73.43 77.54 52.28 70.4 44.74
SimCLR+Ours 5251  50.08 77.26 75.10 80.10 55.76 73.08 46.46

Table 5: Transfer learning to downstream tasks with less training data for learning the encoder on the source datasets. Top-1
accuracy of linear classification on top of a fixed encoder is reported.

generate effective synthetic data for improving existing CL
methods.

The comparison is shown in Table 3. To be consistent with
existing works, we use ResNet-50 as the backbone. First, our
data generation methods integrated with SIimCLR outper-
form other methods, while vanilla SimCLR does not. Sec-
ond, +3.1% improvement over the SimCLR baseline is ob-
served, which verifies the effectiveness of our hard sample
and hard positive pair generation methods for improving CL.

Next, since our methods are data generation methods, we
focus on comparing them with other data generation meth-
ods, which shows simple GAN-based synthetic generation
cannot improve or even degrade CL, while our methods can
effectively improve CL.

Linear separability of learned representations. We
evaluate the proposed approaches by linear evaluation with
100% data labeled for training the classifier on top of the
fixed encoder learned with unlabeled data by different ap-
proaches. This metric evaluates the linear separability of
learned representations (Chen et al. 2020a), and higher
accuracy indicates more discriminative and desirable fea-
tures. The proposed approaches significantly outperform the
SOTA approaches. As shown in Table 1, substantial im-
provements of 2.57%, 3.48%, 1.59%, 3.95%, and 4.20%
over the original contrastive learning framework SimCLR
are observed on five datasets, respectively. Interestingly, the
proposed approaches even largely outperform SimCLR-DD,
which samples 2x real data in each training batch. This re-
sult shows that the customized hard data by the proposed
methods benefit CL more than additional real data.

Linear separability of learned representations with
less training data. We evaluate the proposed approaches
by linear evaluation when less training data is available for
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training the encoder. As shown in Table 2, the proposed ap-
proaches consistently outperform the SOTA approaches by a
large margin. Notably, the proposed approaches outperform
or perform on par with the best-performing baselines trained
with 2x data, achieving 2x data efficiency. For example,
with 10% training data on CIFAR-10, the best-performing
baseline with 20% training data achieves 81.04% accuracy,
while the proposed approaches achieve a similar accuracy of
80.94% by using only 10% training data.

Transfer learning. We evaluate the generalization of
learned representations by transferring them to downstream
tasks. In Table 4, the encoder is trained on the source dataset
and transferred to target tasks, and we report the linear
classification performance. Our approaches outperform the
baselines on four source datasets with various target tasks.

Transfer learning with less training data on the source
dataset. We further evaluate the transfer learning perfor-
mance when less training data is available for learning the
encoder on the source datasets. As shown in Table 5, the pro-
posed approaches consistently outperform the SOTA base-
lines. Notably, with only 20% training data (Table 5) of the
source dataset CIFAR-10 and transferring to CIFAR-100,
the proposed approaches outperform the best-performing
baseline with 100% training data (Table 4) of CIFAR-10
(52.51% vs. 52.47%), achieving 5x data efficiency. Besides,
with only 10% training data on CIFAR-10, the proposed ap-
proaches outperform the best-performing baseline with 20%
training data by a large margin (50.08% vs. 48.54%).

Ablations

Effectiveness of hard sample generation. We perform ab-
lation studies to evaluate the effectiveness of hard sam-
ples (G+Hard), positive pairs (G+Pos.), and hard positive
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(a) CIFAR-10. (b) CIFAR-10 (20% tr. data).

Figure 4: Effectiveness of hard samples, positive pairs, and
hard positive pairs. Enabling the components in the pro-
posed approaches one by one accumulatively improves the
performance. G is using a standalone generator, G+Hard is
jointly optimizing G and the main model to generate hard
samples, G+Pos. is G with positive pair generation, and
G+P +Hard is the proposed approach with all the compo-
nents enabled. The top-1 accuracy of linear classification is
reported. Error bars are the standard deviations across three
independent runs.

Training progress

Figure 5: Progressively harder positive pairs during training.

pairs (G+Pos.+Hard). The results of linear classification are
shown in Fig. 4. On CIFAR-10, using a simple generator de-
grades the performance of CL compared with the original
SimCLR due to the low-quality samples from the generator.
Using the proposed hard samples and positive pairs recover
the accuracy by 0.39% and 0.62%, respectively, while using
hard positive pairs outperforms SimCLR by 2.57% (92.94%
vs. 90.37%). Similar results are observed on CIFAR-10 with
20% training data. Using a separate generator only improves
the accuracy by 0.15%, while enabling all the proposed com-
ponents significantly improves the accuracy by 4.92%.

Evolution of positive pairs. The dynamically harder pos-
itive pairs in the training progress are shown in Fig. 5. Every
two adjacent rows show the evolution of positive pairs on
ImageNet-10. With growing knowledge of the main model,
positive pairs become progressively harder, while being sim-
ilar objects. Learning from harder positive pairs improves
the quality of learned representations.
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Conclusion

This paper presents a data generation framework for unsu-
pervised visual representation learning. A hard data gener-
ator is jointly optimized with the main model to customize
hard samples for better contrastive learning. To further gen-
erate hard positive pairs without using labels, a pair of gen-
erators is proposed to generate similar but distinct samples.
Experimental results show superior accuracy and data effi-
ciency of the proposed data generation methods applied to
contrastive learning.
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