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Abstract

Supervised learning of skeleton sequence encode
tion recognition has received significant attention
times. However, learning such encoders without la
tinues to be a challenging problem. While prior we
shown promising results by applying contrastive lec
pose sequences, the quality of the learned represe
is often observed to be closely tied to data augme
that are used to craft the positives. However, aug
pose sequences is a difficult task as the geometric co
among the skeleton joints need to be enforced to 1
augmentations realistic for that action. In this work
pose a new contrastive learning approach to traii
for skeleton-based action recognition without lalk
key contribution is a simple module, HaLP — to
nate Latent Positives for contrastive learning. Spe
HalLP explores the latent space of poses in suital
tions to generate new positives. To this end, we [
novel optimization formulation to solve for the :
positives with an explicit control on their hardness
pose approximations to the objective, making th
able in closed form with minimal overhead. We :
experiments that using these generated positives within a
standard contrastive learning framework leads to consistent
improvements across benchmarks such as NTU-60, NTU-
120, and PKU-II on tasks like linear evaluation, transfer
learning, and kNN evaluation. Our code can be found at
https://github.com/anshulbshah/HaLP.

1. Introduction

Recognizing human actions from videos is of immense
practical importance with applications in behavior under-
standing [52], medical assistive applications [5], AR/VR
applications [26] and surveillance [12]. Action recognition
has been an active area of research [29] with a focus on
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Figure 1. HaL.P: We propose an approach to hallucinate latent posi-
tives for use within a contrastive learning pipeline. Our approach
works as follows: 1) We extract prototypes which succinctly repre-
sent the data at a particular step in training, 2) We randomly select a
prototype from the prototype set, 3) Our approach then determines
an optimal vector which when added to the anchor can generate
positives of varying hardness. We generate a number of positives
using this approach which are then used within a contrastive learn-
ing pipeline to train a model without labels.

temporal understanding [14], faster and efficient models for
understanding complex actions [38], etc. Most works in the
past have focused on action recognition from appearance
information. But recent methods have shown the advantages
of using pose/skeleton information as a separate cue with
benefits in robustness to scene and object biases [34,35,53],
reduced privacy concerns [27], apart from succinctly rep-
resenting human motion [24]. However, annotating videos
for skeleton-based action recognition is an arduous task and
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is difficult to scale. Prior work in self-supervised learning
has shown advantages of learning without labels - including
improved transfer performance [6,22], robustness to domain
shift [15,51] and noisy labels [1 1, 16]. Inspired by these
methodologies, we propose a new approach for skeleton-
based action recognition without using labels.

There have been several interesting approaches to tack-
ling self-supervision for skeleton sequences. Methods like
[41,59] have proposed improved pretext tasks to train mod-
els. Image-based self-supervised learning has shown impres-
sive success using contrastive learning (CL)-based losses.
Inspired by these, some recent approaches [37, 48] have
successfully applied CL to skeleton sequences, with modifi-
cations such as data augmentations [48], use of multi-modal
cues [37], etc. The success of CL for a problem is closely tied
to the data augmentations used to create the positives and the
quality and number of negatives used to offer contrast to the
positives [6,22]. While various works have tried focusing on
negatives for improving the performance of Skeleton-SSL
models, augmenting skeleton sequences is more difficult.
Unlike images, skeletons are geometric structures, and de-
vising novel data augmentations to craft new positives is an
interesting but difficult task.

In this work, we address the question of whether we can
hallucinate new positives in the latent space (Fig. 1) for use
in a CL framework. Our approach, which we call HaLP:
Hallucinating Latent Positives has dual benefits; generating
positives in latent space can reduce reliance on hand-crafted
data augmentations. Further, it allows for faster training than
using multiple-view approaches [3, 4], which incur signif-
icant overheads. Recall that, CL trains a model by pulling
two augmented versions of a skeleton sequence close in the
latent space while pushing them far apart from the negatives.
Our key idea in this work is to hallucinate new positives, thus
exploring new parts of the latent space beyond the query and
key to improve the learning process. We introduce two new
components to the CL pipeline. The first extracts prototypes
from the data which succinctly represent the high dimen-
sional latent space using a few key centroids by clustering
on the hypersphere. Next, we introduce a Positive Halluci-
nation (PosHal) module. Naively exploring the latent space
might lead to sub-optimal positives or even negatives. We
overcome this by proposing an objective function to define
hard positives. The intuition is that the similarity of the gen-
erated positives and real positives should be minimized such
that both have identical closest prototypes. Since solving
this optimization problem for each step of training could
be expensive, we propose relaxations that let us derive a
closed-form expression to find the hardest positive along a
particular direction defined by a randomly selected prototype.
The final solution involves a spherical linear interpolation
between the anchor and a randomly selected prototype with
explicit control of hardness of the generated positives.

We experimentally verify the efficacy of HaLLP approach
by experiments on standard benchmark datasets: NTU RGB-
D 60, NTU RGB-D 120, and PKU-MMD II and notice
consistent improvements over state-of-the-art. For example,
on the linear evaluation protocol, we obtain +2.3%, +2.3%,
and +4.5% for cross-subject splits of the NTU-60, NTU-120,
and PKU-II datasets respectively. Using our module with
single-modality training leads to consistent improvements as
well. Our model trained on single modality, obtains results
competitive to a recent approach [37] which uses multiple
modalities during training while being 2.5x faster.

In summary, the following are our main contributions:

1. We propose a new approach, HaLLP which hallucinates
latent positives for use in a skeleton-based CL frame-
work. To the best of our knowledge, we are the first
to analyze the generation of positives for CL in latent-
space.

2. We define an objective function that optimizes for gener-
ating hard positives. To enable fast training, we propose
relaxations to the objective which lets us derive closed-
form solutions. Our approach allows for easy control of
the hardness of the generated positives.

3. We obtain consistent improvements over the state-of-
the-art methods on all benchmark datasets and tasks.
Our approach is easy to use and works in uni-modal and
multi-modal training, bringing benefits in both settings.

2. Related Work

Self-Supervised Learning: Much of the progress in repre-
sentation learning has been in the supervised paradigm. But
owing to huge annotations costs and an abundance of unla-
beled data, pretraining models using self-supervised tech-
niques have received a lot of attention lately. Early works in
computer vision developed pretext tasks such as predicting
rotation [17], solving jigsaw puzzle [41], image coloriza-
tion [59], and temporal order prediction [39] to learn good
features. Contrastive learning [19,20] is one such pretext
task that relies on instance discrimination - the goal is to
classify a set of positives (augmented version of the same
instance) against a set of unrelated negatives which helps the
model learn good features. Recent works have demonstrated
exceptional performance using these techniques in a variety
of domains [23], including images, videos, graphs, text, etc.
SimCLR [6] and MoCo [22] frameworks have been very
popular due to their ease of use and general applicability.
Recently, several non-contrastive learning approaches like
SwAV [3], DINO [4], MAE [2 1] have shown promising per-
formance but CL still offers complementary benefits [30,32].
In this work, we focus on CL objectives which have been
shown to be superior to non-contrastive ones for the task of
skeleton-based SSL [37].

18847



Self-Supervised Skeleton/Pose-based Action Recognition:
Supervised Skeleton-based action recognition has received a
lot of attention due to its wide applicability. Research in this
field has led to new models [13, 54] and learning representa-
tions [10]. Several works have been proposed to explore the
benefits of self-supervision in this space. Some prior works
have used novel pretext tasks to learn representations includ-
ing skeleton colorization [55], displacement prediction [28],
skeleton inpainting [6 1], clustering [47] and Barlow twins-
based learning [58]. Another area of interest has been on
how to best represent the skeletons for self-supervised learn-
ing. Some works have explored better encoders and training
schemes for skeletal sequences like Hierarchical transform-
ers for better spatial hierarchical modeling [9], local-global
mechanism and better handling of multiple persons in the
scene [28] or use of multiple pretext tasks at different lev-
els [8]. Complementary to innovations in the modeling of
skeletons, various works have used ideas from contrastive
learning for self-supervised learning of skeleton represen-
tations [33,37,42,48] and have shown exceptional perfor-
mance. Augmentations are crucial to contrastive learning
and various works [18,48] have studied techniques to aug-
ment skeletal data. Others have explored the use of additional
information during training like multiple skeleton representa-
tions [48], multiple skeleton modalities [33,37], local-global
correspondence and attention [28]. We work with CL, owing
to simplicity and strong representations. We use the same
training protocols and encoders as CMD [37], but show
how our proposed approach can hallucinate latent positives
which can be generated using a very fast plug-and-play mod-
ule. Our approach shows significant improvements on both
single-modality training and multi-modal training.

Role of positives and negatives for CL Prior work has
shown that the use of a large number of negatives [22] and
hard negatives play an important role in contrastive learn-
ing while false negatives impact learning. DCL [ 1] helps
account and correct for false negatives, while HCL [43] also
allows for control of hard negatives. MMCL [44] uses a
max-margin framework to handle hard and false negatives
while [15] uses texture-based negative samples to create
hard negatives. While there has been some focus on generat-
ing better positives for SSL, most approaches only consider
generating better input views or to generate hard negatives.
Mixup [57], Manifold mixup [50], and their variants like
CutMix [56] have been very popular in supervised learning
setups to regularize and augment data. Various approaches
have proposed novel approaches to use these ideas in a self-
supervised setting. M-Mix [60] uses adaptive negative mixup
in the input image space, multi-modal mixup [46] generates
hard negatives by using multimodal information, [45] makes
the model aware of the soft similarity between generated im-
ages to learn robust representations. In contrast, i-mix [31]
creates a virtual label space by training a non-parametric
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Figure 2. Overall approach to hallucinate positives. We work with
a MoCo-based framework. Query and Key encoders represent the
input skeleton sequence in the latent space. The queue is maintained
by using past key features. The PosHal module hallucinates pos-
itives using the anchor and prototypes extracted from the queue.
Positives satisfying the rank filter constraint are retained and used
to calculate the HaLP loss. The model is trained with a weighted
combination of the standard CL loss and HaLLP loss.

classifier. Closely related to our approach is MoCHI [25]
which creates hard negatives for a MoCo-based framework
by mixup of latent space features of positives and nega-
tives. Unlike these works, our focus in this work is to create
positives. Instead of relying on heuristics, we instead pose
generation of hard positives as an optimization problem and
propose relaxation to solve this problem efficiently.

3. Method

In this work, we hallucinate new positives and use them
within a self-supervised learning pipeline to learn better
representations for skeleton-based action recognition. Fig. 2
presents an overview of our training pipeline.

3.1. Preliminaries

Problem setup. We are given a dataset D of unlabeled 3D
skeleton sequences. We wish to learn without labels, an
encoder E' to represent a sequence from this dataset in a
high dimensional space such that the encoder can then later
be adapted to a task where little training data is available.
Specifically, let the skeleton sequence be zz € R3*XFXMxF,
where F' denotes the number of frames in the sequence, M
is the number of joints, P denotes the number of people in
the scene, and the first dimension encodes the coordinates
[X,y,z]. The encoder E takes this sequence and generates
a representation that is used for the downstream task.
Prior work [37, 48] in skeleton-based SSL has worked
with various modalities like bones, joints, and motion,
which are extracted from raw joint coordinates. In contrast,
our approach can be applied to both single-modality and
multi-modality training.

Contrastive learning preliminaries. The key idea in CL
is to maximize the similarity of two views (positives) of a
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skeleton sequence of a video and push it away from features
of other sequences (negatives). The similarities are com-
puted in a high-dimensional representation space. We adopt
the MoCo framework [/, ” ], which has been successfully
applied to various image, video, and skeleton self-supervised
learning tasks. The input skeleton sequence z is first trans-
formed by two different random cascade of augmentations
Ty, Tk € T to generate positives: query =4 and key xy.
MoCo uses separate encoders, query encoder E; and key
encoder E}, to generate L2-normalized representations zq,
zx € RP on the unit hypersphere. While the E, is trained
using backpropagation, E} is updated through a moving
average of weights of Ej. In addition to encoding the posi-
tives, MoCo maintains a queue Q = {2} with 2% € RP.
The queue contains L encoded keys from the most recent
iterations of training. The elements of the queue are used
as negatives in the contrastive learning process. To train the
model, an InfoNCE objective function is used to update the
parameters of E,. The loss function used is given below:

exp(zq zk/T) |
exp(z{;rzk/'r} + Z:T":l exp (z;rz?/'r) D

Loy = —log

where 7 is the temperature hyperparameter. As discussed in
Sec. 2, there has been a lot of work in generating, and finding
hard negatives which help in learning better representations.
Choosing the right augmentations is critical to the learning
process and works in the past have shown that including
multiple views [, /] helps in the learning process. But, these
works craft new positives in the input space which can sig-
nificantly increase the training time due to the additional
forward/backward passes to the encoder.

3.2. Hallucinating Positives

We now present our lightweight module, which can hallu-
cinate new positives in the feature space. This has two-fold
advantages: 1) This can reduce the burden on designing
new data augmentations, 2) Since we hallucinate positives
directly in the feature space, we do not need to backpropa-
gate their gradients to the encoder, thus saving on expensive
forward/backward passes during training. This is especially
amenable to the MoCo framework [ '] where z; does not
have any gradients associated with it. Our newly generated
positives z play the same role as z, except that these are
hallucinated synthetic positives instead of being obtained
through a real skeleton sequence.

Analogous to hard negatives [ 5, ' °, /'], we define hard
positives as samples which lie far from an anchor positive in
latent space but have the same semantics. Thus, we desire
that our hallucinated positives should be diverse with varying
amount of hardness to provide a good training signal. Fur-
ther, they should have a high semantic overlap with the real
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Figure 3. Intuition behind Eq. (2). Our objective function enforces
the constraint that the hallucinated positives and the original anchor
(zx) have the same closest prototype (P:) while minimizing the
similarity to zx. For example, 2% does not satisfy the constraint
while 2 does.

positives. These are two conflicting requirements. Therefore,
it is important to achieve a balance between the difficulty and
similarity to the original positives when generating positive
data points. This will ensure that the generated points remain
valid true positives and do not introduce false positives that
may hinder the training process.

Our key intuition behind generating synthetic positives
is that given the current encoded (anchor) key zx, we can
explore the high dimensional space around it to find locations
that can plausibly be reached by the encoder for closely
related skeleton sequences.

We define P = {Py,---, Py} as N cluster centroids
of the data. Based on our desiderata, we can formulate the
following objective to find hard positives :

* . . *
z* =arg min sim(z, P,
_min, sim(z, P3,) :

st. sim(z, P} ) > sim(z, P),YP € P\ {P} },

where sim() is the cosine similarity, SP—! represents the
unit hypershpere, and P} = arg maxpcp sim(z, P) is the
prototype closest to 2z (our anchor).

Intuitively, we want to generate hard positives which are
far from the anchor but have the same closest prototype as
the anchor. We call the constraint our Rank Filter which is
visualized in Fig. 3.

Note that one could use Riemannian optimization
solvers (e.g., PyManOpt [/"]) to solve this problem. How-
ever, these are iterative and we desire quick solutions as such
optimization needs to be done on every data sample. We
propose simplifications to the above objective in the follow-
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ing subsections towards deriving a computationally cheap
closed-form solution.

3.3. Restricting the search space

In this section, we make some simplifications to the ob-
jective in Eq. (2). First, we define a new positive with the
following equation:

z = proj(zg + d), (3)

where zy, is an anchor view to generate the positive, d € RP
is the step taken, and proj(z’) = 2’/||2’||- The normalization
step ensures that the generated point lies on the unit hyper-
sphere (like z; and z4). To constrain the search space for
the hallucinated positive, we propose to restrict d towards
one of the prototypes P, selected at random. This helps
us relax the search space while moving towards parts of
the space which are occupied by instances from the dataset
which can help generate hard positives. Thus, we restrict the
search space instead of searching for a z (as in Eq. (2)). We
borrow ideas from Manifold Mixup [*/] to define interme-
diate points along the geodesic joining z, and P. Since
we are working with points on the hypersphere, we have the
following search space:

sin(1 —¢)Q sin(#(Q2)
—q kT q fx % @
where ¢ € [0,1],cos Q = Py " 2 and Q € [0, 7]

d(t, Pel, 2) =

We now obtain hard positive using z* = z;, +d(t*, Py, 2,)-
The optimal value ¢* is calculated by the following modified
objective function on the restricted search space.

t* = in sim(z, P} ), where
arg min (2, P3,),
z :Zk+d(t,Psel,Zk) (5)
st. sim(z, Py ) > sim(z, P;), P; € P
While Eq. (5) restricts the search space, this still involves

solving an optimization problem for each point. Next, we
make another simplifying approximation.

3.4. Optimal solutions using pair of prototypes

Instead of solving for the ranking objective during opti-
mization, we solve for the following

t* = arg tler[léj,nl] sim(z, P}, ), where
zZ =z —|—d(t,Pse1,zk) (6)
s.t. sim(z, P} ) > sim(z, Pi1),

This modified objective effectively solves Eq. (5) assum-

ing just two prototypes { Pe1, P}, }. This modification lets
us derive a closed-form solution to this equation.

Algorithm 1 HaLP : Halucinating Latent Positives

Input: zx, =4, Ey, B4, queue @

Output: Ly p

# Extract key and query features

2k, 2q = Ex(zx), Bq(zq)

# Cluster most recent queue elements into N prototypes
P = sphere_cluster(topK(Q))

# Find the closest prototype to key

P} = arg max p{sim(zg, P;)};

# Select a prototype to step towards

Py = random(P)

# Determine how far we can move from key while still
being a member of P},

t* using Eq. (7)

# Control hardness using A

t. ~ uniform(0, A\t*)

# Generate hallucinated positive of z; (Eq. (4))

z;H =z + d(tc, Pse]: Zk)

# Apply rank-filter to discard generated positives not sat-
isfying constraint in Eq. (2)

2H = rank filter(z;H)

# Compute Lyg p using Eq. (8)

return Lyap
sin 2
t*f = — t _— h
Qa:rc an(.«;—i—cosﬂ)’w ere
1- PP @
K

Tz (Pr, — Pua)’

Intuitively, ¢* restricts the part of the geodesic between
zr and P which are good positives. We then generate
the new positives as 27 = 2 + d(t;, P, zx) Where
t, ~ uniform(0, At*) where the fixed scalar A allows us
to control the level of hardness of the generated positives.
PosHal (Fig. 2) uses this strategy to efficiently generate
positives for a given batch. Since our relaxation Eq. (6) con-
siders only two prototypes, the generated positives might not
satisfy the original ranking constraint (Eq. (2)). Thus, we
pass the generated positives through the rank-filter to obtain
the final set of filtered positives (Fig. 2).

3.5. How to obtain prototypes

The prototypes P could intuitively represent various
classes, action attributes, etc. Since we are working with
points on the unit hypersphere, SP~1, we propose to use
k-Means clustering on the hypersphere manifold with the
associated Riemannian metric. Since the queue gets updated
in a first-in-first-out fashion, we use the t opK most recent
elements of the queue to obtain the prototypes. Next, we
calculate the similarities of the zj, to each of the prototypes.
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Table 1. Results on linear evaluation: Our proposed module HalLP
achieves state-of-the-art results and improves the performance on
NTU-60 x-sub dataset by 2.3%, NTU-120 x-sub by 2.3% and PKU-
IT by 4.5%. We also show significant improvements over the single
modality Baseline. Our proposed model is a lightweight module,
with minimal overheads and helps in achieving strong performances
across various datasets.

NTU-60 NTU-120 PKU-II

Method

x-sub x-view x-sub x-set x-sub

Additional training modalities or encoders

ISC[1] 76.3 85.2 67.1 679 36.0
CrosSCLR-B [ ] 713 85.1 67.1 68.6 41.9
CMD [ ] 79.8 8.9 703 715 43.0
HaLP + CMD 82.1 88.6 72.6 73.1 47.5
Training using only joint

LongT GAN [~ 1] 391 48.1 - - 26.0
MS2L[ 7] 52.6 - - - 27.6
P&C[ ] 50.7 76.3 427 417 25.5
AS-CAL[ ] 58.5 64.8 486 492 -
H-Transformer [ '] 69.3 72.8 - - -
SKT[ '] 726 TI1.1 62.6 64.3 -
GL-Transformer [ ']  76.3 83.8 66.0 687 -
SeBiReNet [ 1] - 79.7 - - -
AimCLR [ 7] 743 79.7 - - -
Baseline 78.0 85.5 60.1 69.8 429
HaLP 79.7 86.8 711 722 43.5

3.6. Loss function

The final step in the proposed approach involves using
these generated points to train the model. Note that these
generated points do not have any gradient through them since
in Eq. (3), both z;, and d are detached from the computational
graph. Thus, we use the generated points as hallucinated
keys in the MoCo framework. We train our models using the
following weighted loss

Liotat = LcL + pLyap where
1 Giltered (8)

Z quz;'f/r
i

where Giiered is the number of filtered positives. Algorithm 1
summarizes our entire approach.

Ligap = —
Giiltered

4. Experiments
4.1. Datasets:

NTU RGB+D 60: NTU-60 is a large-scale action recogni-
tion dataset consisting of 56880 action sequences belonging
to 60 categories performed by 40 subjects. The dataset con-
sists of multiple captured modalities, including appearance,
depth and Kinect-v2 captured skeletons. Following prior
work in skeleton-based action recognition, we only work
with the skeleton sequences. These sequences consist of 3D
coordinates of 25 skeleton joints. The dataset is used with

two protocols: Cross-subject: where half of the subjects are
present in the training and the rest for the test; Cross-View
where two of the camera’s views are used for training and
the rest for the test.

NTU RGB+D 120: This dataset was collected as an
extension of the NTU RGB+D 60 dataset. This dataset
extends the number of actions from 60 to 120, and the
number of subjects from 40 to 10 and includes a total of
32 camera setups with varying distances and backgrounds.
The dataset contains 114480 sequences. In addition to a
Cross-Subject protocol, The dataset proposes a cross-setup
protocol as a replacement for cross-view to account for
changes in camera distance, views, and backgrounds.

PKU MMD - II: is a benchmark multi-modal 3D human
action understanding dataset. Following prior works,
we work with the phase 2 dataset which is made quite
challenging due to large view variations. Like NTU-60/120,
we work with the Kinect-v2 captured sequences provided
with the dataset. We use the cross-subject protocol, which
has 5332 sequences for the train and 1613 for the test set.

4.2. Implementation details

Encoder models E': For a fair comparison with recent state-
of-the-art [ '], we make use of a Bidirectional GRU-based
encoder. Precisely, it consists of 3D bidirectional recurrent
layers with a hidden dimension of 1024. The encoder is
followed by a projection layer, and L2 normalized features
from the projection layer are used for self-supervised
pre-training. As is common in self-supervised learning,
pre-MLP features are used for the downstream task. Authors
in [ '] have shown the benefit of a BIGRU encoder over
graph convolutional networks or transformer-based models.
We use the same preprocessing steps as prior work where a
maximum of two actors are encoded in the sequence, and
inputs corresponding to the non-existing actor are set to
zero. Inputs to the model are temporally resized to 64 frames.

Baseline: For a fair comparison with prior works using
a single modality during training, we also compare our
approach to ‘baseline’. This essentially implements a
single modality, vanilla MoCo using CMD [ ] framework
without the cross-modal distillation loss [ ] or the
hallucinated positives. This baseline demonstrates the
benefit of CL for this problem using the joint modality alone.

Multimodal training: Our plug-and-play approach is not
dependent on the modalities used during training. Unless
otherwise specified, we use a single modality (Joint) during
training. For multi-modality training experiments, we use
the CMD [ ] framework and hallucinate per-modality
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positives. We call this approach HaLP + CMD. Note
that using cross-modal positives could lead to further
improvements, but we leave this extension to future work to
keep our approach general.

We follow the same pre-training hyperparameters as
ISC [37, 48]. The models are trained with SGD with a
momentum of 0.9 and weight decay of 0.0001. We use a
batch size of 64 and a learning rate of 0.01. Models are
pretrained for 450 and 1000 epochs on NTU-60/120 and
PKU, respectively. The queue size used is 16384. We use
the same skeleton augmentations as ISC and CMD. These
include pose jittering, shear augmentation and temporal
random resize crop.

HaLP specific implementation details: We generate 100
positives per anchor. We use Geomstats [1] for k-Means
clustering on the hypersphere with a tolerance of 1E-3 and
initial step size of 1.0. The prototypes are updated every five
iterations. 256 (K) most recent values of the queue were
used to cluster. A = 0.8 is used for all experiments. We
use p = 0 for the first 200 epochs and . = 1 for the rest.
Wandb [2] was used for experiment tracking.

Evaluation protocols: We evaluate the models on three stan-
dard downstream tasks: Linear evaluation, KNN evaluation
and transfer learning. In Sec. 4.3 we describe the protocols
followed by our results. Additional implementation details
and experiments are present in the supplementary material.

4.3. Comparison with state-of-the-art

Linear Evaluation: Here, we freeze the self-supervised
pre-trained encoder and attach an MLP classifier head to
it. The model is then trained with labels on the dataset. We
pretrain our model on the NTU-60, NTU-120 and PKU-II
datasets. We present our results in Table 1. We see that
in both uni-modal and multi-modal training our approach
outperforms the state-of-the-art on this protocol which
shows that our approach learns better features. Further,
it is interesting to see that apart from outperforming all
single modality baselines, training using HalLP on a single
modality even shows competitive performance to models
trained using multiple modalities.

kNN Evaluation: This is a hyperparameter-free & training-
free evaluation protocol which directly uses the pre-trained
encoder and applies a k-Nearest Neighbor classifier
(k=1) to the learned features of the training samples. We
present our results using this protocol in Table 2. We
again see considerable improvements on the various task
settings showing that our approach works better even in a
hyperparameter-free evaluation setting.

Table 2. kNN evaluation: In addition to linear probing, we also show
improved performances on kNN evaluation. Similar to linear prob-
ing our proposed module HaLP leads to significant performance
improvements on both NTU-60 and NTU-120 datasets compared to
the single-modality baseline. Using our approach with CMD [37]
leads to further gains over state-of-the-art.

NTU-60 NTU-120

Method

x-sub  X-view Xx-sub  x-set

Additional training modalities or encoders

ISC [48] 62.5 82.6 50.6 523
CrosSCLR-B 66.1 81.3 525 549
CMD 70.6 854 583 609
HaLP+CMD 71.0 86.4 594 619

Additional training modalities or encoders
LongT GAN [61]  39.1 48.1 31.5 355

P&C [47] 50.7 76.3 395 418
Baseline 63.6 82.8 517 553
HaLP 65.8 83.6 55.8 59.0

Table 3. NTU to PKU transfer: We adapt NTU pretrained models
to the PKU-II dataset. We observe that our model improves in the
transfer learning setup as well.

Method To PKU-II
NTU-60 NTU-120
Additional training modalities or encoders
ISC [48] 51.1 523
CrosSCLR-B 54.0 52.8
CMD 56.0 57.0
HaLP + CMD 56.6 57.3
Training using only joint
LongT GAN [61] 44.8 -
MS?L [36] 45.8 -
Baseline 53.3 53.4
HaLP 54.8 55.4

NTU to PKU transfer: Here, we evaluate whether the pre-
trained models trained on NTU can be used to transfer to
PKU, which has much less training data. A classifier MLP
is attached to an NTU pre-trained encoder, and the entire
model is finetuned with labels on the PKU dataset. In Table 3,
we see that our approach improves over the state-of-the-art,
showing more transferable features.

4.4. Analyses and ablations

Next, we present ablation analyses on our models. In
this section, we work with the single-modality training of
HaLP for NTU-60 Cross Subject split unless otherwise
mentioned. Models for these experiments are pre-trained
on NTU-60 using the cross-subject protocol, and results for

18852



Table 4. Computational overhead: Our proposed module HaLP is
lightweight and results in very small computational overheads and
can potentially be added to any contrastive learning method.

Table 6. Effect of varying the number of prototypes (N) to be
extracted. We observe that using 20 prototypes for NTU-60 leads
to optimal performance.

Method Time/epoch  Train GPU memory NTU-60 x-sub
Baseline 1x 1x 78.0
HaLP 1.13x 1x 79.7
CMD 3x 1.94x 79.8
HaLP+CMD 3.32x 1.94x 82.1

Table 5. Effect of changing A, which controls the maximum hard-
ness of generated points. We find that that using a large value of A
(harder positives) shows better performance.

A= 1 08 06 04 02
NTU-60 x-sub 79.7 79.7 79.6 79.6 79.5

linear evaluation are presented.

Training time and Memory requirements: While our
approach involves clustering on the hypersphere manifold,
we empirically show that our approach incurs only marginal
overheads compared to the baseline (Table 4). We see that
HaLP, has performance comparable to CMD while incurring
much less training memory and training time penalty, which
makes use of multiple modalities during training. Further,
HalLP+CMD is comparable to CMD in training time and
memory requirements but outperforms CMD [37]. Note that
since our technique modifies the loss, the inference pipeline
remains exactly the same as the baseline, and we run at 1x
the time of the baseline.

Can query-key be used to hallucinate positives? One
potentially simple way to generate positives would be to
interpolate between z; and z, along the geodesic joining
them. We observe that this approach does not improve over
the baseline and has a performance of 77.92%. This shows
that naively selecting directions to explore may not lead to
better training.

Ablation on A: Recollect that in Sec. 3.4, we choose
t. ~ uniform(0, At*). The value of A effectively controls
the maximum hardness of the generated positives. In Table 5,
we modify A, and observe that a value of 1.0 and 0.8 works
well. We found that the A = 0.8 works consistently well
across all datasets and use it for all our experiments. Instead
of generating positives with a range of hardness, one could
also just use the positive defined by ¢. = t*. We find this
is suboptimal (79.4%). Thus, the use of only the hardest
positives is not very effective.

How many prototypes to use? In our approach, prototypes
P are obtained using a k-Means clustering algorithm on

# Prototypes (N) — 10 20 40 60
NTU-60 x-sub 79.5 79.7 79.5 795

the hypersphere manifold. Hallucinated latent positives are
obtained by stepping along a randomly chosen prototype. In
this experiment, we vary the number of clusters and their
effect on the performance. In Table 6, we see that using 20
prototypes is optimal for NTU-60 dataset.

Which anchor to use? : In our work, we choose z;, as the
anchor used to hallucinate positives. An alternative could be
to use z, instead. We found that this does not improve over
the baseline and has linear evaluation performance of 77.9%.
This might be due to the nature of the loss since it compares
the similarity of the generated positive to z, which might
lead to trivial training signals. Based on this observation, we
use 2z as an anchor for our experiments.

Supplementary material: Additional experiments and anal-
yses including semi-supervised learning, multi-modal ensem-
bles, the effect of top-K, HaLLP applied to other frameworks
and tasks, additional results using multi-modal training, and
alternate variants are provided in the supplementary material.

5. Conclusion

We present an approach to hallucinate positives in the
latent space for self-supervised representation learning of
skeleton sequences. We define an objective function to gen-
erate hard latent positives. On-the-fly generation of positives
requires that the process is fast and introduces minimal over-
heads. To that end, we propose relaxations to the original
objective and derive closed-form solutions for the hard posi-
tive. The generated positives with varying amounts of hard-
ness are then used within a contrastive learning framework.
Our approach offers a fast alternative to hand-crafting new
augmentations. We show that our approach leads to state-
of-the-art performance on various standard benchmarks in
self-supervised skeleton representation learning.
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