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AbstractÐConsider a secret sharing model where a dealer
shares a secret with several participants through a Gaussian
broadcast channel such that predefined subsets of participants
can reconstruct the secret and all other subsets of participants
cannot learn any information about the secret. Our first contri-
bution is to show that, in the asymptotic blocklength regime, it
is optimal to consider coding schemes that rely on two coding
layers, namely, a reliability layer and a secrecy layer, where the
reliability layer is a channel code for a compound channel without
any security constraint. Our second contribution is to design such
a two-layer coding scheme at short blocklength. Specifically, we
design the reliability layer via an autoencoder, and implement the
secrecy layer with hash functions. To evaluate the performance
of our coding scheme, we empirically evaluate the probability of
error and information leakage, which is defined as the mutual
information between the secret and the unauthorized sets of
users channel outputs. We empirically evaluate this informa-
tion leakage via a neural network-based mutual information
estimator. Our simulation results demonstrate a precise control
of the probability of error and leakage thanks to the two-layer
coding design.

I. INTRODUCTION

[1] and [2] pioneered the secret sharing model where a

dealer distributes a secret among a set of participants with

the requirement that only pre-defined sets of participants

can recover the secret, while any other sets of colluding

participants cannot learn any information about the secret. In

such traditional secret sharing models (we refer to [3] for

an excellent literature review of the subject), it is assumed

that the dealer and each participant can communicate over an

individual and perfectly secure channel at no cost. Later, with

the goal to avoid this assumption, noisy resources aided secret

sharing schemes have been studied for channel models [4] and

source models [5]±[9], where no secure communication links

are available between the dealer and the participants.

In this paper, we consider the same secret sharing model

as in [4] where noisy resources, in the form of a Gaussian

channel, are available between the dealer and participants.

Specifically, the dealer can communicate with the participants

over a Gaussian broadcast channel where each participant

observes scalar Gaussian channel outputs. The dealer transmits

a secret message by encoding it into a codeword, which is then

sent over n uses of the channel and yields the channel output

observations at the participants. In this setting, a reliability

This work was supported in part by NSF grant CCF-2047913.

constraint ensures that any subset of participants with size t

is able to recover the secret from their vector of t channel

outputs, and a security constraint ensures that any subset of

participants with size z < t cannot learn any information

about the secret from their vector of z channel outputs. These

two constraints define a threshold access structure similar to

traditional secret sharing models as in [1], [2], [10], [11].

A. Contributions

1) Optimal coding scheme design in the asymptotic regime:

The secret sharing capacity has been established in [4] with a

random coding argument that jointly considers the reliability

and secrecy constraints. One of our contributions is to show

that it is optimal to consider coding schemes that rely on

two coding layers, namely, a reliability layer and a secrecy

layer, to achieve the secret sharing capacity. Specifically, the

secrecy layer can be implemented with hash functions, and the

reliability layer can be implemented with a channel code for

a compound channel without any security constraint.

The main insights and benefits of our result are (a) a

modular approach that allows a simplified code design, for

instance, if only one of the two layers need to be (re)designed,

(b) a code design that offers a universal way of dealing with

the secrecy constraint via hash functions, which is useful to

ensure security against multiple subsets of colluding users that

are associated with different channel statistics, (c) guidelines

for a simplified code design at finite blocklength as discussed

in Section I-A2.

2) Coding scheme design at finite blocklength: Following

the two-layer coding approach described above, we design se-

cret sharing schemes at finite blocklength. Specifically, we use

a neural network-based autoencoder to design the reliability

layer, and hash functions to design the security layer.

To evaluate the performance of our constructed code, we

empirically evaluate the probability of error and estimate the

information leakage for blocklengths n at most 20. Specifi-

cally, the information leakage is defined as the mutual infor-

mation between the secret and the channel output observations

for unauthorized sets of users. We evaluate the information

leakage by using the mutual information neural estimator

(MINE) from [12]. Our simulation results demonstrate a

precise control of the probability of error and leakage thanks

to the two separate coding layers.
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B. Related works

1) Prior related works on compound wiretap channels:

Theoretical and non-constructive results: The compound wire-

tap channel [13], [14] is a generalization of Wyner’s wiretap

channel [15] to the case of multiple unknown channel states,

where secure and reliable communication needs to be guaran-

teed regardless of the channel state. The connection between

compound wiretap channels and secret sharing over noisy

channels has been established in [4] by remarking that, similar

to compound settings, an access structure for secret sharing

yields multiple security constraints and multiple reliability

constraints that must be ensured simultaneously. While the

capacity for the secret sharing model we consider has been

established in [4], one of our contributions (see Section I-A1)

is to show the optimality of a two-layer coding scheme design.

Results on code constructions: Explicit compound wiretap

codes have been proposed for discrete memoryless channels

for the asymptotic blocklength regime in [16]. Finite-length

code constructions for scalar Gaussian compound channels

have been studied in [17]. In contrast, in this paper, one of our

contributions (see Section I-A2) is to not only design finite-

length compound wiretap codes but to also consider vector

Gaussian channel observations, which is needed in the context

of the secret sharing problem we consider.

2) Prior related works on wiretap channels: While several

wiretap code designs have been proposed for various chan-

nel models under non-information-theoretic security metrics,

e.g., [18]±[25], we focus our discussion on works that, similar

to our work, consider an information-theoretic security metric.

Results for the asymptotic blocklength regime: A coding

strategy that separately handles the reliability and secrecy

constraints with two separate coding layers has previously

been used for the discrete wiretap channels in [26], [27], and

the Gaussian wiretap channel in [28]. The above references

consider the asymptotic blocklength regime. One of our con-

tributions (see Section I-A1) is to not only generalize the result

in [28] to a compound setting, but also to generalize it to

vector, rather than scalar, Gaussian channel outputs.

Related code constructions in the non-asymptotic regime:

Coding scheme designs based on feed-forward neural network

autoencoders have also been proposed in [29], where the

security and reliability constraints are handled jointly, and

in [30], where the security and reliability constraints are

handled separately. As discussed in Section I-A2, one of

our contributions is to design a short blocklength coding

scheme that, unlike the above references, handles (a) multiple

reliability constraints and multiple security constraints simul-

taneously, i.e., a compound model, and (b) vector Gaussian

channel outputs.

C. Organization of the paper

The remainder of the paper is organized as follows. The

problem statement is provided in Section II. The main results

are provided in Section III. A capacity-achieving two-layer

coding scheme in the asymptotic regime is provided in Sec-

tion IV, its analysis is omitted due to space constraints. In

Section V, a finite blocklength implementation of the coding

scheme of Section IV is proposed using a deep learning

approach. Finally, Section VI provides concluding remarks.

II. PROBLEM STATEMENT

Notation: For a, b ∈ R, define [a] ≜ [1, ⌈a⌉] ∩ N, Ja, bK ≜

[⌊a⌋, ⌈b⌉]∩N. The components of a vector Xn of length n ∈ N

are denoted with subscripts, i.e., Xn ≜ (X1, X2, . . . , Xn). ∥.∥
denotes the Euclidean norm and ∥.∥1 denotes the L1 norm.

Consider a dealer and J participants indexed in J ≜ [J ].
We assume that the dealer can communicate with the partici-

pants over a Gaussian broadcast channel defined as

Y n
j ≜ Xn +Nn

j , ∀j ∈ J , (1)

where Xn is the signal transmitted by the dealer with the

power constraint 1
n

∑n
i=1X

2
i ≤ P , Y n

j is the channel obser-

vation at Participant j ∈ J , j ∈ J , and Nn
j is a random vector

of length n with components independent and identically

distributed according to a zero-mean Gaussian random variable

with variance σ2
j . The noise vectors Nn

j , j ∈ J , are assumed

independent.

For t ∈ [J ], the set of authorized sets of users is defined

as At ≜ {A ⊆ J : |A| ≥ t}, and, for z ∈ [t − 1], the set of

unauthorized sets of users is defined as Uz ≜ {U ⊆ J : |U| ≤
z}. The parameters t and z are chosen by the system designer.

In the following, for any U ∈ Uz and A ∈ At, we use the

notation Y n
U ≜ (Y n

j )j∈U , Nn
U ≜ (Nn

j )j∈U , Y n
A ≜ (Y n

j )j∈A,

and Nn
A ≜ (Nn

j )j∈A such that

Y n
A ≜1tX

n +Nn
A, A ∈ At, (2)

Y n
U ≜1zX

n +Nn
U , U ∈ Uz, (3)

where 1t and 1z are all-ones column vectors of size t and z,

respectively, and the covariance matrices of NA and NU are

ΣA ≜ diag((σ2
j )j∈A) and ΣU ≜ diag((σ2

j )j∈U ), respectively.

Definition 1. A (2nRs , t, z, n) secret sharing strategy con-

sists of

• A secret S uniformly distributed over S ≜ [2nRs ];
• An encoding function f : S → R

n;

• A decoding function gA : Rnt → S for each set A ∈ At;

and operates as follows:

1) The dealer encodes the secret S ∈ S as Xn;

2) The dealer sends Xn over the channel and Participant

j ∈ J observes Y n
j ;

3) Any subset of participants A ∈ At can form an estimate

of S as Ŝ(A) ≜ gA(Y
n
A ).

Definition 2. A secret sharing rate Rs is achievable if there

exists a sequence of (2nRs , t, z, n) secret sharing strategies

such that

lim
n→+∞

max
A∈At

P[Ŝ(A) ̸= S] = 0, (Reliability) (4)

lim
n→+∞

max
U∈Uz

I(S;Y n
U ) = 0. (Security) (5)

(4) means that any subset of at least t participants is able to

recover the secret, and (5) means that any subset of at most
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z participants cannot learn any information about the secret.

The secret sharing capacity Cs is defined as the supremum of

all achievable secret sharing rates.

Note that when the secret sharing capacity is positive, the

length of each share always scales linearly with the size of

the secret, since, by definition, the size of the secret is linear

with the number of channel observations n.

Theorem 1 (Adapted from [4]). The secret sharing capacity

is given by

Cs =
1

2
min
A∈At

min
U∈Uz

log
1 +

∑

l∈A
P
σ2

l

1 +
∑

l∈U
P
σ2

l

.

III. MAIN RESULTS

A. Asymptotic optimality of two-layer coding scheme

We first introduce two-layer coding schemes in Definition 3.

<latexit sha1_base64="dZWn4BlzgvcpToTSEjn7w6ckbhg=">AAAB9XicbVA9TwJBEN3DL8Qv1NJmIzGxIncUSkliY4lRwAROsrfMwYa9vcvunOZC+B82Fhpj63+x89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFtfWNzq7hd2tnd2z8oHx61TZxqDi0ey1jfB8yAFApaKFDCfaKBRYGETjC+mvmdR9BGxOoOswT8iA2VCAVnaKWHW+CpFphRyTLQ/XLFrbpz0FXi5aRCcjT75a/eIOZpBAq5ZMZ0PTdBf8I0Ci5hWuqlBhLGx2wIXUsVi8D4k/nVU3pmlQENY21LIZ2rvycmLDImiwLbGTEcmWVvJv7ndVMM6/5EqCRFUHyxKEwlxZjOIqADoYGjzCxh3H4vOOUjphlHG1TJhuAtv7xK2rWqd1Gt3dQqjXoeR5GckFNyTjxySRrkmjRJi3CiyTN5JW/Ok/PivDsfi9aCk88ckz9wPn8AqXeSlg==</latexit>

Security layer

<latexit sha1_base64="9umXEpcm83e5MZ3c+FqBkGZMZ78=">AAAB+nicbVC7TgJBFJ3FF+Jr0dJmIjGxIrsUSkliY4lGHglsyOxwgQmzj8zc1WxWPsXGQmNs/RI7/8YBtlDwJJOcnHNP7p3jx1JodJxvq7CxubW9U9wt7e0fHB7Z5eO2jhLFocUjGamuzzRIEUILBUroxgpY4Evo+NPrud95AKVFFN5jGoMXsHEoRoIzNNLALt+ZKPOFFJhSyVJQA7viVJ0F6Dpxc1IhOZoD+6s/jHgSQIhcMq17rhOjlzGFgkuYlfqJhpjxKRtDz9CQBaC9bHH6jJ4bZUhHkTIvRLpQfycyFmidBr6ZDBhO9Ko3F//zegmO6l4mwjhBCPly0SiRFCM674EOhQKOMjWEcSXMrZRPmGIcTVslU4K7+uV10q5V3ctq7bZWadTzOorklJyRC+KSK9IgN6RJWoSTR/JMXsmb9WS9WO/Wx3K0YOWZE/IH1ucPWUeUBw==</latexit>

Reliability layer

(a) Encoder

<latexit sha1_base64="qKMLi903tpyTW4JpX/VBKOinhTg=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBahXkpSD3osiuCxgq2FNJTNZtIu3eyG3Y1QQn+GFw+KePXXePPfuG1z0NYHA4/3ZpiZF6acaeO6305pbX1jc6u8XdnZ3ds/qB4edbXMFIUOlVyqXkg0cCagY5jh0EsVkCTk8BiOb2b+4xMozaR4MJMUgoQMBYsZJcZKfp2c41tBZQRqUK25DXcOvEq8gtRQgfag+tWPJM0SEIZyorXvuakJcqIMoxymlX6mISV0TIbgWypIAjrI5ydP8ZlVIhxLZUsYPFd/T+Qk0XqShLYzIWakl72Z+J/nZya+CnIm0syAoItFccaxkXj2P46YAmr4xBJCFbO3YjoiilBjU6rYELzll1dJt9nwLhrN+2atdV3EUUYn6BTVkYcuUQvdoTbqIIokekav6M0xzovz7nwsWktOMXOM/sD5/AEa5ZB8</latexit>

(b) Decoder

<latexit sha1_base64="UlVsCkiap0iLDsZ7HYCmuC9Uti8=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBahXkpSD3os6sFjBVsLaSibzaRdutkNuxuhhP4MLx4U8eqv8ea/cdvmoK0PBh7vzTAzL0w508Z1v53S2vrG5lZ5u7Kzu7d/UD086mqZKQodKrlUvZBo4ExAxzDDoZcqIEnI4TEc38z8xydQmknxYCYpBAkZChYzSoyV/Hp4jm+BygjUoFpzG+4ceJV4BamhAu1B9asfSZolIAzlRGvfc1MT5EQZRjlMK/1MQ0romAzBt1SQBHSQz0+e4jOrRDiWypYweK7+nshJovUkCW1nQsxIL3sz8T/Pz0x8FeRMpJkBQReL4oxjI/HsfxwxBdTwiSWEKmZvxXREFKHGplSxIXjLL6+SbrPhXTSa981a67qIo4xO0CmqIw9doha6Q23UQRRJ9Ixe0ZtjnBfn3flYtJacYuYY/YHz+QMNF5Bz</latexit>

V

<latexit sha1_base64="a8T3msp8nwVXNiPmurKDF3nG9ew=">AAAB6HicbVA9SwNBEJ2LXzF+RS1tFoNgFe6ioIVFwMYyARMDyRH2NnPJmr29Y3dPCEd+gY2FIrb+JDv/jZvkCk18MPB4b4aZeUEiuDau++0U1tY3NreK26Wd3b39g/LhUVvHqWLYYrGIVSegGgWX2DLcCOwkCmkUCHwIxrcz/+EJleaxvDeTBP2IDiUPOaPGSs12v1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7olJxZZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jUZcIXMiIkllClubyVsRBVlxmZTsiF4yy+vknat6l1Ua83LSv0mj6MIJ3AK5+DBFdThDhrQAgYIz/AKb86j8+K8Ox+L1oKTzxzDHzifP7IxjNg=</latexit>

φ

<latexit sha1_base64="TKSSvjGp44E4/E2DuvY0fqnx6wU=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lqQQ8eCl48VrAf0Iay2W6apbubsLsRSuhf8OJBEa/+IW/+GzdtDtr6YODx3gwz84KEM21c99spbWxube+Udyt7+weHR9Xjk66OU0Voh8Q8Vv0Aa8qZpB3DDKf9RFEsAk57wfQu93tPVGkWy0czS6gv8ESykBFscmmYRGxUrbl1dwG0TryC1KBAe1T9Go5jkgoqDeFY64HnJsbPsDKMcDqvDFNNE0ymeEIHlkosqPazxa1zdGGVMQpjZUsatFB/T2RYaD0Tge0U2ER61cvF/7xBasIbP2MySQ2VZLkoTDkyMcofR2OmKDF8ZgkmitlbEYmwwsTYeCo2BG/15XXSbdS9q3rjoVlr3RZxlOEMzuESPLiGFtxDGzpAIIJneIU3RzgvzrvzsWwtOcXMKfyB8/kDEwiOPQ==</latexit>

ψ

<latexit sha1_base64="Tlkb7fQuVDsRwn7r2ZNVrZCmXiI=">AAAB63icbVBNSwMxEJ31s9avqkcvwSJ4KrtV0IOHghePFewHtEvJptk2NMmGJCuUpX/BiwdFvPqHvPlvzLZ70NYHA4/3ZpiZFynOjPX9b29tfWNza7u0U97d2z84rBwdt02SakJbJOGJ7kbYUM4kbVlmOe0qTbGIOO1Ek7vc7zxRbVgiH+1U0VDgkWQxI9jmUl8ZNqhU/Zo/B1olQUGqUKA5qHz1hwlJBZWWcGxML/CVDTOsLSOczsr91FCFyQSPaM9RiQU1YTa/dYbOnTJEcaJdSYvm6u+JDAtjpiJynQLbsVn2cvE/r5fa+CbMmFSppZIsFsUpRzZB+eNoyDQllk8dwUQzdysiY6wxsS6esgshWH55lbTrteCyVn+4qjZuizhKcApncAEBXEMD7qEJLSAwhmd4hTdPeC/eu/exaF3zipkT+APv8wcjv45I</latexit>

e0

<latexit sha1_base64="/poWneKlGGjYUzyEZyoqBVZRZDk=">AAAB6nicdVDLSsNAFJ3UV62vqks3g0VwFSZpaCu4KLhxWdE+oA1lMp20QyeTMDMRSugnuHGhiFu/yJ1/46StoKIHLhzOuZd77wkSzpRG6MMqrK1vbG4Vt0s7u3v7B+XDo46KU0lom8Q8lr0AK8qZoG3NNKe9RFIcBZx2g+lV7nfvqVQsFnd6llA/wmPBQkawNtItHaJhuYLsi0bN9WoQ2QjVHdfJiVv3qh50jJKjAlZoDcvvg1FM0ogKTThWqu+gRPsZlpoRTuelQapogskUj2nfUIEjqvxsceocnhllBMNYmhIaLtTvExmOlJpFgemMsJ6o314u/uX1Ux02/IyJJNVUkOWiMOVQxzD/G46YpETzmSGYSGZuhWSCJSbapFMyIXx9Cv8nHdd2qrZ741Wal6s4iuAEnIJz4IA6aIJr0AJtQMAYPIAn8Gxx69F6sV6XrQVrNXMMfsB6+wRMyY3M</latexit>

d0

<latexit sha1_base64="GeJ3xOMU3W7anly7Jq9j9vWAaz4=">AAAB6nicdVDLSsNAFJ3UV62vqks3g0VwFSZpaCu4KLhxWdE+oA1lMpm2QyeTMDMRSugnuHGhiFu/yJ1/46StoKIHLhzOuZd77wkSzpRG6MMqrK1vbG4Vt0s7u3v7B+XDo46KU0lom8Q8lr0AK8qZoG3NNKe9RFIcBZx2g+lV7nfvqVQsFnd6llA/wmPBRoxgbaTbcIiG5QqyLxo116tBZCNUd1wnJ27dq3rQMUqOClihNSy/D8KYpBEVmnCsVN9BifYzLDUjnM5Lg1TRBJMpHtO+oQJHVPnZ4tQ5PDNKCEexNCU0XKjfJzIcKTWLAtMZYT1Rv71c/Mvrp3rU8DMmklRTQZaLRimHOob53zBkkhLNZ4ZgIpm5FZIJlphok07JhPD1KfyfdFzbqdrujVdpXq7iKIITcArOgQPqoAmuQQu0AQFj8ACewLPFrUfrxXpdthas1cwx+AHr7RNLQ43L</latexit>

S

<latexit sha1_base64="CELy7kdcVpgel8Z3ZidPg/tEf24=">AAAB6HicbVA9SwNBEJ2LXzF+RS1tFoNgFe6ioIVFwMYyQfMByRH2NnPJmr29Y3dPCCG/wMZCEVt/kp3/xk1yhSY+GHi8N8PMvCARXBvX/XZya+sbm1v57cLO7t7+QfHwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e3Mbz2h0jyWD2acoB/RgeQhZ9RYqX7fK5bcsjsHWSVeRkqQodYrfnX7MUsjlIYJqnXHcxPjT6gynAmcFrqpxoSyER1gx1JJI9T+ZH7olJxZpU/CWNmShszV3xMTGmk9jgLbGVEz1MveTPzP66QmvPYnXCapQckWi8JUEBOT2dekzxUyI8aWUKa4vZWwIVWUGZtNwYbgLb+8SpqVsndRrtQvS9WbLI48nMApnIMHV1CFO6hBAxggPMMrvDmPzovz7nwsWnNONnMMf+B8/gCtpYzV</latexit>

X
n

<latexit sha1_base64="3BesG17bzn23LC3kh2rxTWwHQlc=">AAAB6nicbVA9SwNBEJ3zM8avqKXNYhCswl0UtLAI2FhGNB+QnGFvs5cs2ds7dueEcOQn2FgoYusvsvPfuEmu0MQHA4/3ZpiZFyRSGHTdb2dldW19Y7OwVdze2d3bLx0cNk2casYbLJaxbgfUcCkUb6BAyduJ5jQKJG8Fo5up33ri2ohYPeA44X5EB0qEglG00n37UfVKZbfizkCWiZeTMuSo90pf3X7M0ogrZJIa0/HcBP2MahRM8kmxmxqeUDaiA96xVNGIGz+bnTohp1bpkzDWthSSmfp7IqORMeMosJ0RxaFZ9Kbif14nxfDKz4RKUuSKzReFqSQYk+nfpC80ZyjHllCmhb2VsCHVlKFNp2hD8BZfXibNasU7r1TvLsq16zyOAhzDCZyBB5dQg1uoQwMYDOAZXuHNkc6L8+58zFtXnHzmCP7A+fwBNV+Nug==</latexit>

V̂

<latexit sha1_base64="dx2BH6Z87H1q+Se/F2EjDGeEzuI=">AAAB7nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5iQAuLgI1lBPMByRH2NnvJkr29Y3dOCEd+hI2FIrb+Hjv/jZvkCk18MPB4b4aZeUEihUHX/XYKG5tb2zvF3dLe/sHhUfn4pG3iVDPeYrGMdTeghkuheAsFSt5NNKdRIHknmNzN/c4T10bE6hGnCfcjOlIiFIyilTr9McWsPRuUK27VXYCsEy8nFcjRHJS/+sOYpRFXyCQ1pue5CfoZ1SiY5LNSPzU8oWxCR7xnqaIRN362OHdGLqwyJGGsbSkkC/X3REYjY6ZRYDsjimOz6s3F/7xeiuGNnwmVpMgVWy4KU0kwJvPfyVBozlBOLaFMC3srYWOqKUObUMmG4K2+vE7atap3Va091CuN2zyOIpzBOVyCB9fQgHtoQgsYTOAZXuHNSZwX5935WLYWnHzmFP7A+fwBfBKPpQ==</latexit>

Ŝ

<latexit sha1_base64="NZggDnzEDG0PSsApLnpU6acWpBE=">AAAB7nicbVA9SwNBEJ2LXzF+RS1tFoNgFe6ioIVFwMYyovmA5Ah7m71kyd7esTsnhCM/wsZCEVt/j53/xk1yhSY+GHi8N8PMvCCRwqDrfjuFtfWNza3idmlnd2//oHx41DJxqhlvsljGuhNQw6VQvIkCJe8kmtMokLwdjG9nfvuJayNi9YiThPsRHSoRCkbRSu3eiGL2MO2XK27VnYOsEi8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5NNSLzU8oWxMh7xrqaIRN342P3dKzqwyIGGsbSkkc/X3REYjYyZRYDsjiiOz7M3E/7xuiuG1nwmVpMgVWywKU0kwJrPfyUBozlBOLKFMC3srYSOqKUObUMmG4C2/vEpatap3Ua3dX1bqN3kcRTiBUzgHD66gDnfQgCYwGMMzvMKbkzgvzrvzsWgtOPnMMfyB8/kDd4OPog==</latexit>

Y
n

1

<latexit sha1_base64="IligYFtissUH2uwdLzjF1Knq3q4=">AAAB7HicbVA9SwNBEJ3zM8avqKXNYhCswl0UtLAI2FhG8JJIcoa9zV6yZG/v2J0TQshvsLFQxNYfZOe/cZNcoYkPBh7vzTAzL0ylMOi6387K6tr6xmZhq7i9s7u3Xzo4bJgk04z7LJGJboXUcCkU91Gg5K1UcxqHkjfD4c3Ubz5xbUSi7nGU8iCmfSUiwShayX/oeo+qWyq7FXcGsky8nJQhR71b+ur0EpbFXCGT1Ji256YYjKlGwSSfFDuZ4SllQ9rnbUsVjbkJxrNjJ+TUKj0SJdqWQjJTf0+MaWzMKA5tZ0xxYBa9qfif184wugrGQqUZcsXmi6JMEkzI9HPSE5ozlCNLKNPC3krYgGrK0OZTtCF4iy8vk0a14p1XqncX5dp1HkcBjuEEzsCDS6jBLdTBBwYCnuEV3hzlvDjvzse8dcXJZ47gD5zPH103jl8=</latexit>

Y
n

2

<latexit sha1_base64="YF89bnGQoCPhNJ5aQAemV6ByIW4=">AAAB7HicbVA9SwNBEJ3zM8avqKXNYhCswl0UtLAI2FhG8JJIcoa9zSRZsrd37O4J4chvsLFQxNYfZOe/cZNcoYkPBh7vzTAzL0wE18Z1v52V1bX1jc3CVnF7Z3dvv3Rw2NBxqhj6LBaxaoVUo+ASfcONwFaikEahwGY4upn6zSdUmsfy3owTDCI6kLzPGTVW8h+61UfZLZXdijsDWSZeTsqQo94tfXV6MUsjlIYJqnXbcxMTZFQZzgROip1UY0LZiA6wbamkEeogmx07IadW6ZF+rGxJQ2bq74mMRlqPo9B2RtQM9aI3Ff/z2qnpXwUZl0lqULL5on4qiInJ9HPS4wqZEWNLKFPc3krYkCrKjM2naEPwFl9eJo1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6iDDww4PMMrvDnSeXHenY9564qTzxzBHzifP169jmA=</latexit>

Y
n

J

<latexit sha1_base64="kVk7LbwEO+qxPw827tTJDE9riC0=">AAAB7HicbVA9SwNBEJ2NXzF+RS1tFoNgFe6ioIVFwEasInhJJDnD3mYvWbK3d+zuCeHIb7CxUMTWH2Tnv3GTXKGJDwYe780wMy9IBNfGcb5RYWV1bX2juFna2t7Z3SvvHzR1nCrKPBqLWLUDopngknmGG8HaiWIkCgRrBaPrqd96YkrzWN6bccL8iAwkDzklxkreQ+/2UfbKFafqzICXiZuTCuRo9Mpf3X5M04hJQwXRuuM6ifEzogyngk1K3VSzhNARGbCOpZJETPvZ7NgJPrFKH4exsiUNnqm/JzISaT2OAtsZETPUi95U/M/rpCa89DMuk9QwSeeLwlRgE+Pp57jPFaNGjC0hVHF7K6ZDogg1Np+SDcFdfHmZNGtV96xauzuv1K/yOIpwBMdwCi5cQB1uoAEeUODwDK/whiR6Qe/oY95aQPnMIfwB+vwBg02OeA==</latexit>

(Y n

i
)i2A

<latexit sha1_base64="ucD54QD/QVmE8iFeuV8YTmaSYfI=">AAACAnicbVDLSsNAFJ3UV62vqCtxM1iEuilJFXThouLGZQX7kCaGyXTSDp1MwsxEKCG48VfcuFDErV/hzr9x0mah1QMXDufcy733+DGjUlnWl1FaWFxaXimvVtbWNza3zO2djowSgUkbRywSPR9JwignbUUVI71YEBT6jHT98WXud++JkDTiN2oSEzdEQ04DipHSkmfu1W49esePvJQ6lDshUiOMWHqRZZ5ZterWFPAvsQtSBQVanvnpDCKchIQrzJCUfduKlZsioShmJKs4iSQxwmM0JH1NOQqJdNPpCxk81MoABpHQxRWcqj8nUhRKOQl93ZnfKOe9XPzP6ycqOHNTyuNEEY5ni4KEQRXBPA84oIJgxSaaICyovhXiERIIK51aRYdgz7/8l3Qadfu43rg+qTbPizjKYB8cgBqwwSlogivQAm2AwQN4Ai/g1Xg0no03433WWjKKmV3wC8bHNyTsl0M=</latexit>

J

<latexit sha1_base64="46ivpoh1nbsoOb6k94ladGUtNRU=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKezGgB4DXsRTAuYByRJmJ73JmNnZZWZWCCFf4MWDIl79JG/+jZNkD5pY0FBUddPdFSSCa+O6305uY3Nreye/W9jbPzg8Kh6ftHScKoZNFotYdQKqUXCJTcONwE6ikEaBwHYwvp377SdUmsfywUwS9CM6lDzkjBorNe77xZJbdhcg68TLSAky1PvFr94gZmmE0jBBte56bmL8KVWGM4GzQi/VmFA2pkPsWipphNqfLg6dkQurDEgYK1vSkIX6e2JKI60nUWA7I2pGetWbi/953dSEN/6UyyQ1KNlyUZgKYmIy/5oMuEJmxMQSyhS3txI2oooyY7Mp2BC81ZfXSatS9q7KlUa1VKtmceThDM7hEjy4hhrcQR2awADhGV7hzXl0Xpx352PZmnOymVP4A+fzB52ZjMQ=</latexit>

2

<latexit sha1_base64="9uuo0xBc0c8F4P18BxhllUsXdp4=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4Kkkt6LHgxWML9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa1nGqGLZYLGLVDahGwSW2DDcCu4lCGgUCO8Hkbu53nlBpHssHM03Qj+hI8pAzaqzUrA5KZbfiLkDWiZeTMuRoDEpf/WHM0gilYYJq3fPcxPgZVYYzgbNiP9WYUDahI+xZKmmE2s8Wh87IpVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGtn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNkUbgrf68jppVyvedaXarJXrtTyOApzDBVyBBzdQh3toQAsYIDzDK7w5j86L8+58LFs3nHzmDP7A+fwBeTmMrA==</latexit>

1

<latexit sha1_base64="d4o3Ms3ALdTBru/8lcKmrFKMgQE=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4Kkkt6LHgxWML9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa1nGqGLZYLGLVDahGwSW2DDcCu4lCGgUCO8Hkbu53nlBpHssHM03Qj+hI8pAzaqzU9AalsltxFyDrxMtJGXI0BqWv/jBmaYTSMEG17nluYvyMKsOZwFmxn2pMKJvQEfYslTRC7WeLQ2fk0ipDEsbKljRkof6eyGik9TQKbGdEzVivenPxP6+XmvDWz7hMUoOSLReFqSAmJvOvyZArZEZMLaFMcXsrYWOqKDM2m6INwVt9eZ20qxXvulJt1sr1Wh5HAc7hAq7Agxuowz00oAUMEJ7hFd6cR+fFeXc+lq0bTj5zBn/gfP4Ad7WMqw==</latexit>

pYJ |X

<latexit sha1_base64="bFY7R0VpSjQutvh5y2yox5T9JAY=">AAAB/XicbVDLSsNAFL3xWesrPnZuBovgqiRV0GXRjbiqYB/ShjCZTtqhkwczE6HG4K+4caGIW//DnX/jpM1CWw8MHM65l3vmeDFnUlnWt7GwuLS8slpaK69vbG5tmzu7LRklgtAmiXgkOh6WlLOQNhVTnHZiQXHgcdr2Rpe5376nQrIovFXjmDoBHoTMZwQrLbnmfuymd27aC7AaEszRdfbYyVyzYlWtCdA8sQtSgQIN1/zq9SOSBDRUhGMpu7YVKyfFQjHCaVbuJZLGmIzwgHY1DXFApZNO0mfoSCt95EdCv1Chifp7I8WBlOPA05N5Sjnr5eJ/XjdR/rmTsjBOFA3J9JCfcKQilFeB+kxQovhYE0wE01kRGWKBidKFlXUJ9uyX50mrVrVPqrWb00r9oqijBAdwCMdgwxnU4Qoa0AQCD/AMr/BmPBkvxrvxMR1dMIqdPfgD4/MHtUOVYg==</latexit>

Fig. 1. Two-layer code design. The reliability layer is implemented using a
channel code (e0, d0) without any security constraints, and the security layer
is implemented using the functions ψ and φ.

Definition 3. A two-layer secret sharing coding scheme con-

sists of

• A reliability layer defined by an encoder/decoder pair

(e0, d0) without any security constraints for the com-

pound channel defined in (2) such that if Xn ≜ e0(V ) is

the channel input, where V is uniformly distributed over

{0, 1}r, r∈N, and ∥Xn∥2≤ nP and Y n
A , A ∈ At, are the

channel outputs, then lim
n→+∞

max
A∈At

P[d0(Y
n
A ) ̸= V ]=0;

• A secrecy layer is defined by two functions ψ : {0, 1}k →
{0, 1}r and ϕ : {0, 1}r → {0, 1}k, for some k ∈ N;

and operates as follows:

1) Encoding: The dealer encodes a secret message S that

is uniformly distributed over S ≜ {0, 1}k as e0(ϕ(S)).
Hence, the encoder e of a two-layer secret sharing coding

scheme is

e : S → R
n

s 7→ e0(ϕ(s)).

2) Decoding: From the channel output observations Y n
A ,

A ∈ At, the participants in A estimate S as Ŝ(A) ≜

ψ(d0(Y
n
A )). Hence, the decoder d of a two-layer secret

sharing coding scheme is

d : Rnt → S

ynt 7→ ψ(d0(y
nt)).

Fig. 2. Information leakage max
U∈Uz

I(S;Y n

U ) versus secret sharing rate Rs =

k

n
for z ∈ [10].

Fig. 3. Probability of error max
A∈At

P[Ŝ(A) ̸= S] versus secret sharing rate

Rs = k

n
.

The architecture of a two-layer coding scheme, as described

in Definition 3, is depicted in Figure 1.

Theorem 2. There exists a two-layer secret sharing scheme,

as in Definition 3, that achieves the secret sharing capacity

Cs. A two-layer secret sharing scheme that achieves Cs is

presented in Section IV, its analysis is omitted due to space

constraints.

B. Design of a secret sharing coding scheme at short block-

length and performance evaluation

We design a two-layer coding scheme at finite blocklength,

as defined in Definition 3. As detailed in Section V-A, we

design the reliability layer using an autoencoder (e0, d0) and

the secrecy layer via a two-universal hash function ψ.
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In our simulations, detailed in Section V-B, we consider

J = 200 participants, t = 100, z ∈ [10], and σ2
j ≜ 10−SNR/10,

j ∈ J , with a signal-to-noise ratio (SNR), SNR = −16dB.

Figure 2 shows the information leakage maxU∈Uz
I(S;Y n

U )
with respect to the secret sharing rate Rs =

k
n when z varies

in [10], k = 1, and n ∈ {5, 10, 15, 20}. Figure 2 confirms

the intuition that the information leakage increases as the

secret rate increases, and, for a fixed rate, decreases as z

decreases. Figure 3 shows the average probability of error

maxA∈At
P[Ŝ(A) ̸= S] with respect to the secret sharing rate

Rs =
k
n when k = 1, and n ∈ {5, 10, 15, 20}.

IV. A TWO-LAYER CODING SCHEME

A. Sufficient statistics

Using Lemma 1 below, one can prove that there is no loss

of generality in considering the following Equations (6) and

(7) as channel model instead of (2) and (3). Hence, in this

section, we consider the following channel model: For any

i ∈ [n],

ỸA,i ≜ σ2
Ỹ
A

Xi + ÑA,i, A ∈ At, (6)

ỸU,i ≜ σ2
Ỹ
U

Xi + ÑU,i, U ∈ Uz, (7)

where

σ2
Ỹ
A

≜ 1
T
t Σ

−1
A 1t, (8)

σ2
Ỹ
U

≜ 1
T
z Σ

−1
U 1z, (9)

ÑA,i ≜ 1
T
t Σ

−1
A NA,i ∼ N (0, σ2

Ỹ
A

), (10)

ÑU,i ≜ 1
T
z Σ

−1
U NU,i ∼ N (0, σ2

Ỹ
U

). (11)

Lemma 1 ( [31, Lemma 3.1]). Consider the channel model

YS = 1|S|X +NS , S ⊂ J ,

where NS is a Gaussian vector of length |S| with zero mean

and covariance matrix ΣS . A sufficient statistic to correctly

determine X from YS is the scalar ỸS = 1
T
|S|Σ

−1
S YS ,S ⊂ J .

B. Coding scheme

We first describe the reliability layer and secrecy layer

in Sections IV-B1 and IV-B2, respectively. Then, in Sec-

tion IV-B3, we describe the encoding and decoding of our

proposed secret sharing scheme.

1) Reliability layer: By a random coding argument, there

exists an encoder e0 : {0, 1}r → R, v 7→ e0(v) such that

∀v ∈ V, 1
n∥e0(v)∥

2 ≤ P , and a decoder d0 : Rnt → {0, 1}r,

ynt 7→ v, where

lim
n→∞

r

n
=

1

2
min
A∈At

log
(

1 + σ2
ỸA

P
)

, (12)

such that if V is uniformly distributed over {0, 1}r and e0(V )
is sent over the channel described by (6), then

lim
n→+∞

max
A∈At

P[d0(Ỹ
n
A )) ̸= V] = 0. (13)

<latexit sha1_base64="ro2GCmdJMnTlSBnccgnT+uKOOjc=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclaQL7bKgC5cV7APaUCbTm3boZBJmJkII/Q03LhRx68+482+ctllo64GBwznncu+cIBFcG9f9djY2t7Z3dkt75f2Dw6PjyslpR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbT27nffUKleSwfTZagH9Gx5CFn1FhpcIdSIxE0s5FhperW3AXIOvEKUoUCrWHlazCKWRqhNExQrfuemxg/p8pwJnBWHqQaE8qmdIx9SyWNUPv54uYZubTKiISxsk8aslB/T+Q00jqLApuMqJnoVW8u/uf1UxM2/JzLJDUo2XJRmApiYjIvgIy4QmZEZgllittbCZtQRZmxHZRtCd7ql9dJp17zrmv1h3q12SjqKME5XMAVeHADTbiHFrSBQQLP8ApvTuq8OO/OxzK64RQzZ/AHzucP3s2RjA==</latexit>

D
en
se

la
y
er
s

<latexit sha1_base64="VFfFfridb72W7JhlS924CgOD44s=">AAAB9HicbVDLTgIxFL2DL8QX6tJNIzFxRWZYKEsSN64MJvJIYEI6pQMNbWdsOyQ44TvcuNAYt36MO//GMsxCwZPc5PSce9N7TxBzpo3rfjuFjc2t7Z3ibmlv/+DwqHx80tZRoghtkYhHqhtgTTmTtGWY4bQbK4pFwGknmNws/M6UKs0i+WBmMfUFHkkWMoKNlfy7SAnM2VP2GpQrbtXNgNaJl5MK5GgOyl/9YUQSQaUhHGvd89zY+ClWhhFO56V+ommMyQSPaM9SiQXVfpotPUcXVhmiMFK2pEGZ+nsixULrmQhsp8BmrFe9hfif10tMWPdTJuPEUEmWH4UJRyZCiwTQkClKDJ9ZgolidldExlhhYmxOJRuCt3ryOmnXqt5VtXZfqzTqeRxFOINzuAQPrqEBt9CEFhB4hGd4hTdn6rw4787HsrXg5DOn8AfO5w86kpJe</latexit>

N
o
r
m
a
li
z
a
t
io
n

<latexit sha1_base64="6NLBW45gj60LYJYJq6/TV4JW9Rg=">AAAB+HicbVA9SwNBEN2LXzF+5NTSZjEINoa7FJoyYGNnBPMByRH29ibJkr3dY3dPiEd+iY2FIrb+FDv/jZvkCk18MPB4b4aZeWHCmTae9+0UNja3tneKu6W9/YPDsnt03NYyVRRaVHKpuiHRwJmAlmGGQzdRQOKQQyec3Mz9ziMozaR4MNMEgpiMBBsySoyVBm75TsDlWBoMgsoI1MCteFVvAbxO/JxUUI7mwP3qR5KmMQhDOdG653uJCTKiDKMcZqV+qiEhdEJG0LNUkBh0kC0On+Fzq0R4KJUtYfBC/T2RkVjraRzazpiYsV715uJ/Xi81w3qQMZGkxj62XDRMOTYSz1PAEVNADZ9aQqhi9lZMx0QRamxWJRuCv/ryOmnXqv5VtXZfqzTqeRxFdIrO0AXy0TVqoFvURC1EUYqe0St6c56cF+fd+Vi2Fpx85gT9gfP5A0+FktY=</latexit>

O
n
e
-h
o
t
e
n
c
o
d
e
r

<latexit sha1_base64="ZoRivZj41AoMGzA76VmQVmG4m7c=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KkkR7bHgxWML9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa1nGqGLZYLGLVDahGwSW2DDcCu4lCGgUCO8Hkbu53nlBpHssHM03Qj+hI8pAzaqzUbA9KZbfiLkDWiZeTMuRoDEpf/WHM0gilYYJq3fPcxPgZVYYzgbNiP9WYUDahI+xZKmmE2s8Wh87IpVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNWHNz7hMUoOSLReFqSAmJvOvyZArZEZMLaFMcXsrYWOqKDM2m6INwVt9eZ20qxXvplJtXpfrtTyOApzDBVyBB7dQh3toQAsYIDzDK7w5j86L8+58LFs3nHzmDP7A+fwBsfmM1w==</latexit>

V

<latexit sha1_base64="8Jd9vboQ/t61hCvoCQvb/JHOG+s=">AAAB6nicdVBNS8NAEN3Ur1q/qh69LBbBU0hiaOut4MVjRfsBbSib7bRdutmE3Y1QQn+CFw+KePUXefPfuGkrqOiDgcd7M8zMCxPOlHacD6uwtr6xuVXcLu3s7u0flA+P2ipOJYUWjXksuyFRwJmAlmaaQzeRQKKQQyecXuV+5x6kYrG407MEgoiMBRsxSrSRbmHgDMoVx76sVz2/ih3bcWqu5+bEq/kXPnaNkqOCVmgOyu/9YUzTCISmnCjVc51EBxmRmlEO81I/VZAQOiVj6BkqSAQqyBanzvGZUYZ4FEtTQuOF+n0iI5FSsyg0nRHRE/Xby8W/vF6qR/UgYyJJNQi6XDRKOdYxzv/GQyaBaj4zhFDJzK2YTogkVJt0SiaEr0/x/6Tt2W7V9m78SqO+iqOITtApOkcuqqEGukZN1EIUjdEDekLPFrcerRfrddlasFYzx+gHrLdPTJGNyw==</latexit>

e0

<latexit sha1_base64="fg5Bq7mhwe5x864Y9swygnUEqRg=">AAAB+3icbVDLTgJBEJz1ifhCPHqZSEw8kV0OypHEi0eM8khgQ2aHWZgwj81ML4EQfsWLB43x6o94828cYA8KVtJJpao73V1RIrgF3//2trZ3dvf2cwf5w6Pjk9PCWbFpdWooa1AttGlHxDLBFWsAB8HaiWFERoK1otHdwm+NmbFcqyeYJiyUZKB4zCkBJ/UKxUcdgyQTTCjwcSaW/LK/BN4kQUZKKEO9V/jq9jVNJVNABbG2E/gJhDNigFPB5vluallC6IgMWMdRRSSz4Wx5+xxfOaWPY21cKcBL9ffEjEhrpzJynZLA0K57C/E/r5NCXA1nXCUpMEVXi+JUYNB4EQTuc8MoiKkjhBrubsV0SIzLwcWVdyEE6y9vkmalHNyUKw+VUq2axZFDF+gSXaMA3aIaukd11EAUTdAzekVv3tx78d69j1XrlpfNnKM/8D5/AEK9lI4=</latexit>

S
o
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m
a
x
a
c
t
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a
t
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n

<latexit sha1_base64="ro2GCmdJMnTlSBnccgnT+uKOOjc=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclaQL7bKgC5cV7APaUCbTm3boZBJmJkII/Q03LhRx68+482+ctllo64GBwznncu+cIBFcG9f9djY2t7Z3dkt75f2Dw6PjyslpR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbT27nffUKleSwfTZagH9Gx5CFn1FhpcIdSIxE0s5FhperW3AXIOvEKUoUCrWHlazCKWRqhNExQrfuemxg/p8pwJnBWHqQaE8qmdIx9SyWNUPv54uYZubTKiISxsk8aslB/T+Q00jqLApuMqJnoVW8u/uf1UxM2/JzLJDUo2XJRmApiYjIvgIy4QmZEZgllittbCZtQRZmxHZRtCd7ql9dJp17zrmv1h3q12SjqKME5XMAVeHADTbiHFrSBQQLP8ApvTuq8OO/OxzK64RQzZ/AHzucP3s2RjA==</latexit>

D
en
se

la
y
er
s

<latexit sha1_base64="s94WYpMu4otMiRV0PVFkU3iqNNw=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0mKaI8FLx4r2A9IQ9lsNu3SzW7YnSgl9Gd48aCIV3+NN/+N2zYHbX0w8Hhvhpl5YSq4Adf9dkobm1vbO+Xdyt7+weFR9fika1SmKetQJZTuh8QwwSXrAAfB+qlmJAkF64WT27nfe2TacCUfYJqyICEjyWNOCVjJHzzxiI0J5N3ZsFpz6+4CeJ14BamhAu1h9WsQKZolTAIVxBjfc1MIcqKBU8FmlUFmWErohIyYb6kkCTNBvjh5hi+sEuFYaVsS8EL9PZGTxJhpEtrOhMDYrHpz8T/PzyBuBjmXaQZM0uWiOBMYFJ7/jyOuGQUxtYRQze2tmI6JJhRsShUbgrf68jrpNuredb1xf1VrNYs4yugMnaNL5KEb1EJ3qI06iCKFntErenPAeXHenY9la8kpZk7RHzifP6H4kXU=</latexit>

bV

<latexit sha1_base64="jPVCmHfILQKtb3l5lRvUOvfn0eM=">AAAB6nicdVDLSsNAFJ3UV62vqks3g0VwFSYxtHVXcOOyon1AG8pkMmmHTiZhZiKU0E9w40IRt36RO//GSVtBRQ9cOJxzL/feE6ScKY3Qh1VaW9/Y3CpvV3Z29/YPqodHXZVkktAOSXgi+wFWlDNBO5ppTvuppDgOOO0F06vC791TqVgi7vQspX6Mx4JFjGBtpNtwhEbVGrIvm3XXq0NkI9RwXKcgbsO78KBjlAI1sEJ7VH0fhgnJYio04VipgYNS7edYakY4nVeGmaIpJlM8pgNDBY6p8vPFqXN4ZpQQRok0JTRcqN8nchwrNYsD0xljPVG/vUL8yxtkOmr6ORNppqkgy0VRxqFOYPE3DJmkRPOZIZhIZm6FZIIlJtqkUzEhfH0K/ydd13bqtnvj1VrNVRxlcAJOwTlwQAO0wDVogw4gYAwewBN4trj1aL1Yr8vWkrWaOQY/YL19AksLjco=</latexit>

d0

X
n

<latexit sha1_base64="KHeLAVaOaSURC+R0ZraVfnPtBG4=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2ls120y7dbMLuRCihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXFtRKwecJxwP6IDJULBKFrpvv2oeqWyW3FnIMvEy0kZctR7pa9uP2ZpxBUySY3peG6CfkY1Cib5pNhNDU8oG9EB71iqaMSNn81OnZBTq/RJGGtbCslM/T2R0ciYcRTYzoji0Cx6U/E/r5NieOVnQiUpcsXmi8JUEozJ9G/SF5ozlGNLKNPC3krYkGrK0KZTtCF4iy8vk2a14p1XqncX5dp1HkcBjuEEzsCDS6jBLdShAQwG8Ayv8OZI58V5dz7mrStOPnMEf+B8/gA3LY3A</latexit>

(Y n

i
)i2A

<latexit sha1_base64="1bmZxymvbNBiLWo9xaH85JYusP0=">AAACA3icbVBNS8NAEJ3Ur1q/ot70sliEeilJFfRY9eKxgv2QpobNdtsu3WzC7kYooeDFv+LFgyJe/RPe/Ddu2h60+mDg8d4MM/OCmDOlHefLyi0sLi2v5FcLa+sbm1v29k5DRYkktE4iHslWgBXlTNC6ZprTViwpDgNOm8HwMvOb91QqFokbPYppJ8R9wXqMYG0k394r3d4Jnx35KUMeE8gLsR4QzNH52LeLTtmZAP0l7owUYYaab3963YgkIRWacKxU23Vi3Umx1IxwOi54iaIxJkPcp21DBQ6p6qSTH8bo0Chd1IukKaHRRP05keJQqVEYmM7sRDXvZeJ/XjvRvbNOykScaCrIdFEv4UhHKAsEdZmkRPORIZhIZm5FZIAlJtrEVjAhuPMv/yWNStk9LleuT4rVi1kcediHAyiBC6dQhSuoQR0IPMATvMCr9Wg9W2/W+7Q1Z81mduEXrI9vZyKWuw==</latexit>

Y
n

J

<latexit sha1_base64="thAck/elnBrWg8F2ecHj/9Cdtgk=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKexGQY9BL+IpgnlIsobZySQZMju7zPQKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3BbEUBl3328mtrK6tb+Q3C1vbO7t7xf2DhokSzXidRTLSrYAaLoXidRQoeSvWnIaB5M1gdD31m09cGxGpexzH3A/pQIm+YBSt1EwfHlX3dtItltyyOwNZJl5GSpCh1i1+dXoRS0KukElqTNtzY/RTqlEwySeFTmJ4TNmIDnjbUkVDbvx0du6EnFilR/qRtqWQzNTfEykNjRmHge0MKQ7NojcV//PaCfYv/VSoOEGu2HxRP5EEIzL9nfSE5gzl2BLKtLC3EjakmjK0CRVsCN7iy8ukUSl7Z+XK3XmpepXFkYcjOIZT8OACqnADNagDgxE8wyu8ObHz4rw7H/PWnJPNHMIfOJ8/S+mPig==</latexit>

Y
n

1

<latexit sha1_base64="85BITbSEAMUDbHbhYJdDbrdjcqg=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2ls120i7dbMLuRiihP8KLB0W8+nu8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtJ1Sax/LejBP0IzqQPOSMGiu1sodH2fMmvVLZrbgzkGXi5aQMOeq90le3H7M0QmmYoFp3PDcxfkaV4UzgpNhNNSaUjegAO5ZKGqH2s9m5E3JqlT4JY2VLGjJTf09kNNJ6HAW2M6JmqBe9qfif10lNeOVnXCapQcnmi8JUEBOT6e+kzxUyI8aWUKa4vZWwIVWUGZtQ0YbgLb68TJrVindeqd5dlGvXeRwFOIYTOAMPLqEGt1CHBjAYwTO8wpuTOC/Ou/Mxb11x8pkj+APn8wcl7I9x</latexit>

Y
n

2

<latexit sha1_base64="xLuppQP5INK8Oi7m9dXZ5c+alDA=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2ls120i7dbMLuRiihP8KLB0W8+nu8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtJ1Sax/LejBP0IzqQPOSMGiu1sodH2atOeqWyW3FnIMvEy0kZctR7pa9uP2ZphNIwQbXueG5i/Iwqw5nASbGbakwoG9EBdiyVNELtZ7NzJ+TUKn0SxsqWNGSm/p7IaKT1OApsZ0TNUC96U/E/r5Oa8MrPuExSg5LNF4WpICYm099JnytkRowtoUxxeythQ6ooMzahog3BW3x5mTSrFe+8Ur27KNeu8zgKcAwncAYeXEINbqEODWAwgmd4hTcncV6cd+dj3rri5DNH8AfO5w8ncY9y</latexit>

1

<latexit sha1_base64="McQFas8wOj11Bzy/wlQx4pKQ6dM=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSL0VJIq6LHgxWML9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa1nGqGLZYLGLVDahGwSW2DDcCu4lCGgUCO8Hkbu53nlBpHssHM03Qj+hI8pAzaqzU9Aalslt1FyDrxMtJGXI0BqWv/jBmaYTSMEG17nluYvyMKsOZwFmxn2pMKJvQEfYslTRC7WeLQ2fk0ipDEsbKljRkof6eyGik9TQKbGdEzVivenPxP6+XmvDWz7hMUoOSLReFqSAmJvOvyZArZEZMLaFMcXsrYWOqKDM2m6INwVt9eZ20a1XvqlprXpfrlTyOApzDBVTAgxuowz00oAUMEJ7hFd6cR+fFeXc+lq0bTj5zBn/gfP4AdBmMnw==</latexit>

2

<latexit sha1_base64="jk/1fpohXujb3eq/tOFNvjxoFrw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZq1frrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJu1b1Lqq15mWlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8ffW+Mug==</latexit>

J

<latexit sha1_base64="9AyvBswXAUOScjhKJQccLbYF3po=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKexGQY9BL+IpAfOAZAmzk95kzOzsMjMrhJAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781hMqzWP5YMYJ+hEdSB5yRo2V6ve9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpexflSv2yVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PovDjvzseiNedkM8fwB87nD6HPjNI=</latexit>

(b) Decoder

<latexit sha1_base64="UlVsCkiap0iLDsZ7HYCmuC9Uti8=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBahXkpSD3os6sFjBVsLaSibzaRdutkNuxuhhP4MLx4U8eqv8ea/cdvmoK0PBh7vzTAzL0w508Z1v53S2vrG5lZ5u7Kzu7d/UD086mqZKQodKrlUvZBo4ExAxzDDoZcqIEnI4TEc38z8xydQmknxYCYpBAkZChYzSoyV/Hp4jm+BygjUoFpzG+4ceJV4BamhAu1B9asfSZolIAzlRGvfc1MT5EQZRjlMK/1MQ0romAzBt1SQBHSQz0+e4jOrRDiWypYweK7+nshJovUkCW1nQsxIL3sz8T/Pz0x8FeRMpJkBQReL4oxjI/HsfxwxBdTwiSWEKmZvxXREFKHGplSxIXjLL6+SbrPhXTSa981a67qIo4xO0CmqIw9doha6Q23UQRRJ9Ixe0ZtjnBfn3flYtJacYuYY/YHz+QMNF5Bz</latexit>

(a) Encoder

<latexit sha1_base64="qKMLi903tpyTW4JpX/VBKOinhTg=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBahXkpSD3osiuCxgq2FNJTNZtIu3eyG3Y1QQn+GFw+KePXXePPfuG1z0NYHA4/3ZpiZF6acaeO6305pbX1jc6u8XdnZ3ds/qB4edbXMFIUOlVyqXkg0cCagY5jh0EsVkCTk8BiOb2b+4xMozaR4MJMUgoQMBYsZJcZKfp2c41tBZQRqUK25DXcOvEq8gtRQgfag+tWPJM0SEIZyorXvuakJcqIMoxymlX6mISV0TIbgWypIAjrI5ydP8ZlVIhxLZUsYPFd/T+Qk0XqShLYzIWakl72Z+J/nZya+CnIm0syAoItFccaxkXj2P46YAmr4xBJCFbO3YjoiilBjU6rYELzll1dJt9nwLhrN+2atdV3EUUYn6BTVkYcuUQvdoTbqIIokekav6M0xzovz7nwsWktOMXOM/sD5/AEa5ZB8</latexit>

pYJ |X

<latexit sha1_base64="FSk+xPP8IBfa73UK7YK6mAw2CkU=">AAAB/nicbVDLSsNAFL2pr1pfUXHlZrAIrkpSBV1JwY24qmAf0oYwmU7aoZMHMxOhxIC/4saFIm79Dnf+jZM2C209MHA4517umePFnEllWd9GaWl5ZXWtvF7Z2Nza3jF399oySgShLRLxSHQ9LClnIW0ppjjtxoLiwOO0442vcr/zQIVkUXinJjF1AjwMmc8IVlpyzYPYTe/dtB9gNSKYo5vssZtVXLNq1awp0CKxC1KFAk3X/OoPIpIENFSEYyl7thUrJ8VCMcJpVuknksaYjPGQ9jQNcUClk07jZ+hYKwPkR0K/UKGp+nsjxYGUk8DTk3lMOe/l4n9eL1H+hZOyME4UDcnskJ9wpCKUd4EGTFCi+EQTTATTWREZYYGJ0o3lJdjzX14k7XrNPq3Vb8+qjcuijjIcwhGcgA3n0IBraEILCKTwDK/wZjwZL8a78TEbLRnFzj78gfH5A/BLlXI=</latexit>

Fig. 4. Architecture of the autoencoder (e0, d0) via feed-forward neural
networks.

2) Secrecy layer: Define L ≜ {0, 1}r\{0}, and consider

the two-universal hash family of functions P ≜ {v 7→
ψ(λ, v)}λ∈L [32], where ψ is defined as

ψ : L × {0, 1}r → {0, 1}k

(λ, v) 7→ (λ⊙ v)k, (14)

where ⊙ is the multiplication in GF(2r), and (·)k selects the

k most significant bits. Define also the mapping ϕ

ϕ : L × {0, 1}k × {0, 1}r−k → {0, 1}r

(λ, s, b) 7→ λ−1 ⊙ (s∥b), (15)

where (·∥·) represents concatenation of two sequences of bits.

3) Encoding and decoding: The dealer draws a seed Λ
uniformly at random from L. This random seed Λ corresponds

to a random choice of a hash function in the family P and

is assumed to be known by all parties. Then, the dealer

generates r − k bits, denoted by B, uniformly at random from

B ≜ {0, 1}r−k.

Encoding: The dealer encodes a secret S that is uniformly

distributed over S ≜ {0, 1}k as Xn ≜ e0(ϕ(Λ, S,B)).
Decoding: From Ỹ n

A , the set of participants in A ∈ At

estimates V ≜ ϕ(Λ, S,B) as V̂ (A) ≜ d0(Ỹ
n
A ), and forms

an estimate of S as Ŝ(A) ≜ ψ(Λ, V̂ (A)).

V. SECRET SHARING SCHEME AT FINITE BLOCKLENGTH

A. Secret sharing scheme design

1) Reliability layer design: The design of the reliability

layer consists in designing an encoder/decoder pair (e0, d0)
as described in Definition 3. Let V ≜ [2r] be the message

set. (e0, d0) is implemented with an autoencoder as in [33].

As depicted in Figure 4, the encoder e0 consists of three

layers. An embedding layer, where the input v ∈ V is mapped

to a one-hot vector 1v ∈ R
2r , which is a vector whose

components are all zeros except the v-th component which

is one. Dense hidden layers that take v as input and return an

n-dimensional vector. And, a normalization layer that ensures

that the codeword e0(v), v ∈ V , meets the average power

constraint 1
n∥e0(v)∥

2 ≤ P. As depicted in Figure 4, the

decoder consists of dense hidden layers and a softmax layer.

More specifically, let µ|V| be the output of the last dense

layer in the decoder. The softmax layer takes µ|V| as input

and returns a vector of probabilities p|V| ∈ [0, 1]|V|, whose
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components pv , v ∈ V , are pv ≜ exp(µv)(
∑|V|

i=1 exp(µi))
−1.

Finally, the decoded message v̂ corresponds to the index of

the component of p|V| associated with the highest probability,

i.e., v̂ ∈ argmaxv∈V pv . The autoencoder is trained over all

messages v ∈ V using a stochastic gradient descent (SGD) as

in [34] and the categorical cross-entropy loss function.

2) Secrecy layer design: We implement the secrecy layer

with the functions ψ and ϕ defined in Equations (14) and (15),

respectively. Note that, unlike the asymptotic regime, we will

choose a fixed seed λ ∈ L rather than a random seed.

3) Encoding and decoding for secret sharing scheme: The

idea of the coding scheme below is to repeat γ ∈ N times the

coding scheme described in Section IV-B. Hence, after the γ

repetitions, γ secrets have been shared. With the objective to

reduce the information leakage, the dealer and the participants

extract another secret from these γ secrets with a two-universal

hash function. The price paid for this reduced leakage is a

decrease of the secret sharing rate.

Fix a seed λ ∈ L, a seed α ∈ {0, 1}γ\{0}, and set the

length of the secret to k = 1.

Encoding: For i ∈ [γ], the dealer generates r − k bits, denoted

by Bi, uniformly at random from {0, 1}r−k, and a bit Mi

uniformly at random in {0, 1}. The dealer sends the codeword

Xn
i ≜ e0(ϕ(λ,Mi, Bi)), i ∈ [γ], such that the channel obser-

vations of the participants in A ∈ At are Ỹ n
A,i ≜ 1

T
t Σ

−1
A Y n

A,i.

Then, the dealer forms the secret S ≜ ψ(α,M1:γ), where

M1:γ ≜ (Mi)i∈[γ].

Decoding: From Ỹ n
A,i, i ∈ [γ], the participants in A ∈ At

estimate Vi ≜ ϕ(λ, S,Bi) as V̂i ≜ d0(Ỹ
n
A,i), Mi as M̂i ≜

ψ(λ, V̂i), and the secret S as Ŝ(A) ≜ ψ(α, M̂1:γ).

B. Performance evaluation

1) Simulation parameters: In our simulations, we consider

J = 200 participants, t = 100, z ∈ [10], and σ2
j ≜ 10−SNR/10,

j ∈ J , with a signal-to-noise ratio (SNR), SNR = −16dB.

We also consider a secret of length k = 1 and power P = 1.

Note that since the SNR is the same for all the participants,

we have for A∗ ≜ [t] and U∗ ≜ [z], maxA∈At
P[Ŝ(A) ̸= S] =

P[Ŝ(A∗) ̸= S], and maxU∈Uz
I(S;Y n

U ) = I(S;Y n
U∗).

2) Performance evaluation of the reliability layer: For the

parameters defined in Section V-B1, using Python 3.7 and

Tensorflow 2.3, we train the autoencoder for (n, r) = (5, 2)
using SGD with the Adam optimizer [34] at a learning rate

of 0.0001 over 100,000 random encoder input messages. To

evaluate the performance of (e0, d0), we first generate the

input V ∈ {0, 1}r. Then, V is passed through the trained

encoder e0, which generates the codewords Xn and the chan-

nel output Y n
A∗ . By Lemma 1, without loss of generality, we

consider Ỹ n
A∗ ≜ 1

T
t Σ

−1
A∗Y n

A∗ , where ΣA∗ ≜ diag((σ2
j )j∈A∗).

Finally, the trained decoder d0 forms an estimate of V ,

V̂ (A∗) ≜ d0(Ỹ
n
A∗).

3) Information leakage: Consider ϕ and ψ with n = 5 and

r = 2. Generate uniformly at random M1:γ ∈ {0, 1}γ and

B1:γ ∈ {0, 1}(r−k)γ . For i ∈ [γ], generate

Xn
i ≜ e0(ϕ(λ,Mi, Bi)), (16)

such that the channel observations of the participants in U∗

are Y n
U∗,i ≜ Xn

i + Nn
U∗,i. Using Lemma 1, there is no loss

of generality in considering Ỹ n
U∗,i ≜ 1

T
z Σ

−1
U∗Y n

U∗,i instead of

Y n
U∗,i. Finally, generate the secret as

S ≜ ψ(α,M1:γ). (17)

All possible combinations of λ and α are tested to minimize

the leakage. The optimal seeds found are λ = 11, α = 10
when γ = 2, α = 110 when γ = 3, and α = 1110 when

γ = 4.

Then, to evaluate the leakage I(S; Ỹ n
U∗,1:γ), we use the

mutual information estimator MINE from [12]. Specifically,

we use a fully connected feed-forward neural network with

4 hidden layers, each having 400 neurons, and used rectified

linear unit (ReLU) as an activation function. The input layer

has k+n neurons, and the Adam optimizer with a learning rate

of 0.0001 is used for the training. The samples of the joint

distribution pSỸ n
U∗,1:γ

are produced as described above. The

samples of the marginal distributions are generated by drop-

ping either s or ynU∗,1:γ , from the joint samples (s, ynU∗,1:γ).
We trained the neural network over 40000 epochs of 20, 000
messages with a batch size of 2500. Figure 2 shows the

information leakage I(S; Ỹ n
U∗,1:γ) with respect to the secret

sharing rate Rs =
k
γn when z varies in [10].

4) Probability of error: To evaluate the probability of

error between S and Ŝ(A∗), generate uniformly at random

M1:γ ∈ {0, 1}γ and B1:γ ∈ {0, 1}(r−k)γ . Then, for i ∈ [γ],
generate the codeword Xn

i as in (16) so that the channel

outputs at the participants in A∗ are Y n
A∗,i ≜ Xn

i + Nn
A∗,i.

Using Lemma 1, there is no loss of generality in considering

Ỹ n
A∗,i ≜ 1

T
t Σ

−1
A∗Y n

A∗,i instead of Y n
A∗,i. Finally, generate the

secret S as in (17).

At the participants in A∗, for i ∈ [γ], Mi is estimated

from Ỹ n
A∗,i as M̂i ≜ ψ(λ, d0(Ỹ

n
A∗,i)). Then, the secret is

estimated as Ŝ(A∗) ≜ ψ(α, M̂1:γ). Figure 3 shows the average

probability of error P[Ŝ(A∗) ̸= S] with respect to the secret

sharing rate Rs =
k
γn .

VI. CONCLUDING REMARKS

We considered a secret sharing model where a dealer can

communicate with participants over a Gaussian broadcast

channel. We proposed a coding approach that consists in

separating the code design into a secrecy layer and a relia-

bility layer. Our first contribution was to show that, in the

asymptotic blocklength regime, it is optimal to consider such

two-layer coding schemes. Our second contribution was to

design a two-layer coding scheme at finite blocklength, where

we implemented the reliability layer with an autoencoder

and the secrecy layer with two-universal hash functions. We

empirically evaluated the probability of error and estimated

the leakage for blocklength at most 20 with neural network-

based mutual information estimator. Our simulation results

demonstrated a precise control of the probability of error and

leakage thanks to the two separate coding layers.
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