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Projective naturality in Heegaard Floer homology

MICHAEL GARTNER

Let Man, denote the category of closed, connected, oriented and based 3—manifolds,
with basepoint preserving diffeomorphisms between them. Juhdsz, Thurston and
Zemke showed that the Heegaard Floer invariants are natural with respect to diffeo-
morphisms, in the sense that there are functors

HF°:Man, — F,[U]-Mod

whose values agree with the invariants defined by Ozsvath and Szab6. The invariant
associated to a based 3—manifold comes from a transitive system in [F,[U]-Mod
associated to a graph of embedded Heegaard diagrams representing the 3—manifold.
We show that the Heegaard Floer invariants yield functors

HF°:Man, — Trans(P(Z[U]-Mod))

to the category of transitive systems in a projectivized category of Z[U J-modules. In
doing so, we will see that the transitive system of modules associated to a 3—manifold
actually comes from an underlying transitive system in the projectivized homotopy
category of chain complexes over Z[U]-Mod. We discuss an application to involutive
Heegaard Floer homology, and potential generalizations of our results.

57M27, 57TR58

1 Introduction

The Heegaard Floer invariants associated to closed, oriented 3—manifolds were defined
in the work of Ozsvath and Szabd [11]. There it was shown that to each such 3—manifold,
one can associate an isomorphism class of Z[U]-module. Furthermore, cobordisms
between 3—manifolds were shown to induce maps between the invariants; see Ozsvith
and Szabd [14]. However, there was a gap in the proof of the naturality of these maps.
Showing that these invariants are natural with respect even to diffeomorphisms is subtle,
and involves detailed consideration of the dependence of the invariants on the choices
of Heegaard data, basepoints and embeddings of Heegaard diagrams involved in their
construction.
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964 Michael Gartner

These subtleties were studied extensively by Juhdsz, Thurston and Zemke in [5]. There
they explicated a particular type of loop of Heegaard moves, simple handleswaps, which
previous work did not preclude from potentially yielding monodromy in the Heegaard
Floer invariants. Moves analogous to these simple handleswap moves were previously
studied in detail and suggested as possible candidates for loops with monodromy in
the work of Sarkar; eg in [18]. Through a careful analysis of a space of embedded
Heegaard diagrams, Juhdsz, Thurston and Zemke exhausted all possible monodromies
and obstructions to the Heegaard Floer assignments being natural with respect to
diffeomorphisms, and were then able to provide a minimal set of requirements which
could be checked to verify such naturality. They then checked that these requirements are
satisfied for all variants of Heegaard Floer homology with coefficients in ;. By building
on the work in [14] and [5], Zemke described in [20] the dependence of the cobordism
maps defined in [14] on basepoints. Using this dependence, Zemke completed the
verification of the fact that the cobordism maps are in fact natural (over I, ) with respect
to composition of cobordisms (when the cobordisms are appropriately decorated with
graphs).

In this paper we explain the necessary modifications that must be made to obtain
naturality with respect to diffeomorphisms of all variants of Heegaard Floer homology,
but with coefficients in Z. The most immediate goal of our work is simply to fill a gap
in the literature. We hope this will be useful both as a resource for nonexperts who aim
to understand Heegaard Floer homology itself, and as groundwork which can be used
to better understand other invariants associated with Heegaard Floer homology. For
example, the contact invariants defined by Ozsvéth and Szabd in [13] have proven to
be extremely effective in detecting subtle contact properties, and both their definition
and many of their applications require the ability to nail down particular elements in
the modules HF°, and the ability to effectively compare two such elements in the
same module. We also note that the results in [5] and the analogous integral results
presented here are necessary steps for establishing naturality of the integral Heegaard
Floer invariants with respect to cobordisms.

1.1 Statement of main results

In order to study naturality of many flavors of Heegaard Floer homology and knot
Floer homology simultaneously, Juhdsz, Thurston and Zemke work with sutured 3—
manifolds. They consider a graph G which encodes the combinatorial structure of a
space of sutured Heegaard diagrams related by certain Heegaard moves. Roughly, the
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Projective naturality in Heegaard Floer homology 965

vertices of G correspond to isotopy diagrams of sutured manifolds, and between any
two such isotopy diagrams there are edges which describe whether they are related
by any of the standard Heegaard moves, or additionally whether they are related by
a diffeomorphism. The graph G contains many sutured isotopy diagrams which are
not relevant to the consideration of closed 3—manifolds, so in considering the closed
3—manifold invariants H F° attention is restricted to a subgraph G(Sman)- This is the
full subgraph of G whose vertices consist only of those isotopy diagrams representing
sutured manifolds which can be constructed from a closed 3—manifold in a prescribed
way. Since we are only concerned with results regarding closed 3—manifolds in this
paper, we will minimize the role of sutured manifolds, and phrase our results in terms
of a graph which is isomorphic to G(Sman) Which we denote by G, This graph has
vertices corresponding to isotopy diagrams of closed, pointed 3—manifolds, where
the isotopies are required to be supported away from the basepoint. Edges in Gyan
correspond to sequences of handleslides, stabilizations and diffeomorphisms.

To study naturality using these graphs, we consider the two notions of a Heegaard
invariant introduced in [5]. The first, a weak Heegaard invariant valued in a category C,
is simply a morphism of graphs from G, to C under which all edges in the domain get
mapped to isomorphisms. In this language, we can summarize one of the invariance
results shown in [11] as stating that the morphisms of graphs

HF®: Gypan — C

for C = Z[U]-Mod or C = F,[U]-Mod determined by Heegaard Floer homology are
weak Heegaard invariants. The second notion, that of a strong Heegaard invariant,
serves as a minimal set of conditions which are needed to ensure that a weak Heegaard
invariant yields a natural invariant of the underlying 3—manifolds; precisely, the authors
show that the image of a strong Heegaard invariant H F°: Gy, — C, when appropriately
restricted, forms a transitive system in C. This step occupies a majority of the work
in the paper, and none of the results in this step depend on the target category C. The
authors then prove that, in the case when C = [;[U]-Mod, such a transitive system
yields a functor

HF°:Many — F,[U]-Mod.

Finally, they establish that HF°: Gy, — F2[U]-Mod is in fact a strong Heegaard

invariant, completing their proof that the invariants HF° yield functors from Man, to
F,[U]-Mod.

Algebraic & Geometric Topology, Volume 23 (2023)



966 Michael Gartner

Our main goal here is to establish similar results for C = P(Z[U]-Mod), the quotient
category obtained from Z[U [-Mod by the relation f ~ — f for all /€ Homgz ¢/} mod-
Said simply, we want to show that naturality holds over Z, up to a sign. We will
consider a category Trans( P (Z[U]-Mod)) of transitive systems in P(Z[U]-Mod), and
our main result will be:

Theorem 1.1 There are functors
HF,HF~, HF*, HF®: Man, — Trans(P(Z[U]-Mod))

whose values on a based 3—manifold (Y, z) are isomorphic to the modules defined
in [11]. Furthermore, isotopic diffeomorphisms have the same image under H F°.

Remark 1.2 The finite-rank variant H Fiq of Heegaard Floer homology defined in [11,
Definition 4.7] arises as a suitable quotient (or submodule) of HF *_ and Theorem 1.1
implies that this variant also yields a functor H Fieq: Man, — Trans(P(Z[U]-Mod)).

We will import wholesale the logical structure of [5] used to prove the analog of
Theorem 1.1 appearing there. It will therefore suffice to show that

HF®: Guan — P(Z[U]-Mod)

is a strong Heegaard invariant. We will in fact show something slightly stronger. Let
Kom(Z[U]-Mod) denote the homotopy category of chain complexes over Z[U [-Mod,
and, as described above, let P(Kom(Z[U]-Mod)) denote the projectivization of this
category. Finally, let Trans(P(Kom(Z[U ]—Mod))) denote the category of transitive sys-
tems in P(Kom(Z[U]-Mod)). We will unpack the precise meaning of these categories
in Section 4. A majority of the paper will be occupied with showing:

Theorem 1.3 The morphisms
CF,CF~,CFT,CF*®: Gy — Trans(P(Kom(Z[U]-Mod)))

are strong Heegaard invariants.

While proving Theorem 1.3 we will show the analogous result holds on the level of
homology:

Corollary 1.4 The morphisms
HF,HF~,HF ", HF®: Gy — P(Z[U]-Mod)

are strong Heegaard invariants.
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‘We will establish Theorem 1.3 in Sections 7 and 8. We will also obtain from Theorem 1.3
the following statement about the constituent chain complexes.

Corollary 1.5 Given a closed, connected, oriented and based 3—manifold (Y, z) and
a Spin®—structure s over Y, the Z[U]-module chain complexes CF°(H, s), ranging
over all strongly s—admissible embedded Heegaard diagrams H for (Y, z), fit into a
transitive system of homotopy equivalences in P(Kom(Z[U]-Mod)) with respect to
the maps induced by sequences of pointed handleslides, stabilizations, isotopies, and
diffeomorphisms of Heegaard surfaces which are isotopic to the identity in Y .

Remark 1.6 The Heegaard Floer invariants arise as direct sums of invariants

HF(Y.2)= @ HF°(Y.z.9)
5€Spin¢(Y)

associated to triples (Y, z, s) for s € Spin®(Y’). All of the main results have refined
statements regarding these invariants of (Y, z,s). Theorem 1.3 and Corollaries 1.4
and 1.5 also depend on choices of coherent orientation systems, which we omit from
the statements here. For now, we note that all of the results above hold in particular
for the Heegaard Floer chain complexes defined with respect to the canonical coherent
orientation systems constructed by Ozsvath and Szabé in [10]. The precise conditions
required of the coherent orientation systems implicitly appearing in the results above
will be specified in Definition 6.14.

1.2 Further directions and applications

We now point out some applications and potential generalizations of our results. Given
two based 3—manifolds (Y7, z1) and (Y3, z;), a cobordism W between them decorated
with a choice of path in W from z; to z,, and a choice of t € Spin® (W), Ozsvéth and
Szabd constructed in [14] cobordism maps

FI?V,{: HFO(YI,ZI,HYI) — HFO(Yz,Zz,tlyz).

(The choice of path is not made explicit in [14]). In [20], Zemke extended the results
in [5] to show that over I, these maps are well defined and natural with respect to
composition of decorated cobordisms. We expect that our results can be used in a
similar way to establish such naturality over Z, up to an overall sign. Furthermore,
in [14], Ozsvath and Szab6 showed how naturality of the Heegaard Floer invariants with
respect to decorated cobordisms can be used to define the so called mixed invariants of
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closed 4-manifolds. Given a closed 4—manifold X and a choice of t € Spin®(X), these
take the form of maps

CDX’tI A*(Hl (X, Fz)/TOI’S) ®F2 ]Fz[U] — IF2.

These share many of the features of the Seiberg—Witten invariants, and serve as powerful
tools in detecting subtle smooth information. If one can establish naturality with respect
to cobordisms over Z /=, we would obtain corresponding mixed invariants

Oy : A*(H(X;Z)/Tors) 7 Z[U] — Z ]+

which we expect would provide fruitful extra information. In fact, before the gap in the
literature was noticed, the integral mixed invariants had already been extensively studied
in papers including Jabuka and Mark [4], Ozsvath and Szabd [12] and Roberts [16], so
establishing naturality with respect to cobordisms over Z would immediately prove
useful, and would likely also be useful for computations and applications in the future.

A second application of our work comes from involutive Heegaard Floer homology,
defined by Hendricks and Manolescu in [3]. To describe it, fix a closed 3—manifold ¥
and s € Spin(Y). Given a pointed Heegaard diagram H = (X, e, B8, z) for (Y, z), there
is a conjugate diagram H = (=X, B, «, z) for (Y, z) given by reversing the orientation
on the surface and switching the role of the « and S curves. Under suitable admissibility
hypotheses, there is a chain isomorphism

Ny CF°(H,s) > CF°(H,35)

given by mapping intersection points to themselves [10, Theorem 2.4]. Note that the
role of coherent orientations here is not yet relevant, as Hendricks and Manolescu
work over [F,. Using the results in [5], Hendricks and Manolescu showed that the [F
analog of Corollary 1.5 holds: the modules CF°(#, s) fit into a transitive system in
the homotopy category of chain complexes of IF,[U ]-modules with respect to the maps
induced by the Heegaard moves appearing in Corollary 1.5. Thus, since # and H
represent the same 3—manifold, there is a chain homotopy equivalence

O(H.H): CF°(H,5) — CF°(H.5)

of complexes of F,[U ]-modules which is well defined up to homotopy. Using these
maps, they consider the map t: = ®(H, H) o 1;,_,5, which is well defined up to
homotopy, and which is shown to be a homotopy involution in [3, Lemma 2.5]. They
then use it to construct an invariant of Y as follows.
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There is a Z /27 action on Spin°(Y’) given by conjugation. Let [Spin®(Y)] denote the
set of orbits in Spin®(Y’) under this action. Given an orbit @ € [Spin®(Y)], let

CF°(H.®) = @) CF°(H.5).
S€EW
The authors investigate the map (1 + ¢), considered as a chain map between complexes
of [F,[U]-modules, and consider its cone

CFI(H,®) :=Cone(l +1) = (CF"(H,LT))[—l]EBCF"(H,cT)), Ocone = (1 —8H _g))

Here CF°(H,w)[—1] indicates the shifted chain complex, whose degree n piece is
given by (CF°(H,®)[—1]), = CF°(H,®),—1. They then introduce a formal variable
O of degree —1 satisfying Q2 = 0, and rewrite the map being coned over as

CFe(H, @) 29T 0. CFo(H, ®)[-1].
As one can readily check, the cone and its differential can then be rewritten as
(1) Cone(l +1) = (CF°(H.®)[-1]1® F2[0]/(0%). 0 + O(1 +1)).

Considered in this way, it is a complex of modules over the ring R = F,[Q, U]/(Q?).
The authors then show that the quasi-isomorphism class of the complex CFI(H, ®) of
R-modules thus defined is an invariant of (Y, ®).

We now explain how Corollary 1.5 can be used to construct a version of such an
invariant defined over Z. Before doing so, we make a remark on the reliance of the
following discussion on orientation systems.

Remark 1.7 First we note that the proof establishing that 7 is an isomorphism given in
[10, Theorem 2.4] implicitly proves the statement with respect to an arbitrary coherent
orientation system o over the domain # and, ostensibly, the same coherent orientation
system over the codomain 7 (the use of the word same makes sense because the
underlying diagrams for the domain and codomain of n are the same aside from
labeling and orientations). However, to avoid this consideration we will simply focus
attention here on the case where both diagrams are equipped with canonical orientation
systems, as defined in [10]. We note that the maps & take canonical orientation systems
to canonical orientation systems, since more generally any sequence of maps induced
by Heegaard moves takes a canonical orientation system to a canonical orientation
system. This follows from the facts that Heegaard moves induce module isomorphisms
on the totally twisted module HF° —see [10, Section 8] — and that the canonical
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orientation system on a diagram can be characterized by the isomorphism type of
HF; see [10, Theorem 10.12]. Similarly, the isomorphism 7 can be defined with
respect to canonical orientation systems on both diagrams. Indeed, since the proof of
[10, Theorem 2.4] also shows that the map 7 yields an isomorphism between the totally
twisted module H F* associated to a diagram equipped with the canonical orientation,
and the totally twisted module associated to the reversed diagram equipped with the
induced orientation system, the induced orientation system in this case must be the
canonical one. With these remarks in mind, we will omit all reference to coherent
orientation systems from our notation and description; all remarks in the remainder of
the description of this application apply only to the canonical orientation systems.

Fix again a 3-manifold Y, and diagrams # and # representing Y as above. Since H
and H represent the same 3—manifold, we obtain from Corollary 1.5 (at most) two
homotopy classes of chain homotopy equivalences

+W(H,H): CF°(H,5) — CF°(H,5)

associated to sequences of Heegaard moves relating the two diagrams. The set
{+W(H,H)} is well defined up to chain homotopy. We thus obtain two homotopy
classes of maps +1:= =W (H, H)o N4,—7- The same argument used in [3, Lemma 2.5]
to show that ¢ is a homotopy involution over [, now shows that £ both have order at
most 4 (up to homotopy) over Z. We define

CFIly(H,w) :=Cone(l 1),

where now both complexes are considered as complexes of Z[U |-modules. While we
can no longer conclude the maps =:¢ are homotopy involutions, we still obtain that the
collection of the two quasi-isomorphism classes of the complexes of Z[U]-modules
that we obtain is an invariant of the underlying 3—manifold.

Theorem 1.8 With respect to the canonical orientation systems of [10], the unordered
pair of quasi-isomorphism classes determined by the complexes

CFI+(H, )

(considered as complexes of Z[U |-modules) is an invariant of (Y, ®, z).

Proof The proof is essentially the same as that in [3], but we include a sketch of it
here for the reader’s convenience.
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Fix (Y, z,®), and consider a diagram  and its conjugate # as above. As we noted
earlier, for the fixed diagram # the collection of the two chain homotopy equivalences
{£W(H, H)} is well defined up to chain homotopy by Corollary 1.5. Thus so too is the
collection {#t}. We conclude that the set of the two cones {CF I (H, w)} associated
to (H, w) is well defined up to chain homotopy equivalence.

Next, we consider the dependence on the choice of diagram. Consider a differ-
ent diagram H’ for (Y, z) and its conjugate H’. We obtain corresponding collec-
tions {£W(H',H')} and {%('} which are both well defined up to homotopy, and
{CFIL(H', )} well defined up to homotopy equivalence. Choose some fixed se-
quence of Heegaard moves connecting H to #’, and consider either of the (at most two)
corresponding chain homotopy equivalences +W(#H, ') furnished by Corollary 1.5.
We denote our choice by W(H,H). Consider the diagram, involving the four cone
complexes in question,

CF°(H,»)[-1] —E% CF°(H, ®)

2) l‘l’(?—t,?—l’) l\Il(H,”H’)
CFH,®)[-1] £ CFe@, @)
We claim that for a fixed choice in {%:}, the diagram commutes up to homotopy for
at least one of the two choices in {£¢'}. We denote our choice of the fixed homotopy
class in the top row by ¢. To establish the claim, we need to show that
\Il(/;'-[’ H/) o \Ij(,ﬁ’ H) ONy—u ™~ :E\IJ(’}T[/, H/) O Ny 7 © \Il(/;'-[’ H/)
We note that
Nay—sap O W(H. H) o ngp_yqy ~ £V (H, H').

To see this, observe that W(#H, H') is a map induced by some sequence of Heegaard
moves. The map resulting from precomposing and postcomposing this map with
the isomorphisms 7 can be realized as the map induced on CF°(%) by the same
set of Heegaard moves giving rise to W(#,#') (recall the maps n have no effect
on the attaching curves). Thus the conjugated map is homotopic to +W(#, H') by
Corollary 1.5. We thus conclude that

W(H' H) o nyy gy o WHH) ~ £U(H  H) o W(H. H ) oy 3
~EW(H,H) o W(H, H)ony 5

where the last two maps being homotopic up to a sign is also guaranteed by Corollary 1.5.
Having established that the diagram with ¢ in the top row commutes up to chain
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homotopy for at least one choice of {4’} in the bottom row, the argument in [3] now
applies directly to establish that Cone(1 + ¢) is quasi-isomorphic to at least one of the
cones Cone(1 £ ). This concludes the proof. d

In the case of rational homology three-spheres, the pair of quasi-isomorphism classes
in Theorem 1.8 can actually be distinguished from one another to furnish two distinct
invariants.

Corollary 1.9 Let Y be a rational homology three sphere. One can specity the maps t
so that, with respect to the canonical orientation systems of [10], the quasi-isomorphism
classes determined by

CFI (H,») and CFI_(H,®)

(considered as complexes of Z[U |-modules) are each invariants of (Y, ®, z).

Proof Since Y is a rational homology three sphere, for each s € Spin®(Y’) we have
HF®(Y,s) =~ Z[U, U]
as Z|U]-modules by [10, Theorem 10.1].

Consider first the case of a Z/2Z—-invariant spin‘ structure. For each such spin®
structure s, the maps £:¢ are homotopy equivalences, so induce graded module iso-
morphisms on HF*®(Y,s). Since HF*®(Y,s) 2 Z[U, U] there are precisely two
such morphisms: +Id. For each Z/2Z—invariant s, choose ¢ to be the map which
induces —Id on HF°°(Y, s). This can be accomplished for all invariant spin® structures
even with a fixed choice of sign on each map W(#H, H), by altering the signs of the
maps 1 when necessary. Then the proof of Theorem 1.8 carries over directly to show
the quasi-isomorphism class determined by

CFI1(H.{s})

is an invariant of (Y, s, z). One must only note that the diagram (2) commutes with no
sign ambiguity for ¢ and ¢’ specified by our definition. Indeed, the proof of Theorem 1.8
shows that the diagram commutes with 1 + ¢ on top for one of 1 ¢’ on the bottom,
but the diagram could not even commute at the level of homology if ¢ induced —Id and
¢’ induced Id. By the same argument,

CFI_(1,{s})

also yields an invariant.
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Next consider a Z/27Z—orbit @ = {s,5} coming from a pair of noninvariant spin®
structures. We have two homotopy equivalences, t;—5: CF°(H,s) — CF°(H,5) and
lz—s: CF°(H,5) — CF°(H, s). The total map

(14+0):CF°(H,5)®CF°(H,5) > CF°(H,5) ® CF°(H,5)
takes the form
(X, ¥) > (X +1555(), ¥ + ts535(x)).

Define the signs on these maps such that ¢z, o t;—; induces Id on HF*°(Y,s) and
ls—>50L5—»5 induces Id on HF*°(Y, 5). As above, the choice of signs can be incorporated
into the definition of the maps 7. The proof of Theorem 1.8 again shows this gives a
well defined invariant

CFIL(H,w).

Similarly, the choice where ;3 0 15,5 and ¢z, o L5z both induce —Id gives a well
defined invariant
CFI_(H,w). a

Remark 1.10 The two rational homology sphere invariants given in Corollary 1.9
give rise to distinct involutive Heegaard Floer homologies H FI1°°(Y, w). Namely, one
can compute that
HFIP(Y,») =~ Z[U, U™, 0]/(0%)
while
HFI®(Y,®) = 7Z/2Z[U,U™].
To see this, consider the short exact sequence of chain complexes that results from the
definition of CFI°(Y, @) = Cone(l + 1),
0 —> CF®(H,») > CFI®(Y,») 2> CF®(H,®) — 0.

This gives rise a to a long exact sequence in homology
w25 HFR(Y, @)

S HF®(Y, ) 5 HEI®(Y,8) 25 HF®(Y, ) 2> HF®(Y, ) 2> ...
for which the connecting morphism § is precisely the induced map (1 4 ¢)«.

Consider first the case of invariant spin® structures. When ¢ is chosen such that
(14 1)« =0, we get a split short exact sequence, so

HFIP (Y, {s}) = HF®(Y,s) ® HF®(Y,s) = Z[U, U@ Z[U, U],
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Tracing through the identification analogous to that in (1), this gives
HFIP(Y. {s}) = Z[U.U". Q]/(Q?)

as a module over Z[Q, U, U~']/(Q?). When t is chosen such that § = (1 4 1) = 2,
we instead obtain

HFI>®(Y, {s}) = Coker(§) ®Ker(§) = HF*®(Y,s)/2-HF®(Y,s) =~ Z/2Z[U, U™ ].
Here HFI®(Y,s)is a Z[Q, U, U~']/(0?)-module where Q acts by zero.
In the case of noninvariant spin structures, we can use (3 to identify

HF®(Y,s) =~ HF®(Y,5)

and consider the map
¢: HF®(Y,s5)® HF*®(Y,s5) > HF*°(Y,s) ® HF*>(Y,s)
defined by the composition ¢ = (1 & (1555) ') o (1 +1) o (1 B 15,53). More explicitly,

B (X, ¥) = (X + 55 O Lssz (), (ts—s5) "' O Loz (X + ).

For CFI°, we defined the constituent maps such that (55 o (55 induces Id, so this
becomes
Plx,y)=(x+p.x+y)
and
HFI (Y, {s,5}) = Coker(8) @ Ker(8) = Z[U, U ' |® Z[U, U™'].

For CFI2°, we defined the constituent maps such that ¢, o t5—z induces —Id, so this
becomes
p(x,y)=x—y.x+y)
and
HFI®(Y,{s,5}) = Coker(8) ® Ker(§) = Z/2Z[U, U™ ].

The claimed structures as modules over Z[Q, U, U~1]/(Q?) follows as above.

Remark 1.11 It is plausible that Corollary 1.9 actually extends to the general case
of closed, connected, oriented 3—manifolds. To specify an individual invariant in this
general case would require a method by which one could naturally make a choice for
signs on (. An approach here would be to make an argument like the one in the proof
of Corollary 1.9, but by taking advantage of the standard form for the totally twisted
module HF®°(Y), rather than the standard form for H F°°(Y) for rational homology
spheres. Indeed, by [10, Theorem 10.12] the totally twisted module associated with any
Spin° structure is isomorphic to Z[U, U] (as a Z[U, U ~!}-module). Using this fact,
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one could presumably again pick out particular models for CF I and CFI_. What
would remain to be shown is that there are analogs to Theorem 1.1 and Corollary 1.5
for the totally twisted complexes, and that these results could be used to carry over the
argument used in the proof of Theorem 1.8. We expect that the main results in this
paper do carry over to the totally twisted complexes, but we leave investigation of this
subtlety to the interested reader.

1.3 Organization of the paper

We begin in Section 2 by recalling the notion of sutured 3—manifolds and sutured
Heegaard diagrams, as all of the results in [5] are phrased in this setting. We discuss a
correspondence between sutured and closed 3—manifolds, and use the correspondence to
translate a graph of sutured diagrams central to the setting of [5] into an equivalent graph
of closed diagrams which we use throughout the remainder of the paper. In Section 3
we introduce and rephrase the notions of weak and strong Heegaard invariants defined
in [5]. Section 4 deals with setting up the algebraic framework in which our main
results are phrased, and in particular includes the definitions of the projectivizations
and categories of transitive systems appearing in Theorems 1.1 and 1.3. In Section 5,
we deduce Theorem 1.1 and Corollary 1.5 from Theorem 1.3 and Corollary 1.4. In
Sections 6 and 7 we recall the constructions involved in defining the integral Heegaard
Floer chain complexes, and establish that these constructions yield suitably defined
weak Heegaard invariants. In Section 7, we check that these weak Heegaard invariants
satisfy all but one of the axioms required of a strong Heegaard invariant. In Section 8
we carry out the main work and establish that these weak Heegaard invariants also
satisfy the last axiom, known as simple handleswap invariance. Finally, in Section 9 we
explain that the construction of the surgery exact triangle works without modification
in our setting.
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2 Background

In order to introduce notation and terminology for the remainder of the paper, we give
a quick summary of some relevant background on sutured manifolds and Heegaard
diagrams. To unify the approach, the results in [5] are most often phrased in terms
of sutured manifolds. Since we are interested here in the closed variants of Heegaard
Floer homology, we will set up some background in order to be able to rephrase the
results we use from [5] in language more typically used for the closed invariants.

To begin, we will describe how moves on sutured Heegaard diagrams relate to the
typical Heegaard moves one considers on Heegaard diagrams for closed 3—manifolds.
Next we will recall the definition of the graph of sutured isotopy diagrams G(Sman)
introduced in Section 1, and describe an isomorphism to a graph G, of closed isotopy
diagrams which we will consider instead of G(Sman) throughout the remainder of the
paper. We refer the reader to [5, Section 2.1] for a more detailed treatment of all of the
background in this section.

2.1 Background on sutured manifolds

In this paper we will be concerned primarily with closed 3—manifolds, but we will need
to refer to numerous results about sutured 3—manifolds along the way. In particular,
our results depend on notions of sutured 3—-manifolds, sutured diagrams and embedded
sutured diagrams for such manifolds, various notions of equivalence of such diagrams,
and sutured Heegaard moves. While these notions may be standard, some inequivalent
definitions certainly exist, so we explicitly refer the reader to [5] for background on the
definitions we will use throughout this paper. We note that the sutured Heegaard moves
play a role analogous to that of pointed Heegaard moves on Heegaard diagrams for
closed 3—manifolds. There are moves called « and B equivalences (which correspond
to sequences of handleslides), as well as stabilizations and destabilizations, isotopies,
and diffeomorphisms. Finally, we note that by restricting attention to the isotopy class
of attaching curves on a diagram, one obtains a well-defined notion of a sutured isotopy
diagram, and one can make sense of sutured Heegaard moves considered as moves on
the isotopy diagrams (eg there is a well-defined notion of a diffeomorphism of isotopy
diagrams). We again refer the reader to [5] for the relevant definitions of such sutured
Heegaard moves; the main relevance here will be their relation to Heegaard moves on
diagrams for closed 3—manifolds.
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2.2 A correspondence between closed and sutured manifolds

Our goal in this paper is to ultimately establish facts about the Heegaard Floer invariants
for closed 3—manifolds, so we need a way to translate between sutured and closed
manifolds in the cases of interest. Furthermore, certain properties of this correspondence
are needed to ensure that the techniques used to obtain functoriality in [5] which we
import can be applied to the closed setting of interest here. For our purposes, it will be
sufficient to note that there is a correspondence between closed, oriented and based
3—manifolds and sutured manifolds, and that under this correspondence:

(1) Isotopies of attaching curves in the sutured diagram yield pointed isotopies (ie
isotopies which do not cross the basepoint) of attaching curves in the closed
diagram.

(2) Diffeomorphisms of sutured isotopy diagrams yield pointed diffeomorphisms of
pointed closed isotopy diagrams.

(3) Stabilizations of sutured isotopy diagrams correspond to stabilizations of pointed
isotopy diagrams.

(4) Two sutured isotopy diagrams H; = (2, a1, ;1) and Hy = (X, a5, B,) are
a—equivalent if and only if the curves a¢ and o, are related by a sequence of han-
dleslides in the corresponding pointed isotopy diagrams, where the handleslides
never cross the basepoint. The analogous statement holds for B—equivalent
sutured isotopy diagrams.

Since these last sorts of equivalences will play a prominent role throughout the paper,
we use terminology introduced in [14] to describe them:

Definition 2.1 Given two closed, pointed Heegaard diagrams #; = (X, a1, 81, 2)
and H, = (X, a3, B2,2) we say they are strongly equivalent if they are related by
a sequence of isotopies and handleslides which do not cross the basepoint. If the
diagrams are related by a sequence of isotopies, and handleslides which occur only
among the o curves, we say the diagrams are strongly a—equivalent. If the diagrams
are related by a sequence of isotopies, and handleslides which occur only among the 8
curves, we say the diagrams are strongly f—equivalent.

2.3 Graphs of Heegaard diagrams

Following [5, Definition 2.22], construct a directed graph G as follows. The class of
vertices, |G|, of G is given by the class of isotopy diagrams of sutured manifolds. Given
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two isotopy diagrams Hp, H, € |G|, the oriented edges from H; to H, come in four
flavors

G(Hy, Hy) = Go(H1, Hy) UGg(Hy, Hy) U Gsab(Hy, Hy) U Gaite(Hy, Hp).
Here

(1) G (Hy, Hy) consists of a single edge if the diagrams are a—equivalent;
(2) Gp(H1, H;) consists of a single edge if the diagrams are B—equivalent;

(3) Gsun(Hy, H») consists of a single edge if the diagrams are related by a stabiliza-
tion or destabilization;

(4) Gaier(Hy, H) consists of a collection of edges, with one edge for each diffeo-
morphism between the isotopy diagrams.

We denote by Gu, Gg, Gstab and Gaigr the subgraphs of G arising from only considering
the corresponding edges on the class of vertices |G|.

There is an analog of the Reidemeister—Singer theorem for sutured manifolds (applied
to sutured diagrams):

Proposition 2.2 [5, Proposition 2.23] Two isotopy diagrams Hy, H, € |G| can be
connected by an oriented path in G if and only if they define diffeomorphic sutured
manifolds.

Remark 2.3 By the definition of G, if there is an unoriented path from H; to H; then
there is also an oriented path from H; to H;.

Let S(H) denote the sutured manifold associated to the isotopy diagram H. Given any
set S of diffeomorphism types of sutured manifolds, denote by G(S) the full subgraph
of G spanned by those isotopy diagrams H for which S(H) € S. For our purposes, the
case of interest will be S = Syan. This is the set of diffeomorphism types of sutured
manifolds which arise as the images of closed, oriented, based 3—manifolds under the
correspondence discussed above.

Let Gman be the oriented graph with vertices given by pointed isotopy Heegaard diagrams
of closed, connected 3—manifolds, and with the edges from an isotopy diagram H; to
an isotopy diagram H, given by

Gman (H1, Hy) = G, (Hy, Hy) UGE (Hy, Hy) UGS (Hy, Hy) UGS (Hy, Hy),

where:
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Figure 1: An illustration of a small subgraph in G,,. The vertices are isotopy
diagrams, which in the picture are depicted by particular Heegaard diagrams
representing the isotopy class. We label each pair of edges with «, §8, o
or d according to whether the given pair of edges corresponds to a strong
a—equivalence, a strong f—equivalence, a stabilization/destabilization pair,
or a diffeomorphism pair, respectively. We use the convention that on each
Heegaard diagram the collection of red attaching curves is denoted o while
the collection of blue attaching curves is denoted 8.

(1) G%.,(Hy, Hy) consists of a single edge if the diagrams are strongly e—equivalent.
2) gman(H 1, H>) consists of a single edge if the diagrams are strongly f—equivalent.

(3) G3(Hy, Hy) consists of a single edge if the diagrams are related by a stabiliza-
tion or destabilization.

4) g;gg;(H 1, H>) consists of a collection of edges, with one edge for each pointed
diffeomorphism between the isotopy diagrams.

We provide a sketch of a piece of the graph Gy in Figure 1. The following analog of

Proposition 2.2 holds in the closed and pointed setting.

Proposition 2.4 [11, Proposition 7.1] Two isotopy diagrams Hy, Hy € |Gman| can be
connected by an oriented path in Gy, if and only if they define diffeomorphic pointed
manifolds.
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Finally we note that the preceding arguments specify an isomorphism of graphs

3) T: g(Sman) — Gman

which we will use implicitly in the remainder of the paper to rephrase certain results
from [5] in terms of Gan.

3 Heegaard invariants

We now make precise two notions of what one might mean by a Heegaard invariant of
closed 3—manifolds. For the interested reader’s convenience, we note that the definitions
originally given in [5] apply to sutured manifolds and the graph G(Sman). Instead, we
state here the equivalent definitions phrased in terms of closed manifolds and the
graph Gpan.

Suppose we produce some assignment of algebraic objects to Heegaard diagrams
(the vertices of the graph Gnman), and an assignment of maps between these algebraic
objects to each Heegaard move between two diagrams (the edges of Gyan). Given
Proposition 2.4, the minimal requirement we should ask of such an assignment to
obtain an invariant of the underlying 3—manifold is for edges in Gy, to be assigned
isomorphisms. Given any category C, we have:

Definition 3.1 (cf [5, Definition 2.24]) A weak Heegaard invariant of closed 3—
manifolds is a morphism of graphs F': G, — C for which F(e) is an isomorphism for
all edges e € Gman-

Of course, this level of invariance was established for Heegaard Floer homology at the
outset.

Theorem 3.2 [11] The morphisms

HF,HF ™, HF ", HF®: Guan — F2[U]-Mod
and
HF,HF~, HF T, HF*®: Guan — Z[U]-Mod

are weak Heegaard invariants of closed 3—manifolds.

The above results also immediately yield:
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Corollary 3.3 The morphisms
HF®: Gman — P(Z[U]-Mod)

are weak Heegaard invariants of closed 3—manifolds.

In Section 6 we will recall the definition of these morphisms of graphs precisely. In
particular, since the vertices of Gy, are isotopy diagrams, we will need to explain the
meaning of HF°(H) when H is an isotopy diagram rather than a particular Heegaard
diagram representing the isotopy class.

Remark 3.4 For the reader referencing the corresponding results stated in [5], we
note that Theorem 3.2 is instead phrased as “H F°: G(Sman) — F2[U]-Mod are weak
Heegaard invariants” in [5, Theorem 2.26]. Of course, as they were originally defined,
HF® are invariants assigned to closed, pointed Heegaard diagrams; the meaning of
HF°(H) for H a sutured isotopy diagram in this statement is interpreted as follows.
Recall that vertices of G(Sman) correspond to isotopy diagrams H of sutured manifolds
corresponding to closed, oriented 3—manifolds Y. Given an actual sutured diagram
H = (X2,a, B) (not up to isotopy) for such a 3—manifold, the boundary of the Heegaard
surface = is S, so it can be capped off with a disk to obtain a closed surface X and a
pointed Heegaard diagram H = (X, &, B, z) for Y, where the basepoint z is chosen to
lie in the disk. Thus, given a sutured diagram # representing the isotopy diagram H, we
define CF°(H) := CF°(H). Finally, we will describe how the collection {CF°(#)}
gives rise to CF°(H) in Section 6.5. Equivalently, using the isomorphism of graphs T
specified in (3), the definitions above will amount to defining HF°(H):= HF°(T(H))
for H a sutured isotopy diagram.

Let Man, be the category whose class of objects consists of closed, connected, oriented
and based 3—manifolds, and whose morphisms are basepoint preserving diffeomor-
phisms. In [11] and [14], significant progress was made towards showing that the
weak Heegaard invariants in the theorem above can in fact be assembled into functors
from Man, to F,[U]-Mod. However, there was a gap in the proof. In [5], the authors
carefully analyzed the dependence of such a result on the nature of embedded (versus
abstract) Heegaard diagrams, and basepoints, and set up a framework which allowed
them to finish this program. To do so, they introduced a stronger notion of a Heegaard
invariant which we now describe.
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To begin, we introduce some terminology for particular subgraphs in Gy, (or more
generally in G) which will serve as minimal data on which this new notion of invariance
will rely.

Definition 3.5 [5, Definition 2.29] A distinguished rectangle is a subgraph of Gy an
of the form
H,; L} H,

Ll
Hy —— H,
which satisfies one of the following conditions.
(1) The arrows e and / are strong e—equivalences, and the arrows f and g are strong
B—equivalences.

(2) The arrows e and & are either both strong e—equivalences or both strong -
equivalences, and the arrows f and g are stabilizations.

(3) The arrows e and / are either both strong e—equivalences or both strong -
equivalences, and the arrows f and g are diffeomorphisms. Furthermore, f = g.
(Note in this case X1 = X5, and X3 = X4, so this requirement makes sense.)

(4) All of the arrows e, f, g and & are stabilizations. Furthermore, there are
disjoint disks Dy, D, C X and disjoint punctured tori 77, 7> C X4 such that
Z\(D1UDy) =E4\(T1UT3), £ =(£1\DUT1,and E3 = (21 \ D2)UT>.

(5) The arrows e and / are stabilizations, and the arrows f and g are diffeomor-
phisms. Furthermore, the diffeomorphism g is an extension of the diffeomor-
phism f in the following sense. There are disks Dy C X;, D3 C ¥3 and
punctured tori ) C X5, Ty C 34 suchthat X1\ Dy = X,\ Ty, X3\ D3 =34\ T3,
f(D1) =D, g(T3) =Ty and f|z,\p, = &lz,\T>-

We illustrate cases (4) and (5) schematically in Figures 2 and 3.

Definition 3.6 [5, Definition 2.31] A simple handleswap is a subgraph of Gpan of
the form

such that:
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‘Q

e
L . le

S

Figure 2: A schematic illustrating case (4) in the definition of a distinguished
rectangle. The blue regions indicate the identifications specified in case (4).
For ease of visualization, we suppress the attaching curve data in the initial
diagram and in the stabilizations.

(1) The isotopy diagrams H; are given by H; = (X # X, [e;], [Bi]), where X is a
genus two surface.

(2) e is astrong e—equivalence, f is a strong f—equivalence, and g is a diffeomor-
phism.

(3) In the punctured genus two surface P = (X # Xg) \ X, the above triangle
is equivalent to the triangle in Figure 4 in the following sense. There are

..
s |8

Figure 3: A schematic illustrating case (5) in the definition of a distinguished
rectangle. The blue regions indicate the identifications of the regions specified
in case (5). For ease of visualization, we suppress the attaching curve data in
each diagram.
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Figure 4: The standard simple handleswap.

diffeomorphisms from P N H; to the green disks labeled H; in the figure, such
that the image of the « curves are the red circles in the figures, and the image of

the B curves are the blue circles in the figures.

(4) The diagrams H;, Hy and H; are identical when restricted to 3.

With these notions in hand, the stronger sense of invariance we will ask of our Heegaard

invariants is as follows.

Definition 3.7 [5, Definition 2.32] A strong Heegaard invariant of closed 3—manifolds
is a weak Heegaard invariant F': G, — C that additionally satisfies the following
axioms:

(1) Functoriality The restriction of F to G% .., Qflan and Qr‘fligl are functors to C. If
e: Hy — H, is a stabilization and ¢’: H, — H is the corresponding destabi-
lization, then F(e’) = F(e)~!.

(2) Commutativity For every distinguished rectangle in Gyan,

H1L>H2

N

H; L} Hy
we have F(g)o F(e) = F(h)o F(f).
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(3) Continuity If H € |G| and e € GIfl (H, H) is a diffeomorphism isotopic
to Idx, then F(e) = ldp ).

(4) Handleswap invariance For every simple handleswap in Gyan,

H,;

e
gT \
H3 (T H2

we have F(g)o F(f)o F(e) =Idrq,)-

As we will summarize in Section 5, it was shown in [5] that for any weak Heegaard
invariant the axioms required above are sufficient to ensure the images of the invariant,
when restricted to a particular subgraph of Gn,, Whose vertices represent a fixed 3—
manifold, form a transitive system in the given category. For certain categories C, this
in turn is enough to ensure that the assignments of the invariants can be understood as
a functor from an appropriate category of 3—manifolds.

4 Transitive systems of chain complexes and projectivization

In this section we describe the algebraic framework which will be necessary to phrase
our projective functoriality results. To begin with, we recall the following fundamental
notions.

Definition 4.1 A directed set (I, <) is a set I together with a reflexive and transitive
binary relation <, such that for every pair of elements a, b € [ there is an element ¢ € 1
witha <cand b <c.

Definition 4.2 Let C be a category, and (/, <) be a directed set. Given a collection of
objects {O;} in C indexed by /, and a collection of morphisms { f; j : O; — O;} for all
i,j el withi < j, we say the collections are a transitive system in C (indexed by I) if
they satisfy

(1) fii=1dg;,
) fik=Sixo fij-

We also have the following notion of morphisms between transitive systems.
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Definition 4.3 Given two transitive systems

Ty ={11.<.10i}.{/i,j}} and Tr={Il,<,{P;}.{gij}}

in a category C, a morphism of transitive systems (M, {n;}) from T} to T, consists of
a map of directed sets M : I1 — I, and a collection of morphisms {n;: O; — Pas(;)}
in C such that for all i, j € I; with i < j the squares

O; L) Prriiy

lfi.j lng,M(j)
n

0j —— Puj)

commute in C. We denote the resulting category of transitive systems in C by Trans(C).

Finally, given a transitive system in Trans(C) indexed by J, we obtain what one might call
a two-dimensional transitive system. Such a two-dimensional transitive system naturally
has the structure of a transitive system in C indexed by I x J, where (i, j) < (i’, j') if
and only if i <i’ and j < j'.

We now explain how these notions will arise in the context of our results. We will
begin by considering the category Kom(Z[U]-Mod), the homotopy category of chain
complexes of Z[U]-modules. To each pointed isotopy diagram H, corresponding to a
vertex of Gman, we will assign a transitive system CF~ (H) € Trans(Kom(Z[U |-Mod)).
To be more explicit about the nature of this construction and bridge the gap to the
language defined above, given an isotopy diagram H we consider the directed set
(1, <) with I the set of Heegaard diagrams in the given isotopy class, and < the (in
this case trivial, equivalence) relation on the set indicating existence of an isotopy
between two elements. Then CF~ (H) will be a transitive system in Kom(Z[U]-Mod)
indexed by (I, <), with the objects in the transitive system being the Heegaard Floer
chain complexes associated to individual diagrams in the fixed isotopy class, and the
morphisms in the transitive systems being certain continuation maps between such
complexes. The details of precisely how these assignments are made will be specified
throughout the course of Section 6. To a diffeomorphism, strong e—equivalence, strong
B—equivalence, or stabilization between two such isotopy diagrams H; and H, we
will then associate a morphism of transitive systems from CF~(H;) to CF™ (H,).
Together, these assignments will yield a morphism of graphs

CF™ : Gman — Trans(Kom(Z[U]-Mod)).
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This morphism of graphs may not be a strong Heegaard invariant. We will however
be able to establish that this morphism of graphs satisfies the axioms required of a
strong Heegaard invariant up to an overall sign in each of the axioms (2), (3) and (4)
appearing in Definition 3.7.

Equivalently, we will phrase this result in terms of an appropriate projectivization.
Recall that given any category C, with an equivalence relation ~ on every hom set
which furthermore respects composition, we may form the quotient category C =C/ ~.
This is the category whose objects are those of C, and whose morphisms are equivalence
classes of morphisms with respect to ~. Given an additive category C, we define the
projectivization of C, P(C), to be the quotient category of C with respect to the relation
f ~ —f for all morphisms f. The last statement in the preceding paragraph is then
given precisely by the following statement: considering now the category of transitive
systems in the projectivized homotopy category, Trans(P(Kom(Z[U ]—Mod))), we will
show that the morphism of graphs above yields a strong Heegaard invariant

CF™: Gman — Trans(P(Kom(Z[U]—Mod))).

Remark 4.4 While the proliferation of transitive systems may seem undesirable, we
were unable to produce another framework in which our naturality results could be
phrased. There appear to be two issues that arise if one tries to use the same framework
developed in [5] to phrase our projective results.

The first issue comes from the fact that the statement in Theorem 1.3 is concerned
with the Floer chain complexes. If one wanted to dispense with the category of
transitive systems appearing in that statement, one would need to assign a single chain
complex CF°(H) of Z[U]-modules to an isotopy diagram H. As we will recall in
the next section, what the Heegaard Floer construction actually produces for each
isotopy diagram H is a transitive system of chain homotopy equivalences between
chain complexes of Z[U |-modules. In general, it is not clear how one should define an
object like a colimit of such a transitive system of chain complexes to obtain a single
chain complex. We note that it seems likely that this issue is in fact a nonissue, for the
following reason. We expect our transitive system of chain homotopy equivalences
is homotopy coherent in the sense of [19], which if true would allow one to define
a single chain complex CF°(H) via a homotopy colimit. Indeed, that our transitive
systems are homotopy coherent in this sense seems likely to follow from the results
in [1].
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However, even if one could assign to each isotopy diagram a single chain complex
CF°(H), there is another key obstruction to phrasing Theorem 1.1 without the use of
transitive systems. In the proof of Theorem 1.1, which will be given in Section 5, we
will associate to each closed, pointed 3—manifold a transitive system in P (Z[U]-Mod).
The author is unaware of a notion of a colimit in P(Z[U]-Mod) which would allow
Theorem 1.1 to be stated without transitive systems, in such a way that it is also not
merely reduced to a statement about the [, invariants.

5 Projective naturality from strong Heegaard Floer invariants

In this section we prove Theorem 1.1 assuming Corollary 1.4, which we will prove
in turn in Section 7. Our argument will follow the same logical structure as that used
to prove the analogous result over I, appearing in [5, Theorem 1.5]. We provide the
argument here for the reader’s convenience, but note that the scheme is essentially the

same.

In [5] Juhdsz, Thurston and Zemke show that the images of any strong Heegaard
invariant, appropriately restricted, fit into a transitive system. To make this precise, we
introduce a few more definitions.

Definition 5.1 Suppose H; and H, are embedded isotopy diagrams for a closed,
oriented, pointed 3—manifold (Y, z), with Heegaard surfaces

t,t2:(21,2), (Z2,2) = (Y, 2).

We say a diffeomorphism of isotopy diagrams d : Hy — H, is isotopic to the identity
inMifi,0d:3¥; — (Y, z) is isotopic to t; : X1 — (Y, z) relative to the basepoint.

Definition 5.2 Given (Y, z), let (Gman)(v,z) be the following subgraph of Gpa, whose
vertices are embedded isotopy diagrams for (Y, z). The edges ¢ € (Gman) (v,z)(H1, H>)
between two isotopy diagrams again come in four flavors,

(Gman) (v,2) (H1, Hy) = G%, (Hy, Hy) U GB o (Hy, Hy) U G340 (Hy, Hy) U (GEI)O(Hy, Hy).

Here GZ,.. gr‘ﬁan and GS& are the same collections as in the definition of Gpan, While

(GYEYO(Hy, H,) consists of one edge for each element in the set of diffeomorphisms

from H; to H, which are isotopic to the identity in M .
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With these notions in hand, we have a stronger version of Proposition 2.4 which applies
now to embedded diagrams for some fixed (Y, z):

Proposition 5.3 [5, Proposition 2.36] Given (Y, z), any two vertices in the graph
(Gman)(v,z) can be connected by an oriented path in (Gman)(v,z)-

The salient feature of a strong Heegaard invariant, F, is that the isomorphisms F(e)
associated to edges € in (Gman)(v,z) fit into a transitive system. This follows from the
fact that the isomorphism associated to a path depends only on the endpoints:

Theorem 5.4 [5, Theorem 2.38] Let F: Gnan — C be a strong Heegaard invariant.
Given two isotopy diagrams H, H' € |(Gman) (Y, z)| and any two oriented paths n and v
in (Gman)(Y, z) from H to H', we have

F(n) = F(v).

Now, for any two isotopy diagrams H and H’, and an oriented path n from H to H’,
we can define the map Fg g = F(n).

Corollary 5.5 [5, Corollary 2.41] Suppose that H, H', H" € |(Gman)(v,z)|- Then
FH,H” = FH/,H'/ [e] FH,H/-

These results should provide some intuitive justification for the appearance of the notion
of a strong Heegaard invariant. At the very least, the notion is enough to ensure such
invariants fit into a transitive system. In particular, applying Corollary 5.5 to the strong
Heegaard invariants

CF°: Gman — Trans(P(Kom(Z[U]-Mod)))

of Theorem 1.3 immediately yields Corollary 1.5. We now show that this transitivity is
also enough for the functoriality ends we seek in Theorem 1.1.

Proof of Theorem 1.1 Assuming Corollary 1.4, the Heegaard Floer invariants
HF®: Gyan — P(Z[U]-Mod)

are strong Heegaard invariants. Let Man, be the category of closed, connected, oriented
and based 3-manifolds with based diffeomorphisms. Using the strong Heegaard
invariants above, we can obtain functors

HFy : Many — Trans(P(Z[U]-Mod))
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as follows. Given a manifold (Y, z) € Ob(Many), Corollary 5.5 ensures that the
modules H F°(H) for isotopy diagrams H € |[(Gman)(v,z), along with the isomorphisms

HFy; . form a transitive system. We denote this transitive system by

HF7{ (Y, z) € Trans(P(Z[U]-Mod)).

To a pointed diffeomorphism ¢: (Y,z) — (Y’,z’), the functor HF} will assign a
morphism of transitive systems

HF{(¢): HF}(Y,z) > HF{(Y',Z)

defined as follows. Given any isotopy diagram H = (X, 4, B, z) for (Y, z), let
¢H = ¢|x and H’ be the isotopy diagram ¢ (H) for (Y’, z’). By virtue of being a strong
Heegaard invariant, H F° associates a morphism HF°(¢y): HF°(H) - HF°(H')
in P(Z[U]-Mod) to any such diffeomorphism of isotopy diagrams ¢z . The collection
of morphisms {¢g} for H € [(Gman)(v,z)| Will thus yield a collection of morphisms
{HF°(¢g)}. We claim that this collection of morphisms is in fact a morphism of
transitive systems
HF{(¢): HF}(Y,z) > HF{(Y',Z)

as desired. According to Definition 4.3, we must check that for any path of edges y in
(Gman)(v,z) from H; to Hj, we have HF®(¢m,) o HF°(y) = HF°(y')o HF°(¢H,)
for some path y” in (Gmnan)(v7,z7) from Hj to H,. If y is given by the path of edges

e e e
Dy 25 D, & ... =L p,_, &5 D,

in (Gman)(v,z) from Dy = H; to D, = H,, we pick out a path ¥’ in (Gman)(y”,z) from
Hj to H given by / / / /
Dy s p 2. p, S

as follows. We define the intermediate isotopy diagrams in the path y’ by D = ¢ (D;).
If the edge e; is given by a strong a—equivalence, a strong B—equivalence, or a
(de)stabilization, we let e;s denote the corresponding strong a—equivalence, strong f8—
equivalence, or (de)stabilization. If e; corresponds to a diffeomorphism ¢;: D;_; — D;
isotopic to the identity, we set e; = ¢p, oe; o qﬁBil_l. We then have a subgraph in Gy

given by
Dy -5 Dy 2 ... 2N Dy 2 D,
l‘i’Hl l‘l’Dl \Ldu),, | l¢1—12
Dy S Sy
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The condition that needs to be verified is that the image under HF° of the outer
rectangle in this subgraph commutes. By construction of the path ’, each small square
in the diagram is either a distinguished rectangle (recall Definition 3.7) or a commuting
square of diffeomorphisms. Commutativity of the large rectangle now follows by virtue
of HF° being a strong Heegaard invariant. Since the restriction of HF® to GJiff jg
a functor, the image under H F° of the commuting square of diffeomorphisms also
commutes. Since the image under H F° of any distinguished rectangle also commutes,

we thus see that the morphism of transitive systems
HF}(¢): HF}(Y,z) > HF}(Y'.Z')
associated to a pointed diffeomorphism ¢ is well defined.

The assignments above thus define the functor HF7; we note that composition of
morphisms in Man, are respected under HF} because HF° is a strong Heegaard

diff

invariant, and in particular must be a functor when restricted to G, (see axiom (1) in

Definition 3.7).

Finally, we note that isotopic diffeomorphisms in Man, induce identical maps un-
der HF7. To see this, suppose ¢: (Y,z) — (Y, z) is isotopic to Id(y,;), and fix an
isotopy diagram H = (X, A, B, z) for (Y, z). Then ¢ = ¢|g is isotopic to Idg and
H' =¢(H) = H, so by virtue of HF° being a strong Heegaard invariant we must have
HF°(¢g) =1dg o). Thus HF}(¢) is the map of transitive systems defined by the
data { HF°(¢p) = Idg o)} for H € (Gman)(v,z)» and is thus an identity morphism
in Trans(P(Z[U]-Mod)). m|

6 Heegaard Floer homology as a weak Heegaard invariant

In this section we very briefly recall numerous maps defined on the Heegaard Floer
chain complexes, and then use these maps to define the underlying morphisms of graphs
of the strong Heegaard invariants appearing in Theorem 1.3. For the most part we just
seek to establish notation in Sections 6.1-6.4, and refer the reader to [5], [6] and [11]
for detailed descriptions of the constructions involved in the definitions appearing there.

For concreteness and ease of notation, we will phrase the results in this section in terms
of CF~; however we note that the definitions vary in a cosmetic way, and analogous
results hold, for all of the variants CF°. In particular, the proof of Theorem 1.3 for
CF° will follow by the same arguments given here for CF . In fact, one could also
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obtain the results for the other variants directly from those we prove, as CF,CF* and
CF*®° can all be obtained by taking suitable tensor products with CF~ and quotients
thereof.

Finally, we note at the outset that we will use ~ to indicate homotopic chain maps.

6.1 Spin° structures and strong admissibility

We must first address the fact that while the graph G,y that we have been considering
thus far contains arbitrary Heegaard diagrams, the Heegaard Floer chain complexes
defined in [11] are defined only with respect to certain admissible diagrams. Since we
will focus on the case of CF ™ in this section, the admissibility we will need is given
by the notion of strong admissibility, which we now summarize.

We begin by recalling the setting of Heegaard Floer homology, and the role of Spin©
structures in the construction of the Heegaard Floer chain complexes. Given a genus g
based Heegaard diagram

H: (E’a = (0{1’“2"--’ag)vﬂ = (131’132"~~’,3g),z)
for a closed, connected, oriented and based 3—manifold (Y, z), one considers the tori
T‘x=alxa2)(..~)(0[g, Tﬂ:ﬁlxﬂzx...xﬂg

in the symmetric product Sym# (X) := (X x---x X)/Sg. A choice of complex structure
on ¥ induces an almost complex structure on Sym& (), and with respect to such an
induced structure the tori To and Tg are totally real. The Heegaard Floer homology is
then defined as a variation of Lagrangian intersection Floer homology applied to these
tori. To define the chain complexes one must fix a complex structure j on X, and a
choice of generic path J of almost complex structures on Sym# (X) through Symé# (/);
see [11].

The basepoint z induces a map
sz: Tq NTg — Spin“(Y)

which associates to each intersection point a Spin“—structure. One first defines a chain
complex
CF™ (H,s)

which is freely generated as an abelian group by [x, 7], for x € T N Tg with s;(x) =5
and for i € Z with i < 0. Given two intersection points x, y € To N Tg, we let
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75 (x, y) denote the set of homotopy classes of Whitney disks connecting x to y in
Symé (X), with the usual boundary conditions. Given a homotopy class ¢ € w5 (x, y),
we denote by M j, (¢) the moduli space of Jyg—holomorphic disks in the class ¢, and
write -/Cl.ls (¢) = My, (¢)/R for the quotient with respect to the R—action coming from
the translation action on the disks. We let £(¢) denote the Maslov index of the class ¢,
and let 71, (¢) denote the algebraic intersection number of ¢ with z x Sym&~!(X). We
then have a well-defined relative (in general cyclic) grading on the generators defined
above, given by the formula

gr([x.i].[y. j]) = m(p) —2nz(¢p) +2i =2/,

where ¢ is any class ¢ € m,(x, y). This grading is only integral if ¢; (s) = 0. Finally,
the differential
0:CF (H,s) > CF ™ (H,5)

is defined by the formula

3([x.i]) = 3 > #M () [v.i —nz(9)].

{yeToaNTgls: (¥)=s} {pema(x,y)|u(p)=1}

There is an action of the polynomial ring Z[U] on the complex CF~ (H, s), where
U-[x,i]=[x,i—1]

decreases the relative grading by 2. We will always consider CF ™~ (H, s) as a complex
of Z[U]-modules. Finally, the total chain complex associated to H then splits by
definition as
CF-(W)= @ CF (H.9).
5€Spin¢(Y)

Given a Spin® structure s, we call a pointed Heegaard diagram s—realized if there is an
intersection point x € To N Tg with s5;(x) = s. We note that for any s € Spin‘(Y, z)
there is an s—realized pointed Heegaard diagram for (Y, z) by [11, Lemma 5.2].

The chain complex CF~(H,s) can in fact only be defined for Heegaard diagrams
H = (2, a, B, z) which satisfy an admissibility hypothesis. Given s € Spin°(Y), we
say the diagram H is strongly s—admissible if every nontrivial periodic domain D on H
satisfying (cq(s), H(D)) = 2n > 0 has some coefficient that is greater than n. Here
H(D) € Hy(Y; Z) is the homology class naturally associated to the periodic domain D.
It turns out that this notion of admissibility is enough to ensure that differential 0 given
above consists of a finite sum and is well defined on CF~ (%, ), and to ensure that it in
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fact yields a chain complex. It is shown in [11, Lemma 5.4] that given any s € Spin°(Y),
there is an s—realized, strongly s—admissible pointed diagram for (Y, z).

To define triangle maps on the Floer chain complexes, we will need an analogous notion
of admissibility for Heegaard triple diagrams. A pointed triple diagram

T=E,a,B,y,2)

specifies a 4-manifold with boundary, which we denote by X g . Given now a
Spin®—structure s on Xy g 5, denote by s4 g the restriction of s to the boundary
component Yy g. We will say the triple diagram 7" is strongly s—admissible if any triply
periodic domain D which is the sum of doubly periodic domains

D = Dyp+ Dg,y + Da,y

and which furthermore satisfies

(Cl(5a,ﬂ)’ H(Du,ﬂ)) + (Cl(ﬁﬂ,y)a H(Dﬂ,y)) + (Cl(ﬁa,}')v H(Dot,}')> =2n=>0

has some coefficient greater than ». It is shown in [11, Lemma 8.11] that given any
pointed triple diagram 7 and a Spin® structure s on Xg g 5, there is a pointed triple
diagram isotopic to 7 which is strongly s—admissible.

6.2 Orientation systems

6.2.1 Coherent orientation systems of disks We recall that to define the differential
on the Heegaard Floer chain complexes with coefficients in Z, one must perform signed
counts of the points in certain moduli spaces of pseudoholomorphic disks. To do so,
one must ensure that on a pointed Heegaard diagram H = (X, «, 8, z) the moduli
spaces of holomorphic disks in a homotopy class A € m,(x, y), which we denote by
MA or M(A), are orientable. By [11, Proposition 3.10] (or [6, Proposition 6.3] for the
reader more comfortable in the cylindrical setting), these moduli spaces are orientable
whenever they are smoothly cut out. There this is shown by trivializing the determinant
line bundle £ of the virtual index bundle of the linearized E_)—equation defining the
moduli space in question, so when necessary we will specify our orientations by
specifying sections of these determinant line bundles.

In order for these orientations to allow for the structure of a chain complex on the
Heegaard Floer chain modules, we actually need somewhat more: we want the moduli
spaces for different homotopy classes of disks to be oriented coherently. To make
this precise, Ozsvath and Szab6 used the notion of a coherent orientation system for
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the moduli spaces of holomorphic disks in a Heegaard diagram H = (X, a, 8, 2).
Such an orientation system consists of a collection 0y = 04 g := {of’ B} of sections
0&4, 8 of the determinant line bundle £ over all possible homotopy classes of disks
A € my(x, y) (ranging over all x, y € Tq NTg). Roughly, the coherence condition
amounts to requiring that these sections are compatible with a process of gluing
holomorphic disks together. We refer the reader to [11] for the precise definition of the
coherence condition, or to Section 8.2 where we will formulate a precise version of
the notion in the cylindrical setting. For our purposes in this section, we mainly just
want to recall the fact that every pointed Heegaard diagram equipped with complex
structure data achieving transversality admits a coherent orientation system by the
remarks following [11, Definition 3.12]. We also want to make explicit the following
equivalence relation on orientation systems.

Definition 6.1 Fix two coherent orientation systems oq g and 0; g Ona diagram
H=(2,a,fB,z). We say the orientation systems are equivalent if there is a function

€:TaNTg — {£1}
such that for each x, y € T NTg,

A
of’ﬂ =e(x)-e(y)-0'gp
forall A € M(x, y).

It follows directly from the definition of the differential on CF™ that equivalent
orientation systems give rise to isomorphic Heegaard Floer chain complexes. In what
follows, we will often be concerned with specifying orientation systems which are
unique up to equivalence. For these discussions, it will be useful to explicitly recall
one more definition from the literature.

Definition 6.2 [11, Definition 3.12] Given a Spin® structure s, a strongly s—admissible
diagram H = (¥, a, B,z), and an intersection point xo € T N Tg, we will say a
collection of classes {4, } where A, € m>(xo, y) and y ranges over the intersection
points in (T NTg) \ {xo} which represent s, is a complete set of paths (based at x)
for (H, s).

6.2.2 Coherent orientation systems of triangles Given a pointed Heegaard triple

diagram 7 = (X, «, 8, y, z), we also note that moduli spaces of holomorphic triangles
in a homotopy class v, which we denote by MY or M(3), are also orientable when
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they are smoothly cut out, by [11, Section 8.2] (or [6, Proposition 10.3]). Given a
collection 07 := {0y 8,y 0,8+ 98,y O,y }» Where 0y g , is a collection of sections
of the determinant line bundle over all homotopy classes of triangles, and 04 g, 08,y
and 04, are collections of sections of the determinant line bundle over all homotopy
classes of disks in the respective double diagrams, we will consider a related notion of
coherence; see [11, Definition 8.6]. Roughly, the coherence condition here will amount
to the requirement that each collection of orientations of the moduli spaces of strips on
the respective double diagrams are coherent, and that all possible pregluings of triangles
with strips satisfy the analogous gluing condition (this coherence condition will also
be spelled out precisely in Section 8.2). The existence of such coherent orientation
systems is guaranteed by the following result.

Lemma 6.3 [11, Lemma 8.7] Fix a pointed Heegaard triple diagram (X, e, 8, ¥, 2),
and let s be a Spin® structure on Xy g , whose restriction to each boundary component
is realized by an intersection point in the corresponding Heegaard diagram. Then for
any coherent orientation systems 0, g and og , for two of the boundary components,
there exists at least one coherent orientation system 0y for the remaining boundary
component and a coherent orientation system oy g , such that the entire collection of
orientations is coherent.

Remark 6.4 We note here that this lemma does not guarantee that the orientation
systems 0q,» and 0y g ), are unique, as can be seen from inspection of the proof
provided in [11, Lemma 8.7]. We mainly provide the reference to this lemma as it is
stated for background context on the existence of coherent orientation systems. In what
follows we will actually be interested in using a strengthened version of this lemma that
applies in a particular situation to produce a unique induced coherent orientation system,
which we will specify more precisely when the time comes. We note in particular
that we only cite Lemma 6.3 in two places in this paper (in Sections 6.4 and 6.8), and
in both cases an additional argument is used to explain why the induced orientation
system is unique in the context under consideration.

It will be useful later to have a clear understanding of the indeterminacy in the orientation
systems furnished by this lemma, and to have terminology with which we can refer
to the sources of indeterminacy. To do so, we will now describe a high level outline
of the proof of the above lemma, and point out explicitly where in the proof the
indeterminacies arise. For details of the proof, we just point to the original source,
since we have no new perspectives or value to add in reproducing them.
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Assume we have fixed 0y g and og ), as in the statement of the lemma. The way
to produce 04,5 and the coherent orientation system o0q g , on the triple diagram
guaranteed by the lemma can be summarized as follows.

(1) Choose an arbitrary orientation over a single class of triangle 1 € 2 (x9, ¥0, Z0)
connecting intersection points xg, yo and z.

(2) Next, fix orientations over all periodic classes ¢q .y € Iz, C m2(20,2z0) as
follows:

(a) Define a subgroup K C II;, by

K = {¢a,y € my(z9, z0) | Jdap € nz(xo,xo),dm,y € m2(y0, Yo)
such that Yo + ¢a,p = Yo + g + ¢ﬂ,}'}'

(b) Show that the periodic classes split as
I, =K® 0

for some free abelian group Q.

(c) Using the defining property of K and a small lemma, extend o04,), over all
periodic classes in K such that the resulting orientations are consistent with
0g,8 and og .

(d) Choose the orientations 04,) arbitrarily over a basis for Q. We will call this
collection of choices the indeterminacy over Q.

(e) Obtain orientations over all classes of triangles ¥ € w5 (xg, Yo, Zo) by boot-
strapping from the above.

(3) Next, choose a complete set of paths for Yy ), and choose orientations for 04,
over the classes defining the complete set of paths. We will call this collection
of choices the indeterminacy over a complete set of paths.

(4) The previously defined orientations together uniquely determine a coherent orien-
tation system for the triple diagram. We see that, up to a sign, the indeterminacy
in the orientation systems 04,5, and o4 g, furnished by the lemma is due to the
indeterminacy over Q and the indeterminacy over a complete set of paths.

Finally, we note that the indeterminacy over a complete set of paths mentioned above
does in fact vanish in general, so long as we consider orientation systems up to
equivalence. For given a complete set of paths and two orientation systems 0,y

and O:m' which differ on the complete set of paths, it is straightforward to construct

/

a third orientation system o, ,, which is equivalent to oy ,,

and which agrees with
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0q,y on the complete set of paths. Indeed, if the complete set of paths is denoted
by {4, }, construct an equivalence function € by declaring for each y that e(y) = —1
if 00,y (Ay) # fo,y (Ay). Altering ofw, by any such equivalence function will yield
an orientation system o;’m, as desired. Thus up to equivalence and sign, we see that
the indeterminacy in the orientation systems 0y, and 04 g ) furnished by the lemma
is solely due to the indeterminacy over Q (coming from the indeterminacy in the
orientations over the periodic classes).

6.3 Change of almost complex structures

Next, we recall the dependence of the construction of the Heegaard Floer invariants
on the choices of almost complex structures involved. The definition of the Heegaard
Floer chain complex associated to a pointed Heegaard diagram (X, &, 8, z) in fact
requires a choice of complex structure j on X, and a generic path of almost complex
structures Jy C U on Sym® (%) going through the structure Sym# () induced by ;.
Here g is the genus of X and U/ is a particular contractible set of almost complex
structures specified by Ozsvéth and Szabé in [11, Theorem 3.15 and Section 4.1].
Given a strongly s—admissible pointed Heegaard diagram H = (X, «, 8, z), a coherent
orientation o on #, and two choices of such almost complex structure data (j, J5) and
(j', J{), there is a chain homotopy equivalence

Oy g CFp (2, 0,B,2,5,0) = CF_s,(E,oc,ﬂ,z,s,o/).

Here o’ is an orientation system uniquely determined by o, as described in the beginning
of [6, Section 9]. These equivalences fit into a transitive system in the homotopy category
of chain complexes of Z[U]-modules, in the sense that ® 7 _, ;. ~ idcr-(x «,8) and
Cygro®y g~ @y . Thisis shown in [14, Lemma 2.11]. We denote this
transitive system in the homotopy category of complexes of Z[U]-modules by

CF (Z,a,B,z,5,0).

Of course we also obtain from the maps ®; _, ;/ a transitive system of isomorphisms
on homology. We will denote the colimit of the Z[U |-modules HF J_s (Z,a,8,2,5,0)
with respect to this transitive system by

HF (X,a,8,z,5,0).
6.4 Triangle maps and continuation maps

Given a pointed Heegaard triple diagram 7 = (X, e, 8, ¥, z) which is strongly s—
admissible for a Spin® structure s on Xy g ,, as well as a coherent orientation system
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04,8,y compatible with coherent orientation systems 0y g, 0g,, and 04y, there are
Z[U]-module chain maps Fy g (-, 5,0q,8,y) of the form

CFL(E,d,ﬂ,Sa’ﬂ, 00,8) ®z[U] CF;s (2,B.y.58,y.08,y) = CF;S (Z,a,9, 50, 0a,y)

defined in [11, Theorem 8.12]. Here, and throughout this section, we sometimes
suppress the basepoint z from the chain complex notation for brevity, but the dependence
is always implied. Put simply, these chain maps count pseudoholomorphic triangles
on the triple diagram. In fact, the homotopy class of the chain map Fgy g ), does
not depend on the choice of almost complex structure data. More precisely, for two
choices of almost complex structure data the maps above commute up to homotopy
with the change of almost complex structure maps by [11, Proposition 8.13]. Thus with
respect to the transitive systems CF~ (2, a, 8,2z, 5, 0), the map Fy g ) is a morphism
in Trans(Kom(Z[U]-Mod)), ie a morphism between two transitive systems in the
homotopy category of Z[U ] modules. We denote this morphism by Fo g 5 (-, 5, 04.8.,y)
and it takes the form

CF (Z,0,B.5¢4.8:00,8) @ziv]CF (Z,B.7.58,y,08,y) > CF (Z,0,¥,5¢,y, 0a,y)-
We also obtain induced maps of Z[U]-modules Fy g ,(-,$,04,8,,) of the form
HF_(Z,(X, ﬂ’ga,ﬂ»ou,ﬂ) ®Z[U] HF_(Ev ﬂ’ Y’sﬂ,}" Oﬂ,}') g HF_(E,('Z, y75(¥,}’7 UOC,}')'

The triangle maps above allow one to define maps associated to handleslides. To
describe the handleslide maps, we first recall the following fact.

Lemma 6.5 [11, Lemma 9.4, Remark 9.2 and Section 9.1; 5, Lemma 9.2] Let
(X, B.y’.z) be a pointed genus g Heegaard diagram such that y’ can be obtained from
B by performing a sequence of handleslides among the curves in 8. Then the diagram
represents #(S' x ). There is a unique Spin® structure so € Spin‘ (#%(S' x §2))
such that ¢1(sg) = 0, and upon performing a particular small Hamiltonian isotopy
of y' —specified in [11] —to obtain (X, B,y, z), one can ensure this new diagram
is strongly so—admissible. Furthermore, there is a choice of coherent orientation
system og ,, on this diagram such that

HF(Z,B.y.2,50,08.,) = Ho(T; Z),
HF™(Z,B,9.2,5,08.) = Z[U]® Hy(T%; Z).

In this case it follows that in the highest nontrivial relative homological grading
HF~(X,B,y.2.50,08,,) is isomorphic to Z =: (0g ), for a generator we denote
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by 6., . Finally, there is only one equivalence class of orientation system with these
properties.

Remark 6.6 For such a diagram, we can also identify a particular intersection point
0,y € CF~(X,B,y,z,50,08,,) representing this element of homology. Indeed, the
strongly admissible diagram referred to in the lemma statement yields a chain complex
whose rank is the same as that of its homology, and which has a unique intersection
point realizing s¢ in the maximal relative grading.

Remark 6.7 All of the statements in the lemma other than the last sentence are
explicitly proved in the cited references. The last sentence is also contained implicitly
in the references cited, but since it is particularly relevant to our arguments we provide
a sketch of the proof below.

The last sentence in Lemma 6.5 follows from the next result.

Lemma 6.8 Equivalence classes of coherent orientation systems over the diagram
(X,B,y.2) for (S! x S?)*¢ from Lemma 6.5 are in bijection with morphisms

71(T¥8) — Aut(Z),

where T# is a torus. Furthermore, for a corresponding orientation system o and
morphism L,
HF((S! x S%)" o) =~ H(T%;L).

Proof sketch Fix a diagram (X, B, y, z) for (S! x S?)#8 as described in Lemma 6.5,
an intersection point xo € Tg N T),, and a complete set of paths based at xq. As
described in Remark 6.4, all coherent orientation systems on the diagram agree on
the complete set of paths up to equivalence. Thus equivalence classes of coherent
orientation systems are determined by their values on a basis for the periodic domains
based at xy. Note that specifying values in {1} for each class in a basis for the
periodic domains based at x is the same as specifying a morphism 71 (7°¢) — Aut(Z),
since the group of periodic classes is identified with H!((S! x $2)#¢). This establishes
the first sentence in the lemma.

The second statement in the lemma follows from a direct comparison of the contributions
to homology (Heegaard Floer or singular) in the diagrams in question for a given choice
of values over a basis for the periodic domains based at x(. For example, assigning 1
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to each periodic domain corresponds to the isomorphism class of local system over 7'&
specified by the trivial homomorphism £: 71 (7T8) — Z /27, and to some equivalence
class of coherent orientation system on (X, 8,y,z). Using the local picture and
calculations developed in [11, Lemma 9.4], one can establish an identification between
generators of 7r; and generators of HF. a

Now to establish the last sentence in Lemma 6.5, just note that there is a single local
system L over the torus 7'¢ for which the singular homology is H«(7'¢;Z) (namely
the trivial local system).

Given a strongly s—admissible triple diagram (X, &, 8, ¥, z) with p related to § as in
the statement of Lemma 6.5, we will write

lpg—ﬁ’( ' 5 0“».3,}') = Fa,ﬂ,y(' ® Qﬂ’}"s’ 0a1ﬂ97)’
where

Fupy(-®08y.5.008y): CF (Z,0,B.2,54.8,00,8) > CF (Z,0,7,2, 54,y 0a,y)-

Here we have used an arbitrary coherent orientation system o4 g and the coherent
orientation system og ,, of Lemma 6.5, and enlarged them to a coherent orientation
system 04 g . That this can be done in some way is ensured by Lemma 6.3; in
fact, though, this enlargement is unique up to equivalence in this particular case, as
we now explain. Recall we have seen in Remark 6.4 that the indeterminacy in the
equivalence classes of the orientation systems furnished by Lemma 6.3 is due solely to
the indeterminacy over the group Q. It is shown in the proof of [11, Lemma 8.7] that
this group Q is the image of the composition g o7,

Hy(Ya,y) RN Hy(Xy8.y) - Hy(Xa,8,y. Ya.YUYp,y)

where i is induced by inclusion and ¢ comes from the relative long exact sequence for
the relevant pair. In the case at hand, we have Yy g = Yy ) are arbitrary 3—manifolds,
and X g,y is Yy g X I with a neighborhood of a bouquet of g circles removed. Thus
we have i (H(Yy,g)) = i (H(Ya,y)), and Q = 0. This establishes that the coherent
orientation systems used in our definition of the map lllg Sy above are well defined.

Similarly, if instead B is related to & as in the statement of Lemma 6.5, we will write

‘pg_)ﬂ(‘ .5, 08.0.y) = Fgay(lpa® .508a,y)
where

FBoay(0a®  .5.084y): CF (2,0,7,2,54,y,0a,y) > CF (X,B,7.2,58,5.08,5).
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These can be thought of as maps on the Floer invariants associated to (small variations of)
sequences of handleslides on diagrams. These maps are in fact homotopy equivalences
according to the following result.

Lemma 6.9 [11, Theorem 9.5 and Section9.1] (1) If (Z,e,B,y,z) is a strongly s—
admissible triple diagram and B is related to y as in the statement of Lemma 6.5,

o
then \Ilﬁ_)y

(2) Furthermore, such equivalences are transitive: for two triples satisfying the

is a chain homotopy equivalence.

conditions above we have
\Ijg—nz ~ w%—)y °© \D;—%‘
(3) The analogous results hold for the maps induced by changing the « curves.

There are also maps associated to special Hamiltonian isotopies of diagrams [11, Proof
of Theorem 7.3]. Given strongly s—admissible diagrams (X, &, B,z) and (Z,a’, B/, 2)
and an exact Hamiltonian isotopy on (X, w) taking & to &’ and B to B/, which fur-
thermore never crosses the basepoint, we claim that each coherent orientation system
0g,g for the first diagram determines a unique equivalence class of coherent orientation
system 04/ g/ for the second. This is part of the statement of [11, Theorem 7.3],
and can be understood as follows. First note that it will suffice to show that there is
a correspondence w5 (x, x)y, = m2(y, ), between homotopy classes of periodic
disks based at some intersection point x on #; and homotopy classes of periodic
disks based at some intersection point y on H,. With this fact established, a coherent
orientation system on the first diagram uniquely determines an equivalence class on the
second diagram, since as we have already observed equivalence classes of orientation
systems on H, are determined by their values on the periodic domains based at a single
intersection point. The correspondence w3 (x, x)y, = m2(y, y)n, is realized by a
certain concatenation with a homotopy class with varying boundary conditions, as we
now explain.

Following [11, Proof of Theorem 7.3], let us denote our isotopy by W;: ¥ — X
and set a; = W, () and B; = V;(B). Define n;” (x, y) to be the set of homotopy
classes of Whitney disks which connect x € Ty NTg to y € Ty N Tgs and have
boundary conditions u#(0,¢) € a;, u(1,¢) € ;. We now explain how a single class
¢ € n;p "(x, y) establishes the desired correspondence 75 (x, X )3, =g m2(y, ¥ )%, Via
a certain conjugation. Given u representing A € m,(x, x)4, and a disk v representing
the class ¢ € n;p “(x,y), we can construct a disk v § u ] v by concatenation. Such
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a disk lies in n;l 1—¥ldxy (¥, ), which is the set of homotopy classes of Whitney
disks which connect y € Ty N Tg- to itself, and have boundary conditions matching
@ o +a and B * By * B on its two sides, where & and B are the curves traversed in
the opposite direction. We now claim two things:

(1) This correspondence establishes a bijection

a(x, x) 2y Yy,

(2) There is also a bijection

W *xIdxW¥
m, TR (L y) =y, ).

We omit the proofs of these facts, but note that both can be understood by thinking of
the space of periodic domains at x as a subspace of the fundamental group of the path
space between the Heegaard curves, based at the constant path x. In this context, one
can show that an isotopy of the Heegaard curves gives rise to an identification between
path spaces, and that the class ¢ yields an identification between the corresponding
loop spaces. This line of reasoning can be used to establish both bijections. For the
interested reader, a precise argument explaining related facts in a more general setting
can be found in [2, Section 3.3]. Finally, one should note that a class ¢ € n;p “(x,y)
does in fact exist for y = W (x), because given an intersection point x € To N Tg, we
may just follow it with the isotopy to obtain a disk u(s,#) = W;(x) which satisfies the
requirements for a disk with varying boundary conditions between x and y = ¥;(x).
This completes the explanation of the identification between equivalence classes of
coherent orientation systems on (X, &, B8,z) and (X, e/, B/, 2).

With respect to the aforementioned orientation systems there is an induced chain
homotopy equivalence

g:ﬁ, CF (Z.a,B,2,5,048) > CF (2,0, B'.2,5,04 ,p),

which we call a continuation map associated to the Hamiltonian isotopy ¢;. We will
also use the notation

Foc—)a’ _ Fa—)oc/ a—a

o —
8 g>p and Dg . g =Dg g

By [14, Lemma 2.12], these equivalences compose naturally under concatenation of
isotopies in the sense that
l—wx—)a” ~ Fa’—nx” ° l—wg—nx’ and Fa—)a’ a—a’

oa—o’ o o
] 8 gp ~Tpg " olg g ~Tg g0olg
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o—>o

Furthermore, by their definition in [11, Proof of Theorem 7.3], they satisfy I" Bop =
idCF—(E,a,ﬂ,z,s,ou,B)

As suggested by the notation, we note that while the continuation map is a priori
associated to a Hamiltonian isotopy between the isotopic attaching curves, in the cases
of interest for us its chain homotopy class will actually be independent of the choice of
isotopy. To see this, we recall:

Lemma 6.10 [11, Lemma 9.1 and Section9.1] Let (X, B, B, z) be a pointed diagram
such that each curve B in B’ is obtained from the curve B; in B by performing a small
Hamiltonian isotopy which introduces two transverse intersection points between B;
and B;, and no intersection points between f; and B; for j # i. Then the diagram
represents #5(S1 x S?). There is a unique Spin® structure so € Spin (#°(S! x
SZ)) such that ¢1(s9) = 0, and the diagram (X, B, B’, z) is strongly so—admissible.
Furthermore, there is a choice of coherent orientation system og g on this diagram such
that in the highest nontrivial relative homological grading HF~ (X, B, B’,z,50,0p,8)
is isomorphic to 7, =: (0 g') for a generator we denote by tg g-.

Using the generator €g g/ we have an analogous triangle map to that defined above,
which is also shown to be an equivalence:

Lemma 6.11 [11, Theorem 9.8 and Section 9.1] If (X, a,B,B’,z) is a strongly
s—admissible triple diagram and B’ is related to B as in the statement of Lemma 6.10
by a sufficiently small isotopy, then

Fa,ﬁ,p/(' ® Qﬁ’ﬂ/)i CF (Z,a,p, Z,5q.8> Ua,ﬁ) —-CF (2, a, ﬂ/, Z, 50,8 Ua’ﬂ/)
is a chain homotopy equivalence.

Furthermore, we have:

Lemma 6.12 [6, Proposition 11.4] If the triple diagram (X, e, B, B’, z) is strongly
s—admissible and B’ is related to B as in the statement of Lemma 6.10 by a sufficiently
small isotopy, then the continuation map associated to any Hamiltonian isotopy ¢;
between B and B’ satisfies

o
Tg g~ Fapp(-®0gp).
We thus see that the continuation maps associated to small Hamiltonian isotopies of

the attaching curves are independent of the choice of isotopy.
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Finally, we introduce notation for a composition of triangle maps and continuation
maps associated to strong e—equivalences and strong —equivalences.

Definition 6.13 [14, Section 2 and Lemma 2.13] Given two strongly s—admissible
diagrams (X, a1, B1,z) and (X, a2, B2, z) which are strongly equivalent, one can
construct another pointed diagram (%, oz’l B i , Z) such that:

(1) oc’l and ﬂ; are obtained respectively from oy and B by special isotopies.

(2) oy and B, are obtained respectively from oc/l and i by (small variations of)
sequences of handleslides as in Lemma 6.5.

(3) The quadruple diagram (X, a, B1. 2. B2) is strongly s—admissible for the
unique Spin€—structure on Xa/l B 028> which restricts to s on Ya’l B, and sg
on Ya’l,az and Yﬂi,ﬂz'

We define a map,

@5 752 (-,5): CF (2,01, B1,2,5) — CF (S, a2, B2,2,5)

associated to two such strongly equivalent diagrams by the formula

o —as

Bi

o —a)

B1—B1"

(8 =

B1—B> oW

Vel g, ol
We will sometimes use the notation

o o—>0 oa—a’ o—>o’

6.5 The weak Heegaard Floer invariants

Using the previous two subsections, we are now in position to define the value on
vertices of the morphism of graphs

CF™: Gman — Trans(P(Kom(Z[U]—Mod)))

which will partially define the weak invariants underlying the maps in Theorem 1.3. In
doing so, we will also define the value on vertices of the morphism of graphs

HF ™ : Gman — P(Z[U]-Mod)

appearing in Corollary 1.4.

Algebraic & Geometric Topology, Volume 23 (2023)



1006 Michael Gartner

Definition 6.14 Fix some pointed isotopy diagram H = (X, 4, B, z) (corresponding
to a vertex in Gpay) representing the pointed 3—manifold (Y, z). For s € Spin®(Y), let

Admiss(s, 4,B,7)(5) = {strongly s—admissible diagrams (X, a, 8,z) | [a] = 4,[B] = B}

be the set of strongly s—admissible diagrams representing H. By [11, Proofs of
Lemma 5.2 and Lemma 5.4], this is nonempty for all s € Spin®(Y). Choose any
diagram H = (X, e, B,z) € Admiss(x, 4,B,7)(5), and fix a coherent orientation system
0g,p On it. By [11, Lemma 7.3], the transitive system CF~ (X, a, f,z,5,04,8) can
be used along with the continuation maps I" to induce coherent orientation systems
for all strongly s—admissible diagrams representing the isotopy diagram H. Then by
[14, Lemma 2.12], the transitive systems CF~ (X, e, B, 2,5, 04 g) ranging over all
(2,0, B,z) € Admiss(x 4, B,7)(s) fit into a transitive system (of morphisms between
transitive systems) with respect to the continuation maps F§:§: We can therefore
define a single transitive system (see Section 4) in Kom(Z[U [-Mod), which we denote
by
CF (H,s).

Finally, we define the value of the weak Heegaard invariant CF~ on the isotopy
diagram H by
CF(H)= @ CF (H.s).
5€Spin€(Y)
Passing to homology, we obtain instead that the Z[U]-modules HF~ (X, a,,2,5,04,8)
for (X, B, a, z) € Admiss(x;, 4, B,7)(5) fit into a transitive system of isomorphisms with
respect to the continuation maps. We denote the colimit of this transitive system by

HF™ (H,s)
and define
HF (H)= (P HF (H.s).
5€Spin¢(Y)

We now proceed to fix the data of the underlying coherent orientation systems we will
use to define CF~(H’) for all other isotopy diagrams H’ in Ga,. First consider the
path component of G, containing the fixed isotopy diagram H chosen above. We note
that by Proposition 2.4, the collection of vertices in this path component corresponds to
the collection of all isotopy diagrams representing the fixed 3—manifold (Y, z). Given
another isotopy diagram H’ in this path component, choose a sequence of edges y in
(Gman)(v,z) from H to H'. For any diagrams H € H and %’ in H’, the constructions
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described in the previous subsections yield a composition of maps associated to y on
the underlying chain complexes,

CF (y):CF~(H) — CF~(#)).

Here the sequence of maps CF~(y) of course depends on our previously fixed choice
of coherent orientation system for H; we described in the previous subsections how
each of the possible constituent maps in the composition CF~ (y) induces a coherent
orientation system on the target given a coherent orientation system on the domain, and
it is this induced orientation system that we fix on H’. One can check that this induced
orientation on A’ is independent of the choice of path y, by verifying the commutativity
of the induced orientations occurring in each of the five types of distinguished rectangle,
and in a simple handleswap. We will verify this commutativity in Section 6.8. We
thus see that our specification of the coherent orientation systems o4 g on all diagrams
‘H representing H actually yields a choice of coherent orientation systems for all
diagrams in the same path component as H. Repeating this entire procedure for all
path components in Gpa,, we have thus defined

CF(H)= € CF(Hs) and HF (H)= @ HF (H.s)
5€Spin© (Y) 5€Spin© (Y)

for all isotopy diagrams H in Gpap.

Remark 6.15 We interpret the role of coherent orientations in the definition above
loosely as follows. If one fixes any Heegaard diagram for a 3—manifold, there are
numerous inequivalent choices of coherent orientation system — in fact there are 201(Y)
such choices; see [11, Lemma 4.16]. The above definition just says one should fix
whichever choice they prefer, and then take care to use the maps induced by the
standard Heegaard moves (or diffeomorphisms isotopic to the identity) to carry this
choice around when considering different Heegaard diagrams for the same 3-manifold.

To finish defining the weak Heegaard invariants, we need to associate isomorphisms
to all edges in Gman. We begin by assigning maps to edges corresponding to strong
a—equivalences and strong f—equivalences.

Definition 6.16 Given two strongly a—equivalent isotopy diagrams

Hy=(Z,A,B,z),H, = (2,4, B,2) € |Gman|
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representing (Y, z), and s € Spin®(Y), fix strongly s—admissible diagrams (X2, e, B, z)
and (Z, o', B, z) representing them. As above, this is possible by [11, Section 5].
Then by [14, Theorem 2.3 and Lemma 2.13], the chain homotopy equivalences CD%"“’
fit into a morphism of transitive systems between the transitive systems CF~(H, s)
appearing in Definition 6.14. Thus for the edge e € G%, (H, H) corresponding to the
strong a—equivalence, we can associate this collection of chain homotopy equivalences
(or equivalently, this collection of isomorphisms in Kom(Z[U]-Mod)) to obtain a
morphism
@, = dA~4 CF~(H)) - CF™(Ha).

We note that such a collection of chain homotopy equivalences is precisely the no-
tion of an isomorphism in Trans(Kom(Z[U]-Mod)). We define the chain homotopy
equivalences associated to a strong f—equivalence analogously.

To finish defining the weak Heegaard invariants, we assign isomorphisms to stabiliza-
tions and diffeomorphisms in the next two subsections.

6.6 Stabilization maps

We recall maps on the Heegaard Floer chain complexes which can be associated
to stabilizations. Given a strongly s—admissible diagram * = (X,«,8,z) and a
stabilization thereof, H' = (X # X, a’, B’, z), each coherent orientation system o on H
induces a coherent orientation system o’ on #’. With respect to these orientation
systems, there is a Z[U ]-equivariant chain isomorphism

on—wn: CFy. Z,a,B,2,5,0) —> CFJ_;(T)(E# So.a’, B, z,5,0)

defined for sufficiently large values of a parameter 7. This is established in [11,
Theorems 10.1 and 10.2].

The curves o’ U B’ are obtained as the disjoint union of & U 8 along with a pair of
closed curves «’ and B’ contained in X which intersect transversally in a single point
we will denote by ¢. We can identify the intersection points in the two diagrams above
by assigning to an intersection point x € Ty N Ty the intersection point

on—sp(x) =x xc€To NTg.

Fix complex structures jx on X and jx, on X, and let j'(7") denote the complex
structure on X # X defined by inserting a neck of length 7" between (X, jx) and
(Z0. jx,)- Then one can associate to a perturbation Jg of Sym? (jx) on Sym® (X) and
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a perturbation J? of jx,, a perturbation J/(7’) of Symét1(j/(T)) on Sym® T (T#%).
The key argument needed to establish the above chain isomorphism then comes in
the form of a neck stretching argument which yields the following gluing result: for
sufficiently large values of 7', a homotopy class of a Whitney disk ¢ € m,(x, y) on
>, with Maslov index 1, and the corresponding homotopy class ¢’ € 5 (x X ¢, y X ¢)
on X # X with Maslov index 1, there is an identification of moduli spaces My, (¢) =
M i r)(¢'). From this it follows readily that the above map is a Z[U]-equivariant
chain isomorphism.

Definition 6.17 Given isotopy diagrams H and H’, with H' obtained from H via a
stabilization, we can associate a morphism of transitive systems

oy :CF (H)— CF (H)

as follows. Fixing any Spin‘—structure s, strongly s—admissible representatives H
and H’ which realize the stabilization, and almost complex structure data on #, there
is some choice of almost complex structure data on M for which the stabilization
isomorphism is defined. As described in [14, Lemma 2.15], the stabilization maps
ox—3¢ commute with the change of almost complex structure maps, and with the
strong equivalence maps. This implies that the chain isomorphisms {033}, when
the complex structures are chosen so that they are defined, satisfy the commutativity
requirements required of a morphism of transitive systems as in Definition 4.3. We
can complete this partially defined morphism of transitive systems for other choices
of complex structure data by declaring the stabilization map o3¢ to be computed
for allowable complex structure data, followed by the appropriate change of almost
complex structure homotopy equivalence @y _, ;,. We define the morphism of transitive
systems associated to the corresponding destabilization to be the inverse of og_, .

On the level of homology, we obtain via the colimit construction in Definition 6.14
canonical isomorphisms i3;: HF~(H) - HF~(H) and iy HF~(H') > HF~(H').
We setoy s gr =13/003{—3/0ly, ! for any choice of such % and #{’. This is independent
of the choice of diagrams H and H’ by the aforementioned result [14, Lemma 2.15].

6.7 Diffeomorphism maps

Finally, we need to discuss how diffeomorphisms of Heegaard surfaces lead to maps
on the associated chain complexes. We use the following definition.
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Definition 6.18 [5, Definition 9.23] Fix a strongly s—admissible diagram (X, e, 8, 2),
with |e| = |B| = k. Let j be an almost complex structure on X, and J; be a perturbation
of the almost complex structure Symk (j)on Symk (X). Let 0 be a coherent orientation
system on the diagram. Fix a diffeomorphism d: ¥ — X/, and set d(a) = &’ and
d(B) = B’. We define an associated map as follows. First, the almost complex structure
Jj and perturbation Jg can be conjugated via the differential of d to obtain j' = dx(j) on
Y and J| = d«(Js) a perturbation of dy«(j) on Symk (X'). The diffeomorphism d pro-
vides an identification between periodic classes 75 (x, x) = w5 (x’, x) for x € To NTg
and x” € Toqs NTg,. We use this identification to push forward the coherent orientation
system o to obtain an induced orientation system o’. This yields a chain isomorphism

d_]s’_]sfi CF;S (E,d, ﬂ,Z,ﬁ, U) — CF,;{(E/,“/,ﬁ/,Z/, d(ﬁ), 0/)

as can be seen easily by a direct argument pushing forward all intersection points, and
holomorphic disks connecting two such, via d. We note that the change of complex
structure maps commute with the maps d ;. ;/ (by a direct check), so there is also an
induced map of transitive systems

de:CF (Z,a,B.,2,5) — CF(X,a', B, 2, d(5)).

Finally, by Lemma 6.12 and [5, Lemma 9.24], the maps dx commute with the maps

Fl‘;‘:g: appearing in Definition 6.14. Thus by using the continuation maps the maps

dyx can be extended to a morphism of the transitive systems in Definition 6.14,
dv: CF~(H,s) — CF~(H',d(s)),
where H = (2, [e],[B],z) and H' = (¥, ['],[B], ).

On the level of homology, the above definitions give a well defined map of the Z[U]-
modules in Definition 6.14,

dy: HF~(H,s) — HF~(H',d(s)).
6.8 Monodromy of orientation systems
We now establish the claim made in Definition 6.14 that there is no monodromy of

induced orientations systems around loops of diagrams. This will finish the proof that
the Heegaard Floer invariants are weak Heegaard invariants, and will also establish
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in particular that there is no monodromy of induced orientation systems around the
special loops relevant to strong Heegaard invariance. We will show:

Lemma 6.19 There is no monodromy of coherent orientation systems around loops
composed of isomorphisms associated to isotopies, handleslides, stabilizations and
diffeomorphisms of diagrams.

Corollary 6.20 There is no monodromy of coherent orientation systems around the
loops determined by simple handleswaps and distinguished rectangles.

Remark 6.21 Note that we have already described how each type of Heegaard move
induces a map on the Heegaard Floer chain complex which is defined with respect to an
orientation system induced on the codomain from one on the domain. See Section 6.4,
Definition 6.17 and Definition 6.18 for the relevant definitions and references.

To prove Lemma 6.19, it will be useful to think first about the canonical orientation
systems, introduced in [10], in particular. We first note the following fact about those
orientation systems.

Lemma 6.22 The maps associated to isotopies, handleslides, stabilizations and diffeo-
morphisms take canonical orientations to canonical orientations.

Proof By [10, Section 8], each such map induces an isomorphism on the totally
twisted module HF°°. By [10, Theorem 10.1], the canonical orientation system is
characterized by the resulting isomorphism type of HF°. O

Corollary 6.23 The maps associated to the loops defining simple handleswaps and
distinguished rectangles take canonical orientations to canonical orientations.

Having established the statement of Lemma 6.19 for canonical orientation systems,
we now turn to proving it for general orientation systems. Fix a Heegaard diagram
for Y, and let

Oy = {equivalence classes of coherent orientation systems on H}
and o, € Oy be the canonical orientation system. There is a map

diff,, : O — Hom(I1%, Z/27),
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where 1% is the group of periodic domains based at x in #, defined by measuring the
difference between an orientation system and o, on each periodic domain. In symbols,
for an orientation system o, diff,_(0) is a map

diff,, (0): TI} — Z/27

satisfying 0 if o ocl
D = Uc|D,

I ifolp # oclp.
We note that the analogous map diff,, can be defined for any coherent orientation system
oonH.

diff,, (0)[D] = {

Lemma 6.24 diff,_ : Oy — Hom(I1%,Z/27) is a well-defined bijection.

Proof We’ve already seen in the proof of Lemma 6.8 that equivalence classes of
orientation systems are determined by their values on a basis for the periodic domains
based at x. Thus if diff,, (0) = diff,, (0"), then o and o’ agree with o, on the same set
of domains, and 0 = 0/, so diff, is injective.

Given a morphism ¢: [1% — Z /27, define o to satisfy

| oclp ife(D)=0,
olp = .
~oclp if¢(D)=1.
By the comments in Remark 6.4 , o can then be extended over a complete set of paths
to obtain a coherent orientation system satisfying diff, (o) = ¢. |

Note that by Remark 6.21, any loop L composed of Heegaard moves induces a map
L: OH — OH.

With this notation, proving Lemma 6.19 amounts to showing that L(0) = o for each
diagram # and each coherent orientation system o € Oy, while Corollary 6.23 says
L(o;) = 0. To prove Lemma 6.19, we will show that the maps on orientation systems
induced by Heegaard moves commute with the diff maps in the following sense. Given
a Heegaard move from a diagram #; to a diagram H,, let f: Oy, — Oy, be the
induced map of coherent orientation systems. Similarly, let

f:Hom(I1}"1, Z./27) — Hom(I1%'?, Z./2Z)

x/ b
be the map induced from precomposition with the identifications H?,Z ~H,(Y) = H?l

described in [11, Proposition 2.15 and Lemma 2.17]. We then have the result:
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Lemma 6.25 For each of the maps f on coherent orientation systems induced by
Heegaard moves,

fodiff, = diff/g) o f

for all coherent orientation systems o.

Proof For each type of Heegaard move, the definition of the map f (which specifies
how a coherent orientation on the starting diagram determines one on the target diagram)
can be described by an identification

¢: 177 — I,
If we let a be the map
¢: Hom(T1 1, Z./27Z) — Hom(I1"?, 2./27)

induced by precomposition with ¢, then for each Heegaard move one can show that
4) ¢ o diff, = diffs () 0 f.

For example, in the case of a handleslide this follows from an inspection of the proof
of [11, Lemma 8.7] (or see for comparison Remark 6.4), as we now explain. Let
(X,a,B,y,z) be a triple diagram determining a handleslide, as in Lemma 6.9, and
He,p and Hy,y be the initial and final diagrams for the handleslide. Fix a homotopy
class of triangle Yo € m2(x, y, z) in the triple diagram. The map f: Oy, ; — O%, ,
on orientation systems induced by the handleslide is defined by applying Lemma 6.3
with the orientation og , on the intermediary diagram Hg , chosen to be that of
Lemma 6.5. Recall that in this case the indeterminacy of Lemma 6.3 disappears, as the
group O from Remark 6.4 is zero, so an orientation 04,y is uniquely determined by an
orientation 04 g. The key property we will need to recall from this particular application
of the construction of Lemma 6.3 is that for each periodic class, Ay, )y € H?“”’, there
is a unique pair of classes Ag ;, and Ay g such that

©) Yo + Aa,y = Yo+ A,B,y + Aa,ﬂv

and furthermore the induced orientation is constructed such that this relation is respected
by the orientations over these domains; see [11, Proof of Lemma 8.7]. With this in mind,
we proceed to establish (4) as follows. Fix a periodic domain Py ) € H?"‘"’ , and two
orientation systems o0, g and 0;“9 on Hy g. Let o,y = f(0g,p) and 0y ,, = f(o:x,ﬁ)
be the corresponding orientations induced by the handleslide, as described above.
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Finally, let ¢: H?"“B — H?’"‘”’ be the map which sends a domain Py g to the unique
class Py, specified by (5). We then compare the two sides of (4), and find

(¢ 0 diffoy 5 (0], p))[Pay] = (0a,8 — 0}y g)[ Pap]
while
(difff (o ) © / (0 ) Pat.y] = (0a,y — 0y ) Pa.y]
= (0g,8 — Og,ﬂ)[Pa,ﬂ] +(0g,y — Ujg,,,)[Pﬂ,y]
= (Ua,ﬂ - Uix,ﬂ)[Pa,,B]’

where the second equality uses the fact that the induced orientations respect (5) by
construction, and the third equality uses the fact that og ,, = o}, . This completes the
proof of (4) for the case of handleslides.

With (4) understood, we further claim that for each Heegaard move the identification
¢: T2 — T
used to define f and 5 agrees with the identification

N7 =~ Hy(Y) =T}

x' =
used to define f . In particular, this implies that f = 5 , which together with (4) proves

the lemma.

In the case of a handleslide, the aforementioned claim follows from the following
observations:

(1) Each periodic domain is uniquely determined by the part of its boundary that
lies on one set of attaching curves.

(2) In the case at hand, the identification ¢ preserves the part of the boundary of
domains that lies on one set of attaching circles, and can be characterized as the
unique identification of periodic domains with that property.

(3) The identifications

M7 >~ Hy(Y) and T2 =~ Hy(Y)

x’ =

(described in [11, Lemma 2.17 and subsequent remarks]) are determined by the
part of the boundary of each periodic domain that lies on one set of attaching
curves.
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The first two facts imply that for each periodic domain D € 2, D and ¢ (D) share
the part of their boundary that lies on one set of attaching curves, and the third fact then
ensures that D and ¢ (D) have the same image in H,(Y'), which establishes the claim.

The preceding argument proves that the lemma holds for handleslides. For the other
Heegaard moves, (4) once again follows directly from the definition of the maps f
and ¢ (although in these cases the definitions are themselves simpler), and the second
claim follows from considerations analogous to those listed above. We leave the details
of these cases to the reader. |

Corollary 6.26 For any loop L of Heegaard moves, Lo diff, = diffz ) o L for all
coherent orientation systems o.

Proof of Lemma 6.19 Corollary 6.26 applied to o, yields
L o diff,(0.) = diffy (g) 0 L(0c) = diffy ) (0c)
where the last equality comes from Corollary 6.23. Since we are considering here a

loop of diagrams, the map L is the identity, and the previous equation yields

diff,(0.) = diffz () (0c)
or, equivalently,
o= L(o),
as desired d

7 Heegaard Floer homology as a strong Heegaard invariant

In the previous section we recalled the definition of the weak Heegaard invariants

CF™ : Gpan — Trans (P (Kom(Z[U ]—Mod)))
and
HF ™ : Gpan — P(Z[U]-Mod)

underlying the strong Heegaard invariants appearing in Theorem 1.3 and Corollary 1.4,
respectively. To establish Theorem 1.3 we need to check the four axioms required of a
strong Heegaard invariant in Definition 3.7.

The proofs of axioms (1) and (2) given in [5, Section 9.2, page 131] for IF,[U]-Mod
apply almost directly to establish axioms (1) and (2) for CF~ and HF~ as Heegaard
invariants valued in Trans(P (Kom(Z[U ]—Mod))) and P(Z[U]-Mod), respectively, as
we now summarize for CF ™.

Algebraic & Geometric Topology, Volume 23 (2023)



1016 Michael Gartner

For axiom (1), the functoriality of CF ™~ restricted to G%,, and gflan follows from

Lemma 6.9 and [14, Theorem 2.3]. The functoriality of CF~ restricted to GJifl jg
immediate from Definition 6.18. Finally, for a stabilization e and the corresponding

destabilization e/, CF~(e’) = CF~(e)~! by Definition 6.17.

For axiom (2), we need to establish that the images under CF~ of distinguished
rectangles in G, (recall Definition 3.5) form commuting rectangles. For a rectangle
of type (1), commutativity follows from Lemma 6.9 and [14, Theorem 2.3]. For a
rectangle of type (2), commutativity follows from [14, Lemma 2.15]. For a rectangle of
type (3), commutativity follows from [5, Lemma 9.24]. Finally, rectangles of type (4)
and (5) can be seen to commute by directly applying the arguments in [5, page 131].

We now investigate axiom (3). Let H = (X, A, B, z) € |Gman| be an isotopy diagram,
d: H — H a diffeomorphism of isotopy diagrams which is isotopic to Idy, and
dy ;= CF~(e) where e € G3ff (H, H) is the edge corresponding to d. We need to show
d« = IdcF- () as morphisms of transitive systems in P(Kom(Z[U]-Mod)). We adapt
and restate the argument given in [5, Proposition 9.27] in order to explain why it can be

applied to the case of (projective) integral coefficients. We show the following result.

Theorem 7.1 Let (X, e, B, z) be a strongly s—admissible diagram with || = |B| = g.
Suppose that d : ¥ — X is a diffeomorphism isotopic to Idyx, and let o’ = d(et) and
B’ =d(B). Let 04 g be a coherent orientation system on (X, &, B, z) and 04’ g’ be the
coherent orientation system on (X, e’, B’, z) induced by d. Then, with respect to these
orientation systems,

de=£T§2%  HF (S.a.B.2.5.048) > HF (3.0, .2 5. 00/ ).

Furthermore, as maps

dx, irg:}’;;; CF(Z,a,B,z,5, Uoc,ﬂ) — CF_(E,OL/’ 13/’ 7 s, Oa’,ﬂ’)’
dy is chain homotopic to one of :I:Fg::g/,.
In fact, this theorem will establish axiom (3) in Definition 3.7 for the weak Heegaard
invariants CF~ and HF~ above. Since d is isotopic to Idy, by hypothesis, we have o’
is isotopic to e and B’ is isotopic to B, so H := (X, [«], [B]. 2) = (X, [a'], [B’]. ). The
induced map of transitive systems dx: CF~ (H) — CF~ (H) defined in Definition 6.18
is then computed by extending the following map by conjugation with the continuation

maps:
CF (Z,a,B.2,04,8) — CF(2,d',B,z, 0q/,p) ———>CF (2,0, B,2,04,8).
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Since T8 ~# (I‘ﬂ_>ﬂ/)_1 and dx ~ S by Theorem 7.1, we see that

o' —o oa—o’ oa—ao’
dy: CF~(H) — CF~(H)

is the extension of amap CF~ (X, &, B,z,04,8) —> CF (X, a,B,z,04,p) Which is
homotopic to plus or minus the identity. Thus we see that d« = IdcF— gy as morphisms
in Trans(P (Kom(Z[U ]—Mod))) .

Proof of Theorem 7.1 Since d is isotopic to idy, we may decompose it into a
composition of diffeomorphisms d; on some diagrams H; = (X, &;, B8;), such that each
d; is Hamiltonian isotopic to idy, for some symplectic form w; on X, and the diagrams
satisfy the intersection properties | Nd;(a)| = | Nd;(B)| =2 for all ® € ;1 and
B € Bi—1. As described in [5, Proposition 9.27], it will suffice to prove the result for
such a d;. So let d; for t € R be a Hamiltonian isotopy which is independent of ¢
for t € (—00,0] and ¢ € [1, 00), and which connects idy to a diffeomorphism d of
H = (X, a,B). Throughout the proof, we will use the notation d; (&) = &, d;(B) = B+,
and use primes to indicate the values of various quantities at # = 1.

Fix the data of a complex structure j on X and a perturbation Jg of Sym#(;) on
Sym#(X), and for # € R let j; = (d;)«(j) and Js; = (Sym?(d;))«(Js). As described
in the sections above, there are numerous chain maps on the Heegaard Floer chain
complexes we can associate with the isotopy d; and this induced almost complex
structure data. We will be concerned here with the following three.

(1) We can change the almost complex structure on Sym#(X) from J;, = Jg o to
Ji = Js.1, while leaving the attaching curves unchanged, and consider the induced map

), sy: CF7 (.00, B.2,0a,8) = CF7 (5., B.2.00,p).

We recall here that this map is defined (in [11]) by counting Maslov index O disks
u:[0,1]x R — Sym# (%) connecting some x € T NTg to some y € Te N'Tg, which
satisfy u(0,¢) e a, u(1,¢) € B and du/ds + Js(du/dt) = 0.

(2) We can leave the almost complex structures (j, Js) fixed, and consider the effect
on the Floer complex of altering only the attaching curves via the map

T80 CF (S, a.B.2,00.8) > CF} (5.0, B/ 2,00 ")

a—>o’
associated to the Hamiltonian isotopy d;. In this case, the map is defined by counting
Maslov index 0 disks u connecting some x € T NTg to some y € Tor NTg- as above,

but with dynamic boundary conditions u(0,7) € a;, u(1,t) € B¢, and which satisfy
du/ds + Js(du/dt) = 0.
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(3) We define a new sort of continuation map associated with d;,
Ly, :CFy (2, 0,B.2,04,8) — CF_Y/(E,a/’ Bz 04 .p)

which combines the ideas from the previous two. This map is defined to count Maslov
index 0 disks u which connect some x € To NTg to some x' €Ty N Tpg/, have dynamic
boundary conditions u(0,7) € o, u(1,1) € B¢, and satisfy du/ds + Js ((du/dt) = 0.
We will denote the set of homotopy classes of Whitney disks (not necessarily Jy ;—
holomorphic) satisfying these boundary conditions by ng “(x,x’),and for ¢ € ng "(x,x))
we will denote the moduli space of J; ;~holomorphic maps representing ¢ by Mt ().

We claim that the third map in the list above is in fact chain homotopic to the map d . ;/
from Definition 6.18. To see this, we first explain that if a diffeomorphism (which we
also indicate by d, as an abuse of notation) d : ¥ — X isotopic to the identity (via an
isotopy d;) is sufficiently close to Idy;, then the map defined in case (3) above satisfies
[y, =dj, j; as chain maps. Indeed, by taking d to be a sufficiently small perturbation
of Idy, we may ensure the isotopy d; is arbitrarily close to being constant in ¢. For
an isotopy which is constant in #, the definition of the continuation map in (3) above
counts Maslov index 0 disks with fixed boundary conditions which are Jg—holomorphic.
The only such maps are constant maps. Thus, by Gromov compactness, if the isotopy
d; is sufficiently close to being constant, the Maslov index 0 solutions to the equation
appearing in the definition of I'y, will be close enough to constant disks to ensure that
Iy, will be a nearest-point map.

Next we note that the definition of I'y, depends on a choice of coherent orientation
system for the moduli spaces M% (¢). As explained in [11, Proof of Proposition 7.3],
when nf’ (x,x’) # 0 a single homotopy class ¢ € JTzdt (x,x’) = Z yields via gluing an
identification between periodic classes 72 (x, x) =4 m2(x’, x") on the two diagrams,
and a choice of orientation for M (¢) then yields an identification between coherent
orientation systems on the two diagrams. Thus, given a coherent orientation system
0g,8 On (X, e, B), and an orientation on M9 (¢), we obtain an induced orientation
0,87 o0 (X, a’, B’) with respect to which the map is defined. We claim that we may
arrange for this induced orientation to agree with that induced by d, ;. Indeed, fix for
each x € T N'Tg a homotopy class ¢y € nf (x, x"). We can choose orientations on all
such M% (¢px ) freely such that Iy, is the positive nearest-point map (with the generator
corresponding to an intersection point being taken to the positive generator correspond-
ing to the nearest intersection point after the isotopy is performed), and then extend
these choices to a coherent system. The coherent orientation 04/ g/ on (X, e, B/, 2)
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induced by Iy, that results will then be the same as that induced by dj, ;/, as we now
explain. Fix x, y € To NTg and let x’ = d(x) and y’ = d(y) be the corresponding
intersection points in T/ N'Tg-. Given a homotopy class ¥ € 2 (x, y) and a positively
oriented Whitney disk # from x to y in the class i, the orientation system induced
by dj, j; will positively orient the corresponding disk d(u) representing the class
d(y) € mo(x’, y’); see Definition 6.18. We need to show that the disk d(u) is also
positively oriented in the orientation system induced by I'y,. As described above, the
orientation on d(u) induced by I'y, is specified as follows. We consider representative
disks vy and v, for the classes ¢y € ng’ (x,x’)and ¢y € nj’ (y,y’), which we may
assume are both positively oriented by the choice we made for orientations on M (dx)
and M (¢y). We then consider the glued disk v, [ u { v1. Since an orientation has
been specified on each constituent disk and our system is coherent, this glued disk also
has a specified orientation, which is positive given our choices. Finally, we note that
this disk is identified with d(«) under the identification between coherent orientation
systems in the two diagrams, and thus d(z) must also be oriented positively. We thus
see that both maps induce the same coherent orientation system on the target and both
take the form of the positive nearest-point map, so I'y, = ¢ ;.

Finally, we can decompose our original diffeomorphism d: (2, g, Bo) = (2, &1, B1)
into a sequence of diffeomorphisms d!,d?,...,d"N, where
d': (2, ai—1y/N Bi-1)/N) = (Z.@i/n. Bi/N)

and each d is isotopic to Idy, via isotopies d ,’ . For sufficiently large NV, we can ensure
that the continuation map I di associated to each constituent isotopy satisfies

]

Fd,’ = (d) g iy/nTvisN
by the argument in the preceding paragraphs. Furthermore, by inserting long necks
one can see that the composition of the corresponding continuation maps is homotopic
to the original continuation map

Ly, ~ (th]\f 0"'0thl).
Since
= N DY 1
dJsst/ - dJs,(N—l)/N,Js,l oo dJs,o,Js,l/N’

we thus see that dj_;/ ~ I'g,, which establishes the claim.

Using Definition 6.18 we have dx = @/, 5 od, ;/. Thus to complete the proof it
will in fact suffice to show that ®;,_, ; ody s ~ :I:Fg:‘g,/ ,orsince dy jr ~ Ty,
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Js,20-1
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Figure 5: A schematic of the complex structure and isotopy data defin-
ing the continuation maps I'y, and (a continuation map homotopic to)
o, 7.0 F;‘:":, and the homotopies between the two sets of data. The data
defining 'y, is represented by the top edges of the two triangles, while the
data defining @ _, ;s 0 Fg:z; is represented by the bottom edges followed
by the vertical edges.

-1
and @ 72N e @y ./, to show that

(6) Fa, ~ £y 0 TiTG

To see that (6) is true, we consider the following generalized notion of a continuation
map, of which each of the three maps involved are a special case. Consider a Hamilton-
ian isotopy ¢ and a generic two parameter family of almost complex structures Kj ;
on Sym# (X)) which are perturbations of Sym# (k;) where k; is a one parameter family
of complex structures on . Here we assume for convenience as above that this data is
independent of ¢ for ¢ € (—o0,0] and ¢ € [1, 00). We set at; = ¢ (&) and B; = ¢ (B).
Given such data we can associate the continuation map with respect to (¢, Ky 1),

%) F(¢I,Ks,t): CFESQO(Z’“Ov ﬂO) - CF[;SJ (Z"Xl»ﬂl)»

by counting Maslov index O disks u connecting some x € Ty, N Tg, to some
y € Tq, N Tg,, with dynamic boundary conditions u(0,7) € o, u(1,1) € B;, and

which satisfy

du du

T+ Ko () =0.

s o\
The maps ['y,, @, _, ;7 and Fg:g,/ above are then the continuation maps with respect
to the data (d;, Js ), (idx, Js) and (d;, Jy,0) respectively. Furthermore, since the
homotopy classes of such continuation maps are natural under concatenation and
rescaling of the ¢, and K, by [14, Lemma 2.12] (see also the argument below), the
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composite ®y _, jr 0 Fg:g,/ is homotopic to the continuation map defined with respect
to the data . 1
(dZt, JS,O) lft € [07 5]’

. . 1
(ids. Js2i—1) ift€[35.1].
Consider now two Hamiltonian isotopies ¢, o and ¢, ; with ¢ 0 = ¢o,1 = idg

(dt,lv Js,t,l) = {

and ¢;0 = ¢1,1, and two generic two parameter families K, o and K, ; with
K00 = Ks,0,1 and Ky 1,0 = K;,1,1. We will complete the proof by showing that a
generic homotopy /& = (¢,¢, Ksr,z) between (¢; 0, Ky ,0) and (¢;,1, Ky ,1) induces
a chain homotopy between I'¢, , k,, ) and £, | k., ). In particular, (6) will
follow, as the data (d;, Js,¢) used to define I'y, 5, , =: Iy, is homotopic to the data

7
(di,15 Js,p,1) used to define Ty, | g, ~ Py 50 Fg:g,.

Fixing 7, let 73 (x, y) denote the homotopy classes of disks # which connect x to
¥, and which satisfy the boundary conditions #(0,7) € ¢; () and u(1,¢) € ¢;,(B).
Given a homotopy class ¢ € 77 (x, y), we denote by M (¢) the moduli space of disks

in the class ¢ satisfying

d—u"f‘Kstr(d_u) =0.

ds i\ dt
We note that for fixed t, the definition of the continuation map with respect to
(¢r,2. Ks,r,¢) given above can be restated succinctly as counting Maslov index 0 disks
in the moduli spaces M(¢). For any t, the homotopy / induces an identification
between homotopy classes of disks ng (x,y) = m;(x, y). Using this identification,
we may define for each ¢ € ng (x, y) the moduli space

®) M) = | Me(¢) x {z}.

tel
For a generic choice of homotopy #, this is a manifold of dimension u(¢) 4 1. We use
this moduli space to define a chain homotopy

H":CFg (Z,a0.B0) > CFg, (S, a1, B1)

between 'y, (., , o) @0d [y, | &, , ) associated with the homotopy /1. For x € To,NTg
we set
H'(x.iD= >, ) #M@)y.i-n@)l

V€Ta;NTpy pend(x,y)
u(@)=—1

To see that this is a chain homotopy, we will consider the ends of the moduli spaces
M" () for y with Maslov index p(y) = 0. Since such spaces M” (1) are smooth 1—
dimensional manifolds for generic choices of almost complex structure data, and since
they are orientable, the signed count of the ends is zero for any choice of orientation.
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The ends can be partitioned into three types: those corresponding to v = 0, those
corresponding to t = 1, and those corresponding to strips breaking off for values
0 < t < 1. For the ends corresponding to t = 0, the contribution to the count of the
ends is given by the count of the zero-dimensional moduli space #M ;—o(¥). Modulo
signs, this is precisely the count occurring in the definition of I'¢, , &, , o)- For 7 =1,
the contribution to the count of the ends is similarly given by #M =1 (¥), which is
the count occurring in the definition of I'¢, | k., ;). modulo signs. We will discuss
the signed contributions below. Finally, the ends corresponding to strip breaking come
from the space

( [ M@~ M(qﬁ/)) I ( [ ~e)x Mh<¢)).
Pro'=v ¢’ xp=yr

w($)=0,u(¢)=1 w(@)=0,u(¢)=1
Supposing the orientations on the moduli spaces MP" are chosen to be coherent with
respect to pregluings of strips, the count of the terms in the first parentheses is precisely
the count occurring in the composition d;; o H hwhile the count of the terms in
the second parentheses is precisely the count occurring in H h o (d1)”. Here 9,
indicates the differential on CFI}S’O(E, o, Bo) and (d1)~ indicates the differential on
CFg (X,a1,B1).

Finally, we note that we may arrange for the spaces ./\/lh(qS) to be coherently oriented
such that the total signed count of the ends of M” () is given by

0= F(¢t,0>Ks,t,0) - F(d’t,l,Ks.t,l) —((01)" 0 H + H"o 30_).

Indeed, we have

©) M) = M) x{r}={(u, 1) e C¥(I xR, Sym (£))x I |u € M (¥)},
tel

so for each homotopy class 1 we may choose orientations on M- () fitting together
coherently, and obtain induced orientations on the spaces ./\/lh(W) via the product
structure in (9). Such an induced orientation will enjoy the property that the restrictions
to the ends at t = 0 and t = 1 yield the counts —# M,—q(¥) and + # M,—1(¥)
respectively. We omit the technical details of this argument, and refer the interested
reader to the proof of Lemma 8.13, where an analogous argument dealing with holo-
morphic triangles is spelled out in detail. We have thus shown that a generic homotopy
h = (¢1,z, Ks,1,7) between (¢;,0, Ksr,0) and (¢;,1, Ks,1) induces a chain homotopy

between I'(g, .k, o) and £, 1.k, -
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Finally, we note that since the homotopy / is constant in 7 for # = 0 and ¢ = 1, the chain
homotopy H h defined with respect to the orientations on Mh(¢) specified above, is a
chain homotopy between the continuation maps Iy, o &, o) and I, | k,, )» Which
both take the form

CFR, o=k 01 (5 0. Bo. % Oun ) > CFg,, (k, , (Z1.B1.%. 00, 8,)

and are defined with respect to the same coherent orientation systems on their domains,
and the same coherent orientation systems on their targets. In particular, in the case of
interest — ie (6) — we may choose orientations on M;—¢ = M 5o that d 70,0, ~ T,
(which we established is possible earlier), which together with the above remarks
establishes (6). This completes the proof of the theorem. O

Finally, we relegate the proof of axiom (4), simple handleswap invariance, to Section 8.
Given a simple handleswap in Gyan,

H,
I
H; (T H,

we will show that the composition of the induced maps in the category of transitive
systems in the projectivized homotopy category yields the identity. We recall from
Definition 3.6 that here H; = (X # X, «;, B;) are isotopy diagrams, e is a strong
a—equivalence, f is a strong B—equivalence, and g is a diffeomorphism of isotopy
diagrams.

Theorem 7.2 (cf [5, Theorem 9.30]) Let ({H;},e, f,g) be data defining a simple
handleswap as above. For the weak Heegaard invariants C F° defined in Definition 6.14,
the induced maps g« := CF°(g), ®, := CF°(e), and @y := CF°( f) satisty

gx 0Py o @, =Idcr—(my)-

Thus the weak Heegaard invariants C F°: Gy — Trans(P(Kom(Z[U ]—Mod))) satisty
simple handleswap invariance.

Corollary 7.3 The weak Heegaard invariants HF ™ : Gyan — P(Z[U]-Mod) satisty
simple handleswap invariance.

Theorem 7.2 and Corollary 7.3 will establish Theorem 1.3 and Corollary 1.4, which by
Section 5 also establishes Theorem 1.1.
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Figure 6: The pointed triple diagram 7o, with the curves af, = (o}, a5),
ao = (a1, ®2), Bo = (B1, B2), and the 6 intersection points, labeled.

8 Simple handleswap invariance

In this section we prove Theorem 7.2. The key result which will need to be established
is the integral analog of a triangle count proved in [5, Proposition 9.31]. We will
consider the pointed genus two Heegaard triple diagram 7y shown in Figure 6 (compare
the diagrams in Figure 4). Given any triple diagram 7 we will show that triangle
maps on the stabilized diagram 7T # 7Ty, endowed with a sufficiently stretched neck, are
determined by triangle maps on the unstabilized diagram 7.

We now fix some notation regarding the intersection points in the triple diagram
To = (2., &g, Bo. po). We write Ty, N Tg, = {a}, Ty, NTg, = {b}, and

Ty N Tay = {6765, 6;765,6765,6767).

Here the intersection points Qli € 01’1 N a; and 92i € a’2 N a5, are those labeled in
Figure 6. We write ® := 91+ 92+ . We will show:

Proposition 8.1 (cf [5, Proposition 9.31]) Fix a strongly s—admissible Heegaard triple
T =(Z.a,a, B, p), and consider the diagram T # Ty, where To = (X, ey, &g, Bo. Po)
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Figure 7: The pointed triple diagram 7, with the curves oy = (o], ),
Bo = (B1.B2). and B = (B]. B5). and the 6’ intersection points, labeled.

is the diagram in Figure 6 and the connect sum is taken at the basepoints p and po. Then
for a generic and sufficiently stretched almost complex structure there is a coherent
orientation system o, on Ty, which together with any coherent orientation system o7
on T induces a coherent orientation system o7, on T #Ty. Furthermore, with respect

to these orientations,

Frimg(x xO) @ (y xa),s) =xFr(x@y,s)xb

forany x € Ty NTy and y € T NTg.

In fact when we prove handleswap invariance the diagram 7 and the triangle count
just stated will be relevant only to the consideration of the strong a—equivalence
involved in the statement. We will need an analogous result which pertains to the strong
B—equivalence map occurring in the statement. We now state the precise result we
will need for this. Let 7, = (Zo. &, Bo. B. po) denote the pointed genus two triple
diagram shown in Figure 7, where e = {o/]. @}, By = {B1. B2} and B, = {B]. B’}
(again compare the diagrams in Figure 4).
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We further fix the following notation for intersection points in the diagram: we let
T% NTg, = 1{b}, T% N Tﬂ(x) = {c}, and ®' denote the generator in Tg, N Tﬂ(/) with the
highest relative grading. Let 7/ = (X, &/, B, B’, p) be another pointed Heegaard triple,
and consider the diagram 7’ #76/ , where the connect sum is taken at the basepoints p
and pg. Then we will have an analogous triangle count:

Proposition 8.2 (cf [5, Proposition 9.32]) Fix a strongly s—admissible Heegaard triple

T =(Z,a,B,B’, p), and consider the diagram T’ #7;)/ as above. Then for a generic

and sufficiently stretched almost complex structure there is a coherent orientation

system 07/ on 72)’ , which together with any coherent orientation system o7 on T’

induces a coherent orientation system o147 on T’ # 7. Furthermore, with respect to
0

these orientations,

Froary (x xb) ® (p % 0),5)=tFr(x®y,5) xc

foranyx € Ty NTg andy € Tg NTg:.

We will prove Proposition 8.1 in the following subsection. Since a nearly identical
proof can be used to establish Proposition 8.2, we omit the proof of that result. We
now assume Propositions 8.1 and 8.2 and use them to establish Theorem 7.2.

Proof of Theorem 7.2 We consider a simple handleswap (Hy, H,, H3, e, f, g) as
in Definition 3.6. We first note that to prove the statement about transitive systems
appearing in Theorem 7.2, it will suffice to find representatives H, H5, and H3 for
the isotopy diagrams, and show that for these representatives,

gx 0Py ode = xldcr—(1))
in Kom(Z[U]-Mod), or equivalently
gx 0 @po®e =Idcr—(u))

in P(Kom(Z[U]-Mod)). Indeed, since each of the maps ®., @7, and g« above are
contained in the morphisms ®., ®; and g« of the transitive systems CF~ (H), by
the results in Sections 6 and 7, this monodromy relation will automatically yield
corresponding monodromy relation for all such triangles.

Let H1 = (X # X¢, a1, B2) be a representative for the first isotopy diagram in the
collection of data specifying the simple handleswap. By definition, #; decomposes as
H#Hy, where H = (X, a, B) and Hy = (Zg, @9, Bo) are as in Figure 4 (#H, here is
what we were denoting by P N #; in Definition 3.6).
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Fix two new curves a{) on X which are related to a as in the diagram 7y in the
statement of Proposition 8.1. Fix also a collection of curves &’ on X which are
obtained by performing a small Hamiltonian isotopy on the curves in «. The second
isotopy diagram H, can then be represented as H, = (X # X, a’ U océ), B UBp), and
the morphism associated to the strong e—equivalence e is given by the triangle map
P, = Wgﬁ;ﬁ—mlua:’. We note that our choices of representatives for the isotopy
diagrams H; and H, ensure that the strong equivalence map of Definition 6.13 applied
to these representatives is computed using only a single triangle map, as opposed
to a composition of triangle maps and continuation maps. As in the notation of
Proposition 8.1, we set To, N Tg, = {a} and T% NTg, = {b}. We then have for any

y Xae r]raUao N Tﬂuﬂ(),

4 ’
alUap—a'Ua,

De(y xa) =Vg g (y xa)
= Ja'Ua),aUaq,BUBo (@a’u%,au«xo ® (y xa))
= a/Ua(),aUao,ﬁuﬁO(((')a’,a xX0)R® (y xa))
=tFw,0,8(Oa,axy)xb
= +T§% () xb.

Here we have used Proposition 8.1 in the second to last equality, and Lemma 6.12 in
the last equality.

We perform the analogous calculation for the strong f—equivalence. Fix two new curves
B, on X which are related to 8 as in the diagram 7 in the statement of Proposition 8.2.
Fix also a collection of curves B’ on ¥ which are obtained by performing a small
Hamiltonian isotopy on the curves in 8. The third isotopy diagram H3 can then be
represented as Hz = (X # X, a’ Ua,, B’ U B), and the morphi‘sxr/rLlJS/ssociated to the
pUBo—prug; A8 TN
the notation of Proposition 8.2, we set ']I‘% N Tﬂ(f) = {c}. By the same sequence of

strong B—equivalence [ is given by the triangle map ®f := ¥

computations as in the previous case we then have for any x x b € Ta/u% NTgug,-

/7 ’
a’Ue,

BUBo—B'UB
= Fa'Ua,.BUBo.8 UB, (X X D) @O gypg, grup;)
= FarUa),8UB0.B'UB, (X X D) @ (Op g X ©))
=+Fu pp(xx0Ogg)xc

Or(x xb)=W (x xb)

= :I:Fg/_)ﬂ/(x) xe.
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This time we have used Proposition 8.2 in the second-to-last equality, and again used
Lemma 6.12 in the last equality.

We note that in the collection of representatives for the isotopy diagrams in a simple
handleswap one could leave the & and B curves unchanged throughout the handleswap,
which would necessitate the diffeomorphism g restricting to the identity on . Here
we have altered o and B slightly, so that the strong ae—equivalence and strong -
equivalence maps could each be computed via a single triangle map V. Since our
alteration of the curves & and § on X came from small Hamiltonian isotopies, we can
however still ensure that for our representatives for the handleswap the diffeomorphism
g is isotopic to the identity when restricted to 3. Furthermore, since g is part of a
simple handleswap it must satisfy g(e’) = g(e) and g(B’) = g(B). Thus, by definition
of the maps induced by diffeomorphisms of diagrams, we have

gx(zx¢) = (g|z)«(z) xa
forall (zxc) € T(x’Ua6 N Tﬁ/uﬂ(’)'

Putting these formulas for each of the induced maps together, we find that

o'Uay, aUao—a’Ua|

gx 0 ®@po Dy xa) = (gx0 Vg, prug © Vpig, )y xa)

oa—o’

=:|:((g|g)*org_>ﬂ,oFﬂ )(y)xa.
Since the restriction of g to X is isotopic to the identity, Theorem 7.1 ensures
(glz)xoTh_, g o T~ ~ Lldcp—(r0)-
We thus have
gxoProd, = :i:((g|z;)* o Fg;ﬂ/ o Fg_)“/) ® Idcr— (1)
~ ldcr-) ® ldcF-(1)
~ iIdCF—(Hl)’

which by the remarks at the beginning of the proof completes the argument. |

Having established that Propositions 8.1 and 8.2 together imply Theorem 7.2, we now
turn towards proving Proposition 8.1.

We employ the strategy used in [5] for proving the analog of Proposition 8.1 appearing
there. We import many results exactly as they are stated there, while in a few cases we
make small modifications in order to be able to apply their results. For the reader’s
convenience we provide statements of some results from [5], and provide proofs of any
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va/ﬂ

(fﬁ Co’

N
Vag / Va'a

Figure 8: The region A.

imported results which must be modified slightly for our purposes. We also provide
sketches of proofs of certain statements from [5] which we do not need to modify, but
whose exposition we hope will aid in the readability of this paper.

In the remainder of this section we work in the cylindrical formulation of Heegaard
Floer homology introduced by Lipshitz in [6].

8.1 Moduli spaces of triangles

We begin by recalling some notation and terminology regarding holomorphic triangles in
the cylindrical setting of Heegaard Floer homology; see [6]. We denote by A the subset
of C shown in Figure 8, which has three cylindrical ends modeled on [0, 1] x [0, 0c0).
We will think of this region as a triangle with its vertices removed. We also introduce
in the figure notation we will use to indicate the boundary components and ends of this
region.
We will consider almost complex structures J on X x A which satisfy the following
conditions:
(J'1") J is tamed by the split symplectic form on X x A.
(3’2") On each component of ¥ \ (e’ U« U B) there is at least one point at which
J =Jjz X Ja.
(J’3’) On each cylindrical end ¥ x [0, 1] x R of ¥ x A, there is a 2—plane distribution
non X x [0, 1] x {0} such that the restriction of w to 1 is nondegenerate, J

preserves 1, and the restriction of J to 7 is compatible with w. Furthermore, n
is tangent to X near (X x {0, 1} x {0}) U (2 x [0, 1] x {0}).

(J’4") The planes Tz ({p} x A) are complex lines of J for all (p,d) € T x A.
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(J’5") There is an open set U C A containing dA \ {Va'a, Vag, Vorg} such that the
planes T}, (X x {d}) are complex lines of J for all (p, d) near (&’ U UB) x A
and for all (p,d) e ¥ xU.

J—holomorphic curves in X x A for almost complex structures J of this sort enjoy the
following property.

Lemma 8.3 [6, Lemma 3.1] Let J be an almost complex structure on ¥ x A that
satisfies the axioms (J'1")—~(J'5"). Ifu: S — X x A is J—holomorphic and 7y, o u is
nonconstant on a component Sy of S, then mx, o u|g, is an open map. Furthermore,
there are coordinates near any critical point of s, o u|s, where s, o u takes the form
z +> zK for some k > 0.

In fact, this result follows immediately from [9, Theorem 7.1].

To understand Proposition 8.1, we will need to investigate the nature of triangle maps
on the diagram 7 # 7Ty. In the cylindrical setting, the notion of a holomorphic triangle
in a Heegaard triple diagram takes the following form.

Definition 8.4 Let 7 = (X, a’, &, B) be a triple diagram, and set d = |a’| = || = | B].

By a holomorphic triangle in the triple diagram T we will mean a (j, J)-holomorphic

map u: S — X x A satisfying:

(M1) (S, j) is a (possibly nodal) Riemann surface with boundary and 3d punctures
on dS.

(M2) u is locally nonconstant.

(M3) u(9S) C (o' X eqr) U (a X eq) U(B xep).

(M4) u has finite energy.

(M5) Foreachi €{l,...,d}and o € {a’, a, B}, the preimage u~! (07 X ey) consists
of exactly one component of the punctured boundary of S.

(M6) As one approaches the punctures of .5, the map u converges to a collection of
intersection points on the Heegaard triple in the cylindrical ends of X x A.

We will often ask holomorphic triangles to satisfy the following additional two require-
ments:

(M7) ma ou is nonconstant on each component of S.

(M8) S is smooth, and u is an embedding.
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Unless otherwise specified, we will use the term holomorphic triangle to refer to maps
satisfying axioms (M1)—(M6), and explicitly note when we are considering curves
satisfying the additional axioms (M7) and (MS).

For any homology class ¥ of triangles on a Heegaard triple diagram 7, we will denote
by M(¥) the moduli space of holomorphic triangles on 7 in the homology class .
Given a Riemann surface S, we will indicate by M(y, S) the subspace of M ()
consisting of holomorphic triangles with source S.

To obtain the triangle count we are after on a sufficiently stretched copy of T #7g, we
will need to understand compactifications of these moduli spaces of triangles. These
compactifications allow for a weaker notion of triangle which we refer to as broken:

Definition 8.5 Let 7 = (2, o', a, B) and d be as above. We say that a collection of
(j, J)-holomorphic curves BT = (uy, v1,..., VU, Wy, ..., W) is a broken holomor-
phic triangle on T representing the homology class ¥ if

(BT1) u; is a curve mapping to X x A satisfying (M1) and (M3)—(M6).

(BT2) v; are curves mapping to ¥ x I x R which satisfy the analogs of (M1) and
(M3)—(M6), each representing some homology class of strips in one of the
diagrams (X, a, '), (Z, 0/, B) or (2, e, B).

(BT3) The w; are curves from Riemann surfaces with d boundary components and a
single puncture on each boundary component, and which map to

(ZExIxR)LI(ZxA).
For each i, the boundary components of the curve w; all map to a single set of
attaching curves.

(BT4) The total homology class of the curves in BT is equal to .

With this notion in hand, we can state the following compactness result which describes
the behavior of triangles on 7 # 7y as we stretch the neck:

Proposition 8.6 [5, Proposition 9.40] Let ¥ # 1y be a homology class of triangles
on (X #Xy) x A, and ut, be a sequence of holomorphic triangle representatives for
Y #g on (Z# Xg) x A, with respect to almost complex structures J(T;) for neck
lengths T; — oo. Then there is a subsequence which converges to a triple (U, V, Up)
where U and Uy are broken holomorphic triangles on ¥ x A and ¥ x A representing
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Y and Y respectively, and V' is a collection of holomorphic curves on the neck regions
SUxRxA or ST xR x[0,1]x R which are asymptotic to (possibly multiply covered)
Reeb orbits S x {d} ford € A ord €[0, 1] x R.

Remark 8.7 More precisely, the asymptotic condition on the curves appearing in V'
in Proposition 8.6 above has the following meaning. By a “Reeb orbit” in this context,
we mean a periodic orbit y of the vector field d/df on ST xR x A or ST xR x I xR,
where 6 is the coordinate on S!. The curves v in V have as sources punctured Riemann
surfaces. Let S be a connected component of such a source, ¢ a puncture of .S, and
v: S — ST xR xA. Write (6, r, z) for coordinates on the target. Then v is asymptotic
to y at g if:

(1) There is a neighborhood U of ¢ in S and a biholomorphic diffeomorphism
¢:U = S x(0,00). Write (x, ) for coordinates on S x (0, 00).
(2) rovogp~! > ocoas y — oo.

(3) (8,z)ovogp l(x,y) = y(x)as y —ooasmaps S! - S x A inC®

loc*
8.2 Matched moduli spaces and orientations

Fix a triple diagram 7 = (2, o/, &, B) and a point p € T\ (&’UaUB)). Letu: S — TxA
be a J-holomorphic curve satisfying (M1)—(M6), for some almost complex structure
J on T x A satisfying (J'1")—(J’5’). Then u is locally nonconstant by condition (M2),
so, by Lemma 8.3, 7y o u is an open map on each component of S, and takes the

k near any critical point. Thus (s o u)~(p) is a finite set of points.

form z — z
Furthermore, using property (J’4") of the almost complex structure J, positivity of
complex intersections for J—holomorphic curves —see eg [9] or [8] — ensures that all

intersections between p x A and the image of u are positive.

We will write (s, ou) ™ (p) = {x1, ... X)) € Sym™ (), and define

pP(u) :={mpou(xy),...,ma0 U(Xp, )} € Sym”l’(”)(A).
We remark that our notation involving set braces is somewhat misleading, as there may

of course be repetitions among the points x; in the symmetric product, corresponding
to intersection points occurring with positive multiplicity greater than 1.

To understand the triangle count, we will be concerned with holomorphic triangles u for
which p? (u) takes prescribed values. As a first step towards understanding the moduli
spaces of such triangles, Juhdsz, Thurston and Zemke show that, for any prescribed
value outside the fat diagonal, such a triangle is somewhere injective.
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Lemma 8.8 [5, Lemma 9.45] Let (Z,a’,a, B, p) be a triple diagram, and
d € Sym*(A)\ Diag(A).

Ifu: S - X x A is a J-holomorphic curve satistying (M1)-(M6) for an almost
complex structure satisfying (J'1)—(J’'5"), which furthermore has p? (u) = d , then every
component of u is somewhere injective.

Fix a Heegaard triple diagram 7 = (£, &', &, B, p) and a homology class of triangle v/,
with 1, () = k. Given a subset X C Sym*(A), we let

M@, S, X) ={ue MW, S) | pf(u) e X}
and

M@, X) ={u e M) | pP(u) € X}.

Using techniques similar to those used in the standard setting, Juhasz, Thurston and
Zemke prove the following result, which shows that generically these matched moduli
spaces are smooth manifolds.

Proposition 8.9 [5, Proposition 9.47] Let (X, a’, a, B) be a triple diagram, and fix
apoint pe X\ (&'’ Ua U B). Suppose X C Symk(A) for some k € N is a nonempty
submanifold that does not intersect the fat diagonal. Furthermore, suppose that for
every x € X, the k—tuple x has no coordinate in the open set U C A from (J'5"). Then,
for a generic choice of almost complex structure J, the set M (¥, S, X) is a smooth
manifold of dimension

ind(y, S) — codim(X)

where ind(y, S) denotes the Fredholm index of the linearized 9 operator at any repre-
sentative u: S — X x A for . For X = Symk(A), the same statement holds near any
curve u that has no component T on which 7 a o u|r is constant and has image in U,
and such that all components of u are somewhere injective.

It will be important for our purposes to note that these moduli spaces are also orientable
when they are smoothly cut out, which follows in a straightforward manner from the
framework in which the proof of the previous proposition is carried out. We now
provide a sketch of the argument.

Lemma 8.10 For J and X as in Proposition 8.9, with X C Symk (A) furthermore
assumed to be an orientable submanifold, My, S, X) is orientable.
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Proof Forgetting the matching condition —ie taking X = Symk (A) — we consider
M, S, Symk(A)) = M(y, S). By [6, Proposition 6.3 and Section 10.3], whenever
this space is transversely cut out it is an orientable smooth manifold.

For the case when X # Sym*(A), we briefly recall how one can establish the existence
of a smooth manifold structure on M (¥, S, X), as in the proof of [5, Proposition 9.47].
Consider the map p?: M(y, S) — Symk (A). To obtain the smooth manifold structure
on M(y, S, X), one considers the universal moduli space aniv(w, S). This consists
of triples (u, j, J), where j isa C ¢ complex structure on S, J isa C ¢ almost complex
structure on X x A satisfying conditions (J'1")—(J’5"), and u is a (j, J)-holomorphic map
u: S — X x A in the homology class ¥, which furthermore satisfies certain regularity
conditions; see [6, page 968]. It is shown in the proof of Proposition 8.9, using the
technique of [6, Proposition 3.7], that the universal moduli space Mfmv(w, S) is a
Banach manifold and the evaluation map p? : Mﬁniv(tﬂ, S)— Sym*(A) is a submersion
at all triples (u, j, J) for which p? (u) is not in the fat diagonal. Thus for X missing
the fat diagonal, the universal matched moduli space Mfmiv(w, S, X) = (p?)"1(X)
is a Banach manifold. One can then apply the Sard—Smale theorem to the Fredholm

map 7: Mﬁniv(l/f, S, X) — J*¢ to obtain a regular value J € J¢ so that

M@y, S, X)=n"1(J))

is a smooth manifold. Finally, one uses an approximating bootstrapping argument to
obtain the same result for C° complex structures. More precisely, one obtains that for
a generic choice of J the space M (Y, S) is a smooth manifold and the map

o My, S) — SymF(A)

is transverse to X . Thus, for X missing the fat diagonal, M(¥, S, X) := (p?)~1(X)
is a smooth manifold.

Fixing u € M(y, S, X),
TuMY, S) = TuM(Y, S, X) ® Ny

where N is any choice of orthogonal complement. Since M (, S) is orientable, it will
suffice to show N is orientable to establish that M (v, S, X) is orientable. Since p? is
transverse to X,

dpP (Ty MW, $)) + Tpp iy X = Tpr(ySym* (A).
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Since (dp?)""(TX) = TM(y, S, X), the two equations above yield a direct sum
decomposition

dpP (Ny) ® Tpoy X 2= Tpo(SymF (A).
Finally, since X" and Symk (A) are orientable, and dp? |y is an isomorphism on each
fiber, the last equation establishes orientability of the complement N . Thus M (¥, S, X)
is orientable, as desired. |

We now turn to an investigation of the behavior of orientations on these moduli spaces.
We recall again the notion of coherent orientation systems, and now provide the precise
definitions in the cylindrical setting, as we will need them in some of our computa-
tions. We begin with the moduli space of holomorphic strips in a homology class
A € my(x, ), denoted by M, on some Heegaard (double) diagram H = (2, &, ).
We set /\/;IA = M4 /R. As noted above, these moduli spaces are orientable whenever
they are smoothly cut out by [6, Proposition 6.3]. There this is shown by trivializing
the determinant line bundle of the virtual index bundle of the linearized 5—equation.
In fact, this line bundle is trivialized over a larger auxiliary space of curves which are
not necessarily holomorphic, which we denote by B4, rather than over M“. We ask
for the trivializations of these determinant lines £ over B to satisfy the following
compatibility under gluing.

Definition 8.11 Given a Heegaard diagram 7, homology classes of strips 4 and A’
which are adjacent on the diagram—ie A € m5(x, y) and A’ € m,(y, z) — and maps
u:S —>YxIxRandu':S"— X x I xR representing A and A’ respectively, one
can preglue the positive corners of u to the negative corners of u’; see [6, Appendix A]
for one such construction. In fact, there is a 1—parameter family of such pregluings
(ubyu':Sh S — X xIxR) in the class A + A’, defined for sufficiently large
values of the parameter r. One can show that this map preserves the analogs of
(M1), M3) and (M4) for strips, and the asymptotic conditions one asks of the strips.
Denote the collection of maps of the form § — X x I x R in a given homology
class A which furthermore satisfy (M1), (M3), (M4) and the asymptotic conditions
by B4(S). We say a choice of orientations for all M7, specified by a collection
of nonvanishing sections 0y = 04,8 = {04} of £ over all of the M”, is a coherent
orientation system on H if the induced map of determinant lines covering the map
h,: BAS)xBA(S")x (R, 00) — BATA(Sh, S7) satisfies (5, ) (04 x04") = +04+4",

That such coherent orientation systems exist is shown in numerous places. One con-
struction sufficient for our purposes can be found in [6, Section 6].
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In the case of holomorphic triangles, the moduli spaces M (/) are also orientable. For
a collection of orientations on M () for all homology classes v of triangles in a triple
diagram, we will consider a related notion of coherence.

Definition 8.12 Given a Heegaard triple diagram 7, we will say a choice of orien-
tations for MY«8, M¥8.y, MVe» and M(y) (for Va,8> VB,y and Vg, ) ranging
over all classes of strips in the respective double diagrams, and i ranging over
all classes of triangles in the triple diagram) specified by a collection of sections
07 = {0q,B8,+9,8-98,y, 0,y } i @ coherent orientation system of triangles if each
collection of orientations of the moduli spaces of strips on the respective double
diagrams are coherent, and all possible pregluings of triangles with strips satisfy the
analogous gluing condition.

Following [6, Section 6], given a homology class of triangles ¥ on the triple diagram 7,
let 7'(y) denote the space of pairs (u, j), where u: S — ¥ x A is a curve in the class
Y satisfying (M 1), (M3) and (M4), and j is a complex structure on .S. We declare two
such pairs (u: S — X x A, j)and (u': " — X x A, j’) to be equivalent if there is a
biholomorphism ¢: (S, j) — (S’, j’) such that the diagram

S ¢ N

(10) X /

Y xA

commutes. We denote the quotient of 7' () by this equivalence relation by B(y/).

Let p: I — Symk (A) be an embedded path missing the fat diagonal. We consider
the following moduli spaces of holomorphic triangles associated to homology classes
Yo € m2(0, a, b) in the triple diagram 7y from Proposition 8.1,

(1) M = Mo, p(1))
={(u,t) | u € M(yg) such that p?(u) € p(¢) for some t € I}
and

(12) MY® = M(o. p(1)) = {u € M(V) such that p? () € p(1)}.

By Proposition 8.9, for a generic choice of almost complex structure on Xg x A
the moduli spaces M}po are smooth manifolds of dimension () — codim(p(1)).
By Lemma 8.15, we have u(yo) = 2np,(¥9), so the expected dimension becomes
2np, (Yo) — (2k — 1). In particular, when k = np, (o) the moduli space M}/fo is a

Algebraic & Geometric Topology, Volume 23 (2023)



Projective naturality in Heegaard Floer homology 1037

Mx0 Mxt Mx1

M[ MI

Figure 9: A schematic of the space M x I with M inside it. Vertical slices
of the picture such as the vertical dashed line represent the spaces M x ¢,
while the solid curves collectively represent the smooth moduli space Mj. The
left and right endpoints on Mj represent My C M x 0 and M; C M x 1
respectively, while the endpoints of My on the top and bottom of the figure
represent degenerations of triangles into broken triangles in the compactification.

smooth 1-manifold when it is transversely cut out. Similarly, the expected dimension
of M}/’O is 0 when k = np, (o). Finally, we define the spaces

M= I Mmoo M= ] MPL M= ] MP
w‘oenZ(@aasb) W()Eﬂz(@»agb) WOETFZ(@sa,b)
g (o) =k g (oY =k g (Uo)=k

We provide a schematic of these spaces and their relationships in Figure 9.

We note for the following arguments that by the remarks above Mj is a smooth
manifold of dimension 1 for a generic choice of almost complex structure, and for
each ¢ a (potentially different) generic choice of almost complex structure will ensure
M, is a smooth manifold of dimension 0. We will denote by 0,4, and 0,4, nowhere
zero sections of the bundles £; and L; respectively, which are the determinant line
bundles of the virtual index bundles of the linearized equations defining these moduli
spaces. We recall that such sections determine orientations of the moduli spaces.

For arguments appearing later, we want to ensure we can achieve the following intu-
itively achievable constraints on our orientations.
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Lemma 8.13 Let M; and M, be as above. Then there are coherent orientation
systems o, on Mo, opq, on My, and o, on My such that (orq,) |, = —0M, and
(oM my Eoum,-

Proof The proof is an elaboration on that of Lemma 8.10. Consider again the universal
moduli space of holomorphic maps My consisting of triples (u, j, J) satisfying the
conditions as in the proof of Lemma 8.10. We consider the map

0P xid: Muniy X I — SymF(A) x I

given by (p? xid)(u, j, J,t) = (pP(u),t). This map is again a submersion when
0P (u) is not in the fat diagonal, by [5, Proposition 9.47]. Let

P={(p@).0)|tel}

and note that (p? x id)~!(P) = (Muniv)7, Where here we have used the notation
(Muniv)1 to indicate the universal moduli space matched to p(/) (as the notation is
used in (11)). Since we are working with a path p missing the fat diagonal, p? x id is
a submersion, and we have, as a consequence of the Sard—Smale theorem, parametric
transversality: denoting by My the moduli space of holomorphic curves with respect
to the almost complex structure J, p? xid: My x I — Symk (A) x I is transverse to
P for generic J. By [6, Section 6] we may orient such M y, which in turn specifies
a product orientation on My x I. Since P is also oriented (by a fixed orientation
for I'), we then have for such J that (o? xid) ™! (P) = M inherits an orientation o/, ;
furthermore, this orientation satisfies the boundary conditions

(13) (UMI)lMo = —0M, and (0M1)|M1 = OM;>

where o0, and o4, are the orientations coming from the previously fixed choice of
orientation on My, as desired. Finally, we note that by the same argument used to
prove [6, Lemma 10.10], we may arrange for the orientation systems o,;, 04, and
oA, in the preceding paragraph to be enlarged to coherent systems in the sense of
Definition 8.12. i

Having discussed the smooth manifold structure and a particular construction of co-
herent orientations on the matched moduli spaces of triangles on a triple diagram, we
now state a gluing result from [5] which will allow us to relate these matched moduli
spaces of triangles on the diagram 7q to the triangles on 7 # 7y we seek to count.
We consider homology classes of triangles ¥ on an arbitrary pointed triple diagram
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T =(Z.a',a, B, p) and Yo on the pointed diagram 7o = (X, ., &g, Bo. po). We
form the connected sum of the diagrams at the points p and pg, and consider the
resulting homology class vy # 1:

Proposition 8.14 [5, Proposition 9.49] Let u and uy be holomorphic triangles
representing homology classes ¥ and vy in £ x A and ¥ X A respectively. Let

k =np(y) =np,(Yo), and suppose u(u) =0, u(uo) = 2k, and
pP(u) = pP°(u9) € Sym* (A) \ Diagh(A).

Suppose further that M () and M (g, p? (1)) are transversely cut out near u and u.
Then there is a homeomorphism h between [0, 1) and a neighborhood of (u, ug) in the
compactified 1-dimensional moduli space

L Muay( #v0)
T

such that h(u, ug) = {0}.

Finally, the following three facts will also be useful in the proof of the triangle count
of Proposition 8.1, so we state them here as lemmas for convenience in referencing.

Lemma 8.15 [5, Lemma 9.50] Consider the triple diagram Ty = (Zo, a(), ag, o).
If x € Ta(x) N Ty, and Yo € m2(x,a,b), then

(14) n(Wo) = 2np, (Vo) + p(x, ©).

Lemma 8.16 The differential on CF (X, oez), @0, P0: O 0), defined with respect to
the coherent orientation system O a0 specified in Lemma 6.5, vanishes.

Proof 131 [11, Lemma 9.4], rankz (ﬁI\T(EO, g, o, Po. o%’ao)) = 4. By inspection
rankz (CF) = 4, so the differential must vanish. |

Lemma 8.17 The map

o0y

g : CF(Zg, 000, Bo, po) = CF(Zo. ey, Bo. Po)
satisfies \IJZ:))_)% (a) = £b.
Proof By Lemma 6.9, \Ilgg_)a" is a quasi-isomorphism. Since the two complexes in

question are trivial of rank one over Z, the quasi-isomorphism must be an isomorphism
between trivial, rank one complexes over Z, of which there are precisely two. |
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8.3 Counting triangles

We are now in position to prove the main triangle count, and conclude the proof of
handleswap invariance.

Proof of Proposition 8.1 As we did in Sections 6 and 7, we will consider the case of
the chain complexes CF~ in what follows in order to fix definitions; however we note
that the proof carries over equally well for all variants CF°.

For an almost complex structure J which achieves transversality we have, by definition,

Frim(x x @) ® (y xa)) =y > #M (AU .z x b
Z Ae€m,(xxO,yxa,zxb)
w(A4)=0
and

Frix@y)xb = (Z > MU -z) xb.
Z Aemy(x,y,z)
w(A)=0

To obtain the result we will count Maslov index 0 holomorphic triangles in the homology
class A4, for each generator z € Ty N Tg and class A € m5(x x O, y xa,z x b).

Consider two homology classes of triangles ¥ € m(x, y,z) on 7 = (Z, o, o, B, p)
and Yo € 12(O, a,b) on Ty = (2o, a{), oo, Bo. po). If np(Y) =np,(Yo), so the classes
match across the connect sum point, then the homology classes can be combined to
give a class ¥ #Yg € mo(x X O, y xa,z x b). Conversely, it is clear that any class
A € m(x xO,y xa,zxb) can be written uniquely as a connect sum of suitable
classes with this matching condition.

So for any such homology class A = ¥ # ¢y with u(4) = 0, we aim to count
Maslov index zero holomorphic representatives as we stretch the neck, ie to count
#M yr) (U # Y0), where J(T;) is a sequence of almost complex structures being
stretched along the neck. To do so, suppose u7; is a sequence of J(7;)-holomorphic
triangles representing v # o, where w(y # ¥¢) = 0. We note here that by [17,
Theorem 4.1] and Lemma 8.15 we have

(W #40) = u(¥) + u(Wo) —2np(Yo) = u(¥) + (0., 0) = n(y).
Hence (y) = 0 and u(yo) = 2np, (Vo).

By Proposition 8.6, there is a subsequence of 17, which converges to a triple (U, V, Up)
where U is a broken holomorphic triangle in ¥ x A representing ¥, Uy is a broken
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holomorphic triangle in X X A representing o, and V is a collection of holomorphic
curves mapping into the neck regions that are asymptotic to (possibly multiply covered)
Reeb orbits of the form S x {d}.

The proof will now proceed in steps as follows:

(1) We will show U consists of a single holomorphic triangle u with Maslov index
zero, with u satisfying (M1)—(M8), and potentially some number of constant
holomorphic curves.

(2) We then show that Uy consists of a single Maslov index 2n,, (/) triangle ug,
with ug satisfying (M1)-(M8) and p”(u) = pP°(up), and potentially some
number of constant holomorphic curves.

(3) We rule out the possibility of constant curves occurring in steps (1) and (2), and
show that V consists of a collection of trivial holomorphic cylinders.

(4) Using this knowledge of (U, V, Uy) and the gluing result, we reduce the proof
to showing Lemma 8.18 below.

In fact, the proofs of steps (1)—(3) given in [5] carry over exactly as they are stated
there, so we will only carry out step (4).

Step (4) By steps (1)~(3), a sequence u7; of J(7;)-holomorphic triangles representing
¥ #1¢ converges to a broken holomorphic triangle (U, V, Uy), where U = u is a single
holomorphic triangle satisfying pu(u#) = 0, V is a collection of trivial holomorphic
cylinders, Uy is a single holomorphic triangle u¢ satisfying pu(ug) = 2n,(y), and
oP (u) = pP0(uqy). By Proposition 8.14, there is therefore a homeomorphic identification
h between a neighborhood of (u, 1) in the compactified 1-dimensional moduli space

| M) #v0)
T;

and the interval [0, 1), such that & (u, ug) = {0}. This yields an identification

My #90) = {(u, uo) € MY) x M(Yo) | pP (1) = pP (uo)}

for sufficiently large 7;. We now fix Jr; for such a sufficiently large value of 7;, and
drop this choice of almost complex structure from our notation.

Given coherent orientation systems o7 over 7 and o7, over 7y, there is a coherent
orientation system o7, With respect to which the signed count of the 0—dimensional
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moduli space M (Y # ) is given by
H#M(Y #10) = #{(u, ug) € M) x M(¥o) | p? (u) = p? (uo)}.

Indeed, given two homology classes of triangles ¢ on 7 and ¥ on 7y, the gluing
map 1] (see [6, Appendix A, page 1082] for the definition) used to identify the two
moduli spaces is covered by a map of determinant lines (f)# which can be used to
produce an orientation o?ﬁ%‘) over M (Y #¢) from orientations o? over M(y) and

WO over M(¥). Similarly, for two homology classes of strips A on 7 and A
on 76, the same procedure can be used to determine an orientation 0;1-#70 from 03‘1
and 07— The fact that homology classes of strips and triangles on 7 # 7T, are in
bijective correspondence to pairs of homology classes of strips on 7 and 7, ensures
that the coherent orientation systems o7 and o7, thus determine a single orientation
system o747, over all classes of strips and triangles in the connect summed diagram
(ie the determinations for a particular class of triangle or strip on the summed diagram
are not overspecified). That this induced orientation is coherent follows from the
coherence of the two constituent orientations, along with the fact that gluing map ()«
above commutes with the map ()« appearing in Definition 8.12. More precisely, the

coherence follows from these facts as

+AA#(Yo+A4 +4 +A4
0%7{) ) (WO 0) — (n) (OW X 017/%0 0)

= ([D#((1D) (0% x 04) x ()« (00 07"))
= (= ((D4(0F x o) x (D4(07 x 07))
# A#Ao

= (0)+(0F5%) x 0737,
where the second equality is the definition of coherence for the orientation systems
o7 and o7, and the third equality is the statement of the commutativity of the two
induced gluing maps referenced above. This commutativity follows from the fact that
the two gluing maps can be viewed as taking place in a small neighborhood of the

curves being glued, and can thus be performed in either order, or simultaneously, via
the construction in [6, Appendix A]. This establishes coherence of the system o7#7; .

For u € M(¥) let

M@apP?@)= ] Mo p?W).
Yo€m2(©,a,b)
u(o)=2np(¥)

With respect to a coherent orientation system o747, on 7 # 7o determined from any
coherent systems o7 and o7, as above, the triangle map in question can then be written
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as
F = Fraz, (x xO)®(y xa))
ZZ Z #{(u,uo) € M) xM(Wo) | pP(u) = pP(uO)}Unp(w#llfo).sz

Z  yemy(x,y,z)
YoEm2(0®,a,b)
w(W#Pg)=0

=> > > #{(u.uo) € M) X M(Wo) | pP (u) = pP (uo) }U VH0).zxh

z u@¥)=0 Yoen;(0.a,b)
Yema(x,y,2) u(Wo)=2np(¥)

:Z Z Z Z #(HXM(l/fo,pP(u)))U"p(’/f#wo)_sz

z yempy(x,y,z) Yoen(0,.a,b) ueM(y)
u@¥)=0  u(o)=2np ()

=2 X D #HuxM@.a)(p” (W)U IO zxh,

Z Yemy(x,y.z) ue M)
u(y)=0

We will show in Lemma 8.18 below that there is a coherent orientation system o,
on 7q for which either

#M(©,a,6)(pF (1)) =1
for all ¢ with u(y) =0 and all u € M (), or

#M(©,a,5) (07 (1)) = —1
for all ¥ with u(y¥) = 0 and all u € M (). Then we will have
F =Frr,(x xO) ® (y xa))
=2 2 > #{(ux M@.a,p)(p? ) UV 25 b

z yem(x,y,z) ueM(y)
w(r)=0

=+> > #ME)UIV 2 xh

Z Yem(x,y,z)
u()=0

:j:(z > (#M(w))U”P(‘/’)-z)xb

Z Yem(x,y,2)
u()=0

=+F-(x®y)xbh.

This completes the proof of the proposition, modulo Lemma 8.18. a

Lemma 8.18 Ford < Symk (A) \ Diag(A) and a generic choice of almost complex
structure J, the moduli space M@ q,p)(d) is a smoothly cut out 0—manifold. For
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such J, there is a coherent orientation system o, on Ty for which the signed count of
points in the moduli space is

#M(@,a,b)(d) ==+l

where the constant is independent of d .

Proof The proof is again carried out in steps:

(1) We show the moduli space is transversely cut out for generic J.

(2) We show that for generic d € Symk (A)\Diag(A), the signed count #M(@ 4,5)(d )
is independent of d .

(3) We find one choice of d giving the desired count.

In fact, the proof of step (1) given in [5] carries over exactly as it is stated there, so we
will only prove steps (2) and (3).

Step (2) Let p: 1 — Symk (A) be a path from d¢ to d1, where the image of p satisfies
the conditions of Proposition 8.9. We consider the moduli space

| M@.a.0) (P (1))

tel
which by Proposition 8.9 and Lemma 8.10 is a smooth, orientable 1-manifold. From
orientability, we know that the signed count of the ends of the moduli space above is
zero. We now describe all contributions to the count of the ends. We begin by making
considerations which will hold for any choice of coherent orientation system satisfying
the property appearing in Lemma 8.13.

The ends of | J,c; M(@,4,5)(P(?)) fall into three classes. They arise from Mg 4,5)(d0).
M(@,a,b)(d1), and degenerations of holomorphic triangles to broken holomorphic
triangles in the compactification. Let u;: So — X X A be a sequence of holomorphic
triangles in ( J,c; M(@,a,5)(P(?)). As shown in [5, Lemma 9.58], the only degenera-
tions that can occur correspond to “strip breaking”. In particular, if ©; converges to a
broken holomorphic triangle

U:(ulsvls-"svnvwl""’wm)

(in the sense of Definition 8.5), then in fact U = (u, vy, ..., vy) where the v; are holo-
morphic strips. We note that the argument used to rule out other types of degenerations
has nothing to do with orientations. Furthermore, we will see presently that among
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degenerations corresponding to strip breaking, the only ones which can occur yield
broken triangles U consisting of a triangle u; of index 2k — 1 which matches a divisor
p(t) for some ¢t € I, as well as a single curve vy: S — ¥ X I x R with index 1.

To see this, note that if U is genuinely broken then U = (uy,vy,...,v,) with u; a
holomorphic triangle representing a class in 7, (x, @, b) and v; holomorphic curves in
w5 (yi, z;) for some y;, z; € Tor N Ty . We now analyze what contributions to the ends
can occur for the four possible intersection points x € Ty N Ty .

Suppose x = ©. Then by applying Lemma 8.15 to u; we obtain w(u;) = 2np,(uy).
Since u satisfies a matching condition with p(¢) for some ¢ € I,

2np,(uy) = |pP (p()| =k = 2np,(Yo) = 1(¥o).

Thus p(u1) = (o). Since the total homology class of U must be o, we therefore
must have p(v;) = 0 and np,(vy) = 0 for all i. Since the v; satisfy (M1) and (M3)—
(M6), the only possibility for such curves is that each is a collection of constant
components. Indeed, if any v; were locally nonconstant, it would satisfy (M2); hence,
by [5, Corollary 7.2], the dimension of the relevant moduli space containing it would
be negative. Thus U = (1) (plus potentially some constant curves) is in the interior
of User M(@,4,6)(P(1)), and so contributes nothing to the signed count of the ends.

Next we consider the cases x = 91+ 0,00 92+ . In these cases Lemma 8.15 yields
that the index of the triangle must be (1) = 2np,(u1) — 1 = 2np,(Yo) — 1, so the
remaining curves must have indices which sum to 1. Similarly,

0 = np, (Vo) —np,(u1) = ano(vi)’

so v; must have multiplicity O at the basepoint for each i. The only possibility in
this case is that there is a single Maslov index 1 strip v;. Thus in this case, we have
additional contributions to the ends coming from

U U Maean () x K1),

tel PETL(O,x)
xe{0,F 05,076, } npy(¢)=0

Fix x € {91+92_, 91_92+}. Then by Lemma 8.16 we know that

> #M(g) =0.
Ppem2(0,x)
npo (¢)=0
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Thus
#( U U Mu,a,b)(p(t))xﬂ(qb))
t€1 PEM(0,x)
xe{@ 05,07 0 } 7y (@)=0
= Z > #H M ap) (p() x M(9))
pem(0,x)
xe{9+9 9 057} npy (6)=0
= Z Y (EMap) (p(0) - BRU))
¢en(0,x)
xe{9 92 ,9 9 } npy(@)=0

=0.
Here we have used in the last equality the fact that we have endowed the orientable
manifold | J;c; M(@,4,5)(P(t)) With some coherent orientation system. This implies
in particular that the orientation induced on the compactification agrees with the product
orientation at ends such as those above. So we see these cases also contribute nothing
to the count of signed ends of the moduli space.

Lastly, we consider the case x = 6;70,". For any ¥ € m2(0; 0, ,a,b) we have by
Lemma 8.15 u(Yo) = 2np,(¥o) —2 = 2k — 2. By Proposition 8.9, for a generic
choice of almost complex structure J, and a fixed source S, the matched moduli space
Mo, S, p(I)) is a smooth manifold of dimension

ind(V, S) —codim(p (1)) = ind(¥q, S) — 2k — 1) < u(Yo) — 2k — 1) = —1.
Here the fact being used to establish the inequality is that for any holomorphic triangle
u in the homology class A (not necessarily embedded), the index of the linearized 3
operator at u satisfies ind(4, S) = u(A4)—2sing(u), and in particular ind(A4, S) < u(A4).
This is [5, equation 9.46], which comes from adapting [7, Proposition 5.69]. This
shows that for a generic choice of J, the broken triangle U can not in fact contain a
triangle v in such a class V.

To summarize, we have shown that the ends of | J,; M@ ,4,5)(P()) correspond to
M@,a,5)(d0), M(@,a,p)(d1), and to degenerations of triangles into broken triangles
containing one triangle and one strip, and that the last types of ends contribute nothing
to the total signed count of the ends. Since we have chosen a collection of orientation
systems satisfying the conclusion of Lemma 8.13, we see that the signed count of the
ends of | J,e; M(@.4.5)(P(?)) is given by

#M(©,a,6)(d1) —#M(©,a,6)(d0) = 0.

This concludes step (2).
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We note that by Lemma 8.13, a coherent orientation system on M@ 4,5)(2(0)) induces
a coherent orientation system over | J;c; M(@,a,5)(P(?)) and M@ 4,5)(p(1)) satisfy-
ing the conclusion of the lemma. We thus see that if we can find a single divisor d
and a coherent orientation system o over M@ 4,5)(d) giving the desired count, then
the argument of step (2) shows that there are induced coherent orientations over all
divisors d’ in the same path component as d for which the counts are the same. We
will construct such a divisor in step (3) below.

Step (3) To construct a divisor d € Symk (A) \ Diag(A) giving the desired count,
we consider a path of divisors subject to constraints, and evaluate the asymptotics of
the moduli spaces of triangles matched to divisors in this path. Our argument is an
explication of that in [5], which is in turn based on an analogous argument in [15,
page 653] which deals with holomorphic strips. Our goal in summarizing these proofs
is to make explicit the dependence of all statements on signs and orientations.

We consider any path p:[1, c0) — Symk (A) \ Diag(A) for which each point in p(z)
is at least a distance of ¢t away from all other points in p(¢), with respect to a metric
on A for which the corners are infinite strips in C; see Figure 8. We further require
that the points in p(#) smoothly approach the vertex vy, g, of A as  — oo. For such a
path of divisors, we have as before a matched moduli space

M@©.apP) = | M@.ap(P0).

te[1,00]

By the same arguments used in step 2, the ends of this moduli space corresponding to
degenerations of triangles at finite values of ¢, with ¢ # 1, will contribute nothing to the
signed count of the ends, for any choice of coherent orientation system. Consider any
coherent orientation system o satisfying the properties of that furnished by Lemma 8.13;
then with respect to such an orientation system the signed count # M@ 4.5)(p(1)) must
agree with the signed count of the ends of M@ 4,5)(p) coming from degenerations of
triangles as ¢t — oco. So we now count these ends.

We claim that as t — oo, the only broken triangles which can occur in the limit consist
of a single genuine triangle t of index 0 on (X, oc(), o, Bo), along with k index 2
curves on (X, &g, Bo) which satisfy matching conditions with some collection of
divisors ¢; € [0, 1] x R. To see this, we note that each point in the path p consists of k&
distinct points in A, and the fact that these k points separate and approach the vertex
Voo B, iN the limit necessitates that the limiting broken triangle must contain k strips
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satisfying matching conditions. To see the index of each of these curves must be 2, we
make some simple observations about the diagram (X, atg, B¢) for S3.

First, note that the only homology classes of disks supporting holomorphic representa-
tives are {e, +5[X¢]} for nonnegative integers s, where e, is the constant disk at @. The
Maslov indices for such classes are ju(eq +5[X¢]) = 2. The fact that each strip satisfies
a matching condition implies we must have s > 1 for each homology class. Since the
total index of each holomorphic triangle in the moduli space M@ 4,5)(p) is 2k, the
limiting broken holomorphic triangle must have index 2k, so the only possibility is
that each of the k curves has index 2 (ie has s = 1), and the triangle 7 has index 0. By
counting multiplicities and noting positivity of intersections, we see that the triangle ©
must satisfy n,,(t) = 0. Using the same arguments as in the preceding proposition,
we have that all of the curves in the broken triangle must satisfy (M1)-(M8).

Applying the gluing result of Lipshitz [6, Proposition A.1], we see that we can obtain
the signed count of the ends occurring as degenerations as t — oo, or equivalently the
count #M(@,a,5)(P(1)), as

#M@.a.0)(P(1) = BM@ay()*- Y #M(y),
ven(0,a,b)
npy (¥)=0
where ¢ is a divisor in [0, 1] x R and Mg 4)(c) is the moduli space of index 2 strips
on (Xg, &g, Bo) with p?(u) = c¢. Here the counts are occurring with respect to any
coherent orientation system 07, = {0q/ (.8, 90,80+ Ot} Octly. B0+ O To and the
compatible orientation system o4, g, included in the data o7,. The sum on the right
hand side is precisely the count occurring in the triangle map in Lemma 8.17, and is
thus 1. Thus to finish this step it suffices to show that there is a coherent orientation
system o, for which
#M(g,0)(c) = 1.

Consider the standard diagram H g1, g2 for S! x S2, twice stabilized via the diagram
(X0, g, Bo) as shown in Figure 10. The figure depicts this genus 3 diagram for S x.S2,
along with a choice of basepoint z. Both bigons in H g1, g2 for S! x S? admit a single
holomorphic representative. We consider a choice of coherent orientation system on
H 152 for which the bigons cancel, and the resulting Floer homology is HF =72
By invariance of HF , the twice stabilized bigon in the twice stabilized diagram must
also have a single holomorphic representative. As in the proof of stabilization invariance
in [6], this implies via a neck stretching argument that there is a coherent orientation
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Figure 10: The diagram H g1, ¢2 on the bottom of the figure is twice stabi-
lized via a connect sum with (X¢, &g, Bo). Shaded in gray is a domain on the
genus 3 diagram, the “twice stabilized bigon”, which arises from one of the
bigons in Hg1,g2.

system 0,8, on (o, &g, Bo) for which
#Mg,a)(c) = £1.

By [11, Lemma 8.7], this coherent orientation system can be extended to a coherent
orientation system o7, for which the same condition holds. This completes step (3),
and the proof of the lemma. O

9 The surgery exact triangle

In this section, we provide a brief explanation of how our results fit into the construction
of the surgery exact sequence defined by Ozsvath and Szab6 in [10, Section 9]. The
fact that these constructions are compatible with ours turns out to be a matter of
bookkeeping. We provide a sketch of the argument here with the hope that it will be
useful in extending our naturality results to results about general cobordisms.

First, we recall one version of the construction of the surgery exact triangle and its
relation to our naturality results. The relation between other versions of the statement
of the exact triangle and our naturality results follows analogously. Let Y be a closed
oriented 3—manifold, and K < Y be a knot with a longitude A and meridian p. We
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denote by Y, the 3—manifold obtained by performing A—surgery on Y, and by Y;
the 3—manifold obtained by performing (A+u)—surgery on Y. Call any such triple
(Y, Yy, Y1) of 3—manifolds a triad. Ozsvath and Szab6 showed:

Theorem 9.1 [10, Theorem 9.12] For any triad (Y, Yy, Y1) there are long exact
sequences of Z[U |-modules

HFY () —E 4 HFT(Yy) HE(Y) —E s JF(Yy)
HF™* (Y1) HF(Y,)

The statement above is established via a corresponding statement made at the level
of diagrams. To describe it, we recall a particular class of diagrams representing
the manifolds in such a triad (Y, Yy, Y1). Let (H,Hg,H1) be a tuple of diagrams
for the 3—manifolds (Y, Yy, Y;) respectively. We will say the tuple of diagrams is
subordinate to the surgery triad if there is a pointed genus g Heegaard quadruple
diagram (X, t, B8, p, 8, z) satisfying the following properties:

e The diagrams (X, e, 8), (2,0, y) and (2, &, §) represent Y, Yy and Y] respec-
tively.

e Fori # g, Bi, yi and §; are isotopic translates of one another, each intersecting
transversally in two points.

* g is isotopic to the juxtaposition of ¢ and B¢ (see [10, Figure 9] for a depiction
of juxtaposition).
¢ Every multiperiodic domain on the quadruple diagram has positive and negative

coefficients.

Existence of such subordinate diagrams was established by Ozsvath and Szabd:

Lemma 9.2 [10, Lemma 9.2] Given a triad (Y, Yy, Y1), there is a tuple of Heegaard
diagrams (H, Hg, H1) subordinate to the triad.

Theorem 9.1 is then to be interpreted as a compact way of phrasing the following
statement at the level of diagrams.

Theorem 9.3 Let (H, Hq, H1) be a tuple subordinate to the triad (Y, Yy, Y1), and fix
a coherent orientation system 04, on Ho. Then there are coherent orientation systems
onH and Hi, and maps F, Fy and Fy induced by triangle counts as above, such that,
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with respect to the chosen coherent orientation systems, there are exact triangles

HF (M) —F s HF+ (1) HFH) —F 5 HF(Hy)
HFY(H)) HF(H,)

We now use this restatement of the theorem at the level of diagrams to show that the
surgery exact triangle is also well defined with respect to the transitive systems specified
by Definition 6.14 and Theorem 1.1.

Recall that Definition 6.14 and Theorem 1.1 describe the four variants of Heegaard
Floer homology as functors

HF°: Many — Trans(P(Z[U]—Mod)).

The precise restatement of the surgery exact sequence that we wish to establish in this
context is just that the exact sequence defined by Ozsvéth and Szabd extends to an exact
sequence at the level of the transitive systems associated to a triad (Y, Yy, Y7). Given
transitive systems 7', Ty and 7T and morphisms of transitive systems F: 7" — Ty,
Fy: Ty — Ty and Fy: T1 — T, we will say the morphisms form an exact sequence
of transitive systems if the morphisms restricted to constituent objects form exact
sequences. We then have:

Corollary 9.4 For any triad (Y, Yy, Y1), there are exact sequences of transitive systems

HFY(Y) —LE 4 HFT(Yy) HE(Y) —E 5 JF(vy)
HF*(Y)) HF(Y))

Proof Fix a triad (Y, Yy, Y1), and a tuple (H, Ho, H1) of diagrams subordinate to the
triad; such a subordinate tuple exists by Lemma 9.2. By Theorem 9.3, applying HF ™
and HF to the diagrams in this tuple yields long exact triangles relating the Z[U]-
modules associated to the diagrams. Note that Theorem 9.3 ensures this statement
is true with respect to any choice of coherent orientation system over Hg, and the
coherent orientations it induces on H and #; via the triangle maps Fy and F. For the
remainder of the proof, we fix coherent orientations (04, 0%, 07/,) on (H, Ho, H1)
which are related in this way.
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HF(®)
” EF/ N
HF*(H) S HFY®W)
IR
F HF* (1) ! F
v 7" :F/ \ he
F 4 ¥y 00 / N 4 an FV
: HF*+ (o) s HF(H} i
i
! /
~
Fo HF*(H)) Fy
+ vy +an
HF* (1) s HFT (1))

Figure 11: A depiction of the diagrams involved in the proof of Corollary 9.4.

Notice that by their definition, the transitive systems HF°(Y), HF°(Yy) and HF°(Y7)
contain as constituent objects the modules HF°(#H), HF°(Ho) and HF°(Hy). Thus
the exact triangle associated to this tuple of diagrams in Theorem 9.3 begins to partially
define an exact sequence between the transitive systems. The situation is depicted in
the leftmost column of Figure 11.

It is easy to extend this partially defined triangle of maps between transitive systems to a
(more) partially defined triangle, defined now on all objects which correspond to triples
of diagrams subordinate to (Y, Yy, Y7). Given two tuples of diagrams (#, Hg, H1) and
(H",Hg. M) subordinate to (Y, Yy, Y}), and equivalences (", W, W) induced by
Heegaard moves relating the two tuples of diagrams, the maps F; and F;" appearing
in the respective exact triangles commute (up to sign) with the equivalence maps by
[14, Theorem 4.4]. See Figure 11 for a depiction of the situation. In other words, the
surgery triangle immediately extends by this result to a partially defined triangle of
transitive systems, which is now defined on all diagrams occurring in a subordinate
tuple. This can be described in the diagram of Figure 11 by saying that the front square
faces in the diagram commute (up to sign).

The final thing that remains to be shown is that these partially defined morphisms of
transitive systems can be extended to maps defined on the Heegaard Floer modules
associated to any admissible diagram, while preserving the consistency required of a
morphism of transitive systems. With respect to the notation in Figure 11, this can be
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phrased as asking for maps

F': HFT(#') — HF ' (H}),

Fy: HF T (Hy) — HF T (1)),

F{: HFY(#}) —> HF Y (#))
defined with respect to a tuple (', H,. #’) which is not subordinate to (Y, Y. Y1),
such that all of the faces in Figure 11 commute.

This is again straightforward: let (¥, ¥y, W) be a tuple of equivalences induced by
Heegaard moves relating (#, Ho. H1) and (H', H;, ), and (W', g, W) be a tuple
of equivalences induced by Heegaard moves relating (%', Hy, H) and (1", 1y, HY).
Again, we refer to Figure 11 to help recall the meaning of the notation. Define the map
F': HFT({') > HF*(H}) by F':=Woo FoW~! where ™! is a homotopy inverse
for the equivalence W. Similarly, define F(’) :=W;0Fyo \Ifgl and F{ :=Wo Fjo \DI_I.
Note that
F'=Wyo FoWy™!
=Woo (W) 'oF oW oW™! (by [14, Theorem 4.4])
=) o F oW (by Theorem 1.1).

This shows that we can provide maps on all of the objects of our transitive systems,
and furthermore by the computation above that this gives a well defined morphism of
transitive systems. Exactness of all “columns” follows by construction as well. This
completes the proof. a
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