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ABSTRACT

Context. Mapping molecular line emission beyond the bright low-J CO transitions is still challenging in extragalactic studies, even
with the latest generation of (sub-)millimetre interferometers, such as ALMA and NOEMA.
Aims. We summarise and test a spectral stacking method that has been used in the literature to recover low-intensity molecular line
emission, such as HCN(1–0), HCO+(1–0), and even fainter lines in external galaxies. The goal is to study the capabilities and limitations
of the stacking technique when applied to imaged interferometric observations.
Methods. The core idea of spectral stacking is to align spectra of the low S/N spectral lines to a known velocity field calculated from
a higher S/N line expected to share the kinematics of the fainter line (e.g. CO(1–0) or 21 cm emission). Then these aligned spectra can
be coherently averaged to produce potentially high S/N spectral stacks. Here we used imaged simulated interferometric and total power
observations at different S/N levels, based on real CO observations.
Results. For the combined interferometric and total power data, we find that the spectral stacking technique is capable of recovering
the integrated intensities even at low S/N levels across most of the region where the high S/N prior is detected. However, when stacking
interferometer-only data for low S/N emission, the stacks can miss up to 50% of the emission from the fainter line.
Conclusions. A key result of this analysis is that the spectral stacking method is able to recover the true mean line intensities in low
S/N cubes and to accurately measure the statistical significance of the recovered lines. To facilitate the application of this technique we
provide a public Python package, called PYSTACKER.
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1. Introduction

Mapping extragalactic molecular line emission with high spatial
resolution and sensitivity is still challenging even with the lat-
est generation of (sub-)millimetre interferometers, such as the
Atacama Large Millimeter/submillimeter Array (ALMA) and
the Northern Extended Millimeter Array (NOEMA). In practice,
for most nearby galaxies, only the low-J CO transitions, which
are the brightest millimetre-wave lines, can be rapidly surveyed
at a good resolution (≲1′′) while also achieving widespread
high-significance detections across the full disc of a typical star-
forming galaxy (e.g. Leroy et al. 2021b). Recovering integrated
intensities of fainter, and hence typically low signal-to-noise
ratio (S/N) lines, such as HCN(1–0), HCO+(1–0), or N2H+(1–0),
is more challenging. These lines carry critical physical informa-
tion on the composition, temperature, and density of the gas, but
often have intensities 30 to >100 times fainter than the CO lines
(e.g. Usero et al. 2015; Jiménez-Donaire et al. 2017). To measure
the intensities of these other lines, ‘spectral stacking’ methods
have become popular in recent years.

Stacking of astronomical data has been used for at least four
decades (e.g. Cady & Bates 1980) and applied across wavelength
regimes, from X-ray (e.g. Hickox et al. 2007; Chen et al. 2013)
to sub-millimetre and radio wavelengths (e.g. Knudsen et al.
2005; Karim et al. 2011; Schruba et al. 2011; Delhaize et al.
2013; Caldú-Primo et al. 2013; Bigiel et al. 2016; Lindroos et al.
2016; Jolly et al. 2020). In the past decade, spectral stacking
has become a particularly important tool in millimetre studies
of galaxies, allowing the recovery of otherwise undetected line
emission. For example, Jiménez-Donaire et al. (2019), Bešlić
et al. (2021), and Neumann et al. (2023) all use spectral stack-
ing leveraging a CO emission prior to recover emission from
faint high critical density emission lines, including HCN(1–0),
HNC(1–0), or HCO+(1–0), across large areas in the discs of
nearby galaxies. den Brok et al. (2021) and den Brok et al. (2022)
used spectral stacking based on 12CO to obtain more significant
constraints on lines tracing rarer CO isotopologues. And Schruba
et al. (2011) used 21 cm emission as a prior to construct extended,
sensitive radial profiles of CO emission even in the outer parts
of galaxies. These studies all demonstrate how spectral stacking
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recovers more information about the distribution, composition,
and physical conditions of the molecular gas in galaxies.

The basic idea of spectral stacking as often applied to nearby
galaxies is to align all spectra by recentring them on the local
mean velocity of the interstellar medium (ISM), which is mea-
sured using a high S/N prior (e.g. CO(1–0)) or the 21 cm line
(Sect. 2). Then spectra from different parts of the galaxy can be
coherently averaged with minimal contributions from noise in
empty parts of the bandpass. By averaging in azimuthal rings,
one can construct sensitive radial profiles. One can also average
as a function of other quantities to test specific hypotheses or
scaling relations (e.g. galactocentric radius, line intensity, sur-
face density, or star formation rate). Carrying out this stacking
on the spectra allows an important visual check that the averaged
result indeed looks like an astrophysical spectral line (i.e. to first
order a Doppler-broadened Gaussian line profile), and can even
allow recovery of mean kinematic information via the width of
the Gaussian.

While these techniques are simple in principle, a key uncer-
tainty remains surrounding their application to the most powerful
current millimetre-wave telescopes, ALMA and NOEMA. These
facilities are interferometers, and the images they produce reflect
both incomplete sampling of the u−v plane and a deconvolu-
tion process that often focuses on bright emission. While u–v
plane stacking can alleviate both concerns in unresolved objects
or those with simple geometries, stacking in the image plane
remains the most practical option for extended, complex sources,
such as nearby galaxies. Since stacking using these powerful
telescopes represents a key way to push our knowledge of the
physical state and makeup of the ISM, evaluating the accuracy
of this technique when applied to recover faint low S/N lines
from interferometer data is a key next step.

The goal of this work is to provide such a demonstration. For
this purpose we used the Common Astronomy Software Appli-
cations (CASA; CASA Team et al. 2022) ALMA simulator to
simulate interferometric and total power observations of low S/N
lines based on a known input model. The resulting simulated
observations were imaged using the Physics at High Angular res-
olution in Nearby GalaxieS (PHANGS)–ALMA pipeline (Leroy
et al. 2021a). Then we applied the spectral stacking method and
assessed how well the stacks recover the known input. In par-
ticular, we stacked via the galactocentric radius using simulated
CO(2–1) data cubes built on real observations of galaxies from
the PHANGS–ALMA survey (Leroy et al. 2021b).

We also present a new public Python package, PYSTACKER
that can be used to easily apply these techniques. This util-
ity complements the tool LINESTACKER presented by Jolly
et al. (2020), which is also validated against simulation. Their
work focuses on spectrally stacking many distinct sources in
three dimensions, while our code emphasises stacking within
an individual data set in the presence of a complex prior veloc-
ity field. Another stacking package called SPECTRAL-STACK1,
relies on Fourier shifting to align the spectra to be averaged.
The advantage of this approach is that the noise properties and
channel-to-channel correlations are preserved. However, it deals
less well with edge effects.

2. Description of the spectral stacking method

The main goal of the spectral stacking technique is the recovery
of low S/N lines by shifting the spectra to a known velocity field
defined by a high S/N prior (e.g. CO(1–0) or CO(2–1) or the

1 https://github.com/low-sky/spectral_stack

HI 21 cm line) and then averaging the spectra based on another
parameter such as environment, star formation rate, or line inten-
sity. Our stacking method is based on den Brok et al. (2022) and
Neumann et al. (2023) and our implementation is available as
a Python package, called PYSTACKER2. We describe the basic
steps of the code in the following.

We begin with a set of data cubes of the same target
with different S/N levels of the input line emission. First,
we homogenise the data bringing all data cubes to the same
coordinate grid and convolving to the same spatial resolution.
Then we define a prior, typically the most significantly detected
line, which is used to obtain the velocity field as the velocity at
the peak intensity of each spectrum3 (Koch et al. 2018). We use
this velocity field to redefine the spectral axis for each individual
spectrum in the cube4 so that the emission of all lines should be
centred at a velocity of 0 km s−1. The result is sometimes referred
to as a ‘shuffled’ cube, in reference to the shuffle task of the
Groningen Image Processing System (GIPSY; van der Hulst
et al. 1992).

Figure 2 shows the basic functioning scheme of the PYS-
TACKER package, which allows for two input options. The first
is the PyStructure database, a numpy dictionary containing all
the molecular line emission data. The PyStructure database is
produced by a separate pipeline and already contains the veloc-
ity alignment analogous to the velocity shuffling performed by
PyStacker. In the second option (the default for most users),
the input can be data cubes in the form of .fits files, where
each FITS file contains the position-position-velocity informa-
tion of the respective spectral line. Here the user can provide a
model velocity field used to shuffle the velocity field of the lines
to be stacked. In both cases, a configuration file must be spec-
ified, which sets the parameters for the stacking. If data cubes
are provided, they are sampled on hexagonal gridded pixels with
half-beam spacing. Next, the significant pixels of the given prior
are identified and the velocity field is shuffled based on the
moment-1 of the prior (if not provided by the input model). After
applying the velocity offsets to the molecular line data, the spec-
tra inside the given bins are averaged. The user can specify in the
configuration file if the prior-non-detected pixels are ignored or
set to zero for the bin average. Afterwards, the stacked spectra of
the prior are used to build a velocity mask for each stack, which
is used to compute the integrated intensities (inside the mask)
and the uncertainties (rms outside the mask). The final output is a
numpy dictionary containing the stacked spectra along with their
integrated intensities, uncertainties, and other quantities (see the
documentation for the full output content).

One can average the shuffled spectra inside bins defined
by any arbitrary quantity of scientific interest (e.g. galactocen-
tric radius, CO(1–0) line intensity, or star formation rate). For
instance, in this work we stack as a function of galactocentric
radius (Sect. 3). If signal is present in the stacked line within
a given bin, the averaged spectrum should then appear as a
clear emission line (e.g. Fig. 1 right panel). For comparison,
averaging across different parts of strongly rotating discs with-
out first adjusting to the local velocity yields a broad lower
signal-to-noise profile (e.g. see Fig. 2 in Schruba et al. 2011).

2 https://github.com/PhangsTeam/PyStacker
3 The code also allows inputting a model velocity field.
4 Recentring the spectrum itself has some associated subtleties, and
can be done using either Fourier techniques or via regridding and over-
sampling. In this paper we use re-gridding techniques, but the choice
of approach can affect the channel-to-channel correlation and noise
properties of the stacked spectrum.
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Fig. 1. Schematic of the PyStacker package functioning principle. The
input can be either a so-called PyStructure database (at the moment
of submission only internally used) or FITS files of data cubes contain-
ing the molecular line emission. The latter is applicable to all users.
The PyStructure files does already include the re-sampled and veloc-
ity aligned data. If FITS files are provided, the PyStacker package
will perform the velocity alignment given an input prior or take the
input velocity field. In both cases, the spectra will be stacked according
to the input stacking quantity and processed to retrieve average inte-
grated intensities. The results are then returned as a Python dictionary,
which can be read e.g. following the example script coming with the
PyStacker package.

We can only reliably shuffle the spectra if the prior is actu-
ally detected in the respective spectrum. Thus, if the prior is only
detected in a fraction of the spectra inside a bin, we rely on these
spectra to infer the average of the bin. In this case we consider
the emission in the spectra that could not be shuffled to be equal
to zero, such that the average is always measured relative to all
spectra inside a given bin5. We expect this to be a reasonable
assumption when stacking a rare faint molecular line such as
HCN(1–0) using CO as a prior6.

Within any given bin n, we measure the average spectrum

Tn,stack(v) =
1

Ntot(n)

Ndet(n)∑
i=0

Tn,i(v), (1)

5 The alternative, i.e. averaging over the prior-detected spectra only,
tends to overestimate the stacked intensity. However, PyStacker allows
us to also use this option, and we show its results in Fig. A.3.
6 In other applications of this method, a lower resolution cube or even
a model rotation curve may sometimes be used as a prior to shuffle in
cases where the brighter line has patchy coverage or limited S/N.

where Ntot(n) and Ndet(n) are the total number and the prior-
detected number of spectra in bin n. To compute the integrated
intensities of the stacked spectra, we built a mask based on the
high-S/N reference cube. We selected the velocity range of sig-
nificant emission for each spectrum as described in Bešlić et al.
(2021) and integrated the intensities over mask-selected velocity
channels

Wn =
∑
Nmask

Tn,stack(v) · ∆vchannel, (2)

where ∆vchannel is the channel width and Nmask is the number
of (independent) channels inside the mask. The nominal uncer-
tainties of the integrated intensities (σW , studied in Sec. 3.1) are
given by

σW = rms ×

√
Ntot

Ndet
× ∆vchannel ×

√
Nmask, (3)

where rms is the root mean square of the emission-free channels
(i.e. outside the mask) in the stacked spectrum. Since the stacked
spectrum is computed from the prior-detected pixels, Ndet, but
divided by the total number of pixels in that bin, Ntot (Eq. (1)),
the measured rms of the emission-free channels is biased low if
Ndet < Ntot. Therefore, we have to correct the rms by the factor√

Ntot/Ndet (≥ 1) in Eq. (3) in order not to underestimate the rms,
and thus σW . The correction factor mimics the increase in noise
when adding up Ntot spectra with the same noise level.

3. Recovery of integrated intensities

We apply our method to simulated data cubes with known input
to test how well spectral stacking can recover the integrated
intensities of molecular line emission as a function of the noise
level of the observations. Specifically, we use a set of sim-
ulations of molecular line emission produced to validate the
PHANGS–ALMA data reduction pipeline (Leroy et al. 2021a).
As described in Leroy et al. (2021a), the simulated CO(2–
1) data cubes were produced using the CASA tasks simdata
and simobserve using inputs based on real PHANGS–ALMA
CO(2–1) images. The simulated observations mimic inter-
ferometric observations of the galaxy NGC 3059 similar to
the PHANGS–ALMA survey7. The simulations included the
creation of a simulated total power map constructed by convolv-
ing the input model to the resolution of the ALMA TP antennas
and adding Gaussian noise of the expected magnitude for a real
PHANGS–ALMA TP observation.

The input intensity cube, hereafter referred to as the tem-
plate, is the actual masked NGC 3059 cube from PHANGS–
ALMA. We show the integrated intensity map of this template
data cube in the upper left panel of Fig. 2. These ‘true’ data are
used to construct simulated 12 m, 7 m, and total power observa-
tions and imaged via the PHANGS–ALMA pipeline (for more
details see Leroy et al. 2021a). Then we run these through the
stacking pipeline in this study. The use of real data as a model
means that there will be some observational noise in the true
data, but we consider that as signal, and explore how well it
gets recovered, and it should have only a modest impact on
the analysis.

The simulations produce images for different combinations
of the ALMA main array, the ACA 7 m antennas, and the
7 The NGC 3059 look-alike has been rotated so that the major axis of
the galaxy is aligned with the declination. However, these modifications
have no effect on our analysis.
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Fig. 2. Spectral stacking of the NGC 3059 template galaxy via galactocentric radius. Top left: moment-0 map of the true (i.e. known) simulated
CO(2–1) emission mimicking the intensity distribution of NGC 3059. The data have been convolved to the common highest resolution over all
array configurations (7.2′′) indicated by the grey circle in the upper left. The coloured rings show the loci of the galactocentric radius. Right panels:
stacked spectra in 1 kpc radial bins from the centre out to 9 kpc as illustrated in the top left panel. The dark grey histogram shows the true spectra
(i.e. those obtained by stacking the input template). The coloured lines show the stacked spectra from the respective simulated data cubes. The
grey-shaded area indicates the velocity range used to compute the integrated intensities. Bottom left: stacked integrated intensities corresponding to
the spectra shown in the right panels plotted against galactocentric radius. The black line shows the true radial trend, and the coloured lines show
the recovered trend of the simulated data cubes. Solid points indicate data above 3σ; downward pointing arrows denote 3σ upper limits. The grey
shaded areas show differences to the true trend in levels of ±{25, 50, 75}%. The hatched area denotes the regime where the prior S/N/1 is detected
(S/N ≥ 3) in less than 20% of the pixels.

total power data: 12m+7m+tp, 12m+7m, 7m+tp, 12 m and 7 m
(Sect. 3.2). They also produce cubes with a range of differ-
ent signal-to-noise levels, which we refer to as S/N/1, S/N/3,
and so on. The S/N/1 cube mimics the sensitivity of a typical
PHANGS–ALMA CO(2–1) observation, while S/N/3, S/N/10,
S/N/30, and S/N/100 have a factor of 3, 10, 30, and 100 lower
S/N8, respectively, but leave the noise the same. Here, we take
these cubes and rescale them with the respective factors to obtain
cubes at the same intensity but different noise, and thus S/N
levels. At the common PHANGS–ALMA sensitivity and for a
brightness distribution similar to NGC 3059, S/N/10 could be
representative for 13CO(1–0), S/N/30 for HCN(1–0) or HCO+
and S/N/100 for fainter lines such as N2H+(1–0).

The S/N levels of the moment-0 maps resulting from the var-
ious S/N cubes range from 2.5 (minimum), 341.7 (maximum)
for the S/N/1 data; over –1.9 (minimum), 32.5 (maximum) for
the S/N/10 cube; and down to –3.8 (minimum), 3.7 (maximum)
for the version with 100 times higher noise. This means we can

8 The original exercise in Leroy et al. (2021a) actually scales the signal
down by factors of 3, 10, 30, 100.

study cubes that contain significant emission across most of the
field of view all the way to almost pure noise cubes.

The angular resolution of the 12m+7m+tp cube is 2.7′′ and
higher than that of the 7m and 7m+tp cubes at 7.2′′, which cor-
respond to a linear scales of 264 pc and 702 pc, respectively,
at a distance of 20.2 Mpc. In order to compare the 12m+7m+tp
results more directly with the other arrays, we convolve all cubes
to a common 7.2′′ resolution and focus on the 12m+7m+tp at
7.2′′ resolution for most of the analysis. We note that the convo-
lution from the native 12m resolution (2.7′′) to the common best
resolution (7.2′′) might smear out some of the significant com-
pact emission, and thus potentially reduce the efficiency of the
stacking. However, we checked, in our case, that the recovered
stacks from the native resolution cubes are consistent with the
stacks from the convolved cubes.

We apply the spectral stacking method described in Sect. 2
to the five data cubes at different S/N levels described above.
We stack the spectra by galactocentric radius from 0 to 9 kpc
in 1 kpc increments as illustrated in Fig. 2. We note that there
is very little emission (less than 20% of the pixels in the S/N/1
moment-0 map contain significant emission) outside of 6 kpc.
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Therefore, we limit most of the discussion to the inner 6 kpc
and consider this the typical extent of the molecular gas disc.
For the outer radii, an alternative approach could be to aver-
age over a larger region, for example binning everything beyond
the radius of 6 kpc, in order to potentially recover more of the
fainter emission at the cost of spatial information. However, in
this case we do not recover more emission due to the steep drop
in emission beyond 6 kpc. We use the S/N/1 data (i.e. the simu-
lated data mimicking PHANGS–ALMA CO(2–1) observations)
as a prior to account for the varying velocity field across the
galaxy and to determine the channels of significant emission to
compute the integrated intensities. For each configuration, the
respective S/N/1 cube is used as a prior. This means that to stack
the 12m+7m+tp cubes, we use the 12m+7m+tp S/N/1 cube as
the prior; to stack the 7m+tp data, we use the 7m+tp S/N/1 cube,
and so on. This approach is similar to how we typically handle
real observational data, where different lines have been observed
with the same interferometric set-up. In this case, by construc-
tion, the velocity fields of the different line cubes are identical.
In reality, we may expect small velocity offsets between differ-
ent spectral lines leading to slightly broader, and thus potentially
less significant stacked lines, though this effect is expected to be
small when studying various molecular lines, which should share
similar kinematics. The stacked spectra are shown in the right
panels of Fig. 2. Since in this case we know the true velocity dis-
tribution from the template cube, we repeat the same procedure
using the true velocity field (Appendix A).

The resulting radial profiles of the stacked integrated intensi-
ties are shown in the bottom left panel of Fig. 2. Overall, we find
that the radial trend is well recovered across most of the molec-
ular disc down to the S/N/10 data cubes. In the S/N/30 cube we
are still able to recover the radial trend out to 4 kpc, where, in
the 3 to 4 kpc bin, the median moment-0 S/N is 0.54. For the
noisiest data used here (S/N/100) we obtain only upper limits,
which highlights that it is extremely challenging to map molec-
ular discs of nearby galaxies in line emission that is ∼100 times
fainter than CO(2–1) (e.g. the popular Galactic dense gas tracer
N2H+). PHANGS–ALMA integrated for ∼1 min per field. This
exercise implies that to achieve the S/N∼10 required for reli-
able stacked detections, integrations ∼100 times longer, ∼2 h per
pointing, would be required. Another approach could be to mod-
ify the binning (e.g. by averaging spectra over larger regions).
Although this could lose spatial information, and so was not
performed here, this approach could potentially recover other-
wise undetected emission. Therefore, we recommend adapting
the binning parameters to the strength and distribution of the
studied line emission. We note that NGC 3059 is a relatively
low-luminosity galaxy, and the situation may be more optimistic
in somewhat brighter targets.

We highlight the differences between the recovered stacks
and the true values in Fig. 3. Based on the computed uncer-
tainties of the stacked integrated intensities, σw, we clip at S/N
(W/σW ) levels of 3, 5, and 10. As expected, we find that with
stronger σW -clipping the stacked line intensities show better
agreement with the true values such that for data above 10σ
the maximum discrepancy is <35%, and <15% (<8%) in the
inner 6 kpc (4 kpc). We also systematically find values that are
too low at larger radii (i.e. apparently significant measurements
that do not agree within the uncertainties with the true values for
rgal > 4 kpc). This offset might be explained by the low fraction
of spectra contributing to the stacks in these bins (see Table A.1).
For the outer bins, rgal > 4 kpc, less than half of the spectra
inside each bin could be used for stacking, and as a result, we
may potentially miss some emission hidden in the noise that we
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ferent sigma-clipping levels. Shown is the relative differences between
the measured radial stacks from the simulated 12m+7m+tp cubes and
the true stacks, as follows from the bottom left panel of Fig. 2, by sub-
tracting the template trend. The difference between the different panels
is that the data of the resulting stacks is clipped at 3, 5, or 10 S/N (WσW ).
The stacking procedure is always the same. The hatched area denotes the
regime, where the prior S/N/1 is detected in less than 20% of the pixels.

are not able to recover. However, we find a very similar discrep-
ancy if the velocity field is perfectly known (Fig. A.2), which
suggests that the offset is at least partly arising from the imag-
ing and not the stacking procedure. Nevertheless, we find, over
all S/N cubes, an agreement between the significant stacked line
intensities and the true values within 23% in bins where the prior
is at least moderately (≥36% of the pixels) detected (i.e. within
6 kpc). These results demonstrate that the quality of the stacking
results is linked to the significance of the prior used to align the
velocity field and the imaging of the interferometric data.

3.1. Uncertainties

For interpreting the results, it is crucial to have a robust mea-
sure of the uncertainties and the resulting S/N in order to infer
if a data point is significant or not. We measure the uncertainties
of the stacked integrated intensities from the standard deviation
in the emission-free channels following Eq. (3). Here we check
whether this uncertainty matches the uncertainty obtained by
propagating the noise measured in the cube.

To do so, we take the S/N/100 cube, which does not con-
tain any significant spectra and consider it as a pure noise cube.
We compute the rms in each pixel as the standard deviation
across the corresponding pixel. Next, we bin the noise map in
radial increments, analogous to radial stacking, and propagate
the uncertainty to obtain the expected rms of the stacked spec-
trum in each bin. The propagated uncertainty is computed as the
average rms in each bin corrected for the number of pixels by
dividing by the square root of the number of pixels in that bin.
Finally, the expected uncertainty is computed analogously to the
measured uncertainty (Eq. (3)), but using the cube-propagated
rms. We re-scale the cube-propagated rms to the respective noise
cubes by multiplying by the respective noise level factors, and
plot the measured against the expected uncertainties for all S/N
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Fig. 4. Measured vs expected uncertainties. Top: Comparison between
measured (12m+7m+tp) and expected uncertainties of the integrated
stacks. The measured uncertainty is obtained from the emission free
channel of the stacked spectra following Eq. (3). The expected uncer-
tainty is inferred via Gaussian error propagation from the S/N/100 cube
treated as a noise cube. Bottom: Ratio of the measured to the expected
uncertainties.

cubes (Fig. 4). In the Appendix we also show the resulting S/N of
the stacks (i.e. W/σW ) and compare the measured and expected
S/N (Fig. A.1).

We find that the measured uncertainties are strongly cor-
related with the expected uncertainties, but slightly biased by
∼10% on average and little scatter within ±10%. The slightly
too large measured uncertainties could arise from some emission
remaining in the assumed emission-free channels after masking,
which contributes to the rms estimation. These results demon-
strate that we measure trustworthy statistical uncertainties on the
stacked integrated intensities.

3.2. Array configurations

Interferometric observations filter out the extended emission of
the source if not combined with single-dish data. Using the sim-
ulated observations, we can study how well interferometric data
alone can recover line emission in radial bins, and so test whether
total power data are needed to obtain accurate stacking results.
We repeat the above-described spectral stacking method using
data obtained from combining different telescope array config-
urations: 7m+tp (the ACA including total power data), 12+7 m
(the main array and ACA 7 m antennas), 12 m (the main array
alone), and 7 m (the ACA 7 m data alone) (see Leroy et al. 2021a,
for more information).

Figure 5 presents the radially stacked line intensities from
the above-listed configurations relative to the template values.
The 12m+7m+tp configuration should recover all spatial scales
and can be considered the benchmark for the other configura-
tions. We find that the 7m+tp data performs similarly to the
12m+7m+tp, though with a significantly larger scatter, which is
expected due to the lower sensitivity. For the pure interferometric
data (i.e. 12+7m, 12 m, and 7 m), we systematically find stacked
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Fig. 5. Flux recovery using different array configurations. Comparison
between radial stacking obtained from different array configurations
(X = {12m + 7m + tp, 7m + tp, 12m + 7m, 12m, 7m}), as indicated in
the top of each panel. Shown is the ratio between the radial stacks
obtained from the simulated data cubes at the given combination of
telescope arrays and the true template values against the galactocentric
radius. Solid points show data above 3σ and downward pointing arrows
denote 3σ upper limits. The hatched area denotes the regime, where the
prior, i.e. S/N/1, is detected in less than 20% of the pixels.

line intensities that are too low at all radii, especially when con-
sidering 7 m only, where we miss 10–20% across all bins even
for the S/N/1 data. Most interestingly, we find a trend with S/N:
the lower the S/N of the cube, the larger the bias of the stacks.
In the most extreme case (i.e. 7m S/N/10) the radial profile is
detected out to 6 kpc, but yields 30–50% lower line intensities,
than obtained with the 12m+7m+tp configuration. These results
are in line with the conclusions about the spatial filtering of
interferometric data drawn in Leroy et al. (2021a) and enforce
the need for total power observations in order to cover the flux
information from small spatial scales.

3.3. Weighted stacking

The benefit of the above-described methodology is the potential
recovery of faint emission while conserving the flux in each bin.
However, the drawback is that we might stack a few highly sig-
nificant spectra with many noisy spectra, eventually leading to
non-detection in the stacked spectra. To overcome this, we can
go beyond the ‘equal weight per spectrum’ stacking described
above, and weigh the spectra such that we obtain statistically
more significant stacked spectra9. We compute the weighted
stacks by multiplying the spectra (Tn,i(v)) with the associated
weights (wi) within each bin n. Then, we sum up the weighted
spectra and divide them with the sum of the weights:

Tn,stack(v) =

Ndet∑
i=0

Tn,i(v) · wi

Ndet∑
i=0
wi

. (4)

9 Though keep in mind that this weighted stacking scheme is in general
not flux-conserving as opposed to the unweighted stacking introduced
before.
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Fig. 6. Intensity-weighted stacking. Top: radial stacking similar to
Fig. 2, but using the intensity of the prior, i.e. the “S/N/1” integrated
intensities, as a weight following Eq. (4). The black solid line shows the
template, i.e. the true, radial profile, where the template line intensities
are used as the weight. The black dashed line shows the non-weighted
radial trend of the template stacking also shown in Fig. 2. Bottom: devi-
ation, in per cent, of the stacked radial trend from the template profile.
The hatched area denotes the regime, where the prior, i.e. S/N/1, is
detected in less than 20% of the pixels.

A useful weighting quantity could be the S/N or the line inten-
sity of the prior. Here we showcase the latter, adopting an
intensity-weighted stacking. Thus, we obtain the radial trend
of the prior-bright (e.g. CO-bright) regions. We applied the
intensity-weighted stacking to the above-introduced simulated
observations analogous to the non-weighted stacking. The radial
stacking results are presented in Fig. 6. We find that the stacked
line intensities of the simulated cubes, excluding S/N/100, are
consistent within 20% with the true (weighted) trend. In com-
parison with the unweighted stacking (Figs. 2 and 3), we find
better agreement and no negative bias at low detection frac-
tion of the prior. Thus, weighted stacking can indeed recover
faint emission at larger galactocentric radii. However, we note
that weighted stacking does not conserve flux and must be inter-
preted with care, in particular when comparing to stacks derived
with another (e.g. non-weighted) method. Moreover, since, by
construction, the intensity-weighted stacking used here is com-
puting the weighted average stack over the detected pixels only
(i.e. Ndet), the measured upper limits in the outer bins are much
larger than what is obtained in the unweighted case.

3.4. Stacking versus averaging integrated intensities

Instead of averaging stacked spectra, it can be more convenient to
average the integrated intensities within the same region or bin.
With this approach, typically referred to as binning, the main
distinction to the stacking method is that we do not align the
velocity field using a prior. Instead, we take advantage of the
prior to create velocity masks for each individual spectrum (i.e.
for each line of sight), which defines the velocity range over
which each spectrum is integrated. The result is an integrated
intensity (moment-0) map using a prior inferred velocity (field)
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Fig. 7. Binning vs stacking. Top: Binned means vs stacked integrated
intensities in matched radial bins. The dashed line marks the 1-to-1
relation. Different markers indicate the values recovered from the dif-
ferent S/N cubes. Data above 3σW are shown as markers, else only the
error bars are plotted. Bottom panels: Ratio of binned mean and stacks
to the stacked integrated intensities, separately for each S/N/X cube
(X = 1, 3, 10, 30). The shaded areas indicate the respective 1σ scatter
of the 3σW data.

mask (see e.g. Gallagher et al. 2018b; Bešlić et al. 2021; den Brok
et al. 2022; Neumann et al. 2023, for details about the masking
process). Afterwards, we average the integrated intensities inside
a given bin.

We apply the above averaging approach to the 12m+7m+tp
data sets at different noise levels using the same radial bins, and
compare the resulting average line intensities with the stacked
line intensities computed as in Sect. 2. We find that the two
approaches lead to very similar average line intensities inside a
given bin, without bias and small scatter of {1, 2, 5, 10}% con-
sidering the significant measurements (S/N ≥ 3) of the S/N/1,
3, 10, and 30 cubes (Fig. 7). In agreement with Gallagher
et al. (2018a), we conclude that spectral stacking and aver-
aging masked moment-0 maps yield the same results within
10%. However, we note that spectral stacking still offers the
great advantage of also recovering mean line shape, and thus
mean kinematic information, which cannot be obtained from the
averaged integrated intensities.

4. Conclusions

We performed spectral stacking of simulated interferometric
data of the galaxy NGC 3059 as a function of galactocentric
radius at different noise levels and combining different telescope
arrays. Our main results are the following:
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1. Spectral stacking is able to recover the integrated intensities
across most of the molecular disc where the prior is predomi-
nantly detected. In the most extreme case we detect a stacked
spectrum, even in bins where the integrated intensities of the
moment-0 map have a median S/N of 0.54. For this specific
galaxy, all data above 3σ and 10σ agrees within 23% and
15%, respectively, with the expected values if the prior is
detected in at least 36% of the spectra contributing to the
stack (i.e. within the inner 6 kpc).

2. Using interferometric data only (i.e. without total power
information) can filter out up to 30% of the emission even
at the typical PHANGS–ALMA sensitivity and even if
the prior is predominantly significant. Even more extreme,
for lines that are 10 times (e.g. HCN(1–0)), the 12m-
only or 7m-only configurations miss ∼50% of the emis-
sion in the stacked spectra throughout the full molecular
gas disc.

3. The critical limitation of the spectral stacking method is con-
nected to the quality of the prior used to align the velocity
field and potentially the imaging procedure. If the prior is
not detected across most of the bin, we expect to system-
atically find stacked line intensities that are too low. This
might be improved by using low-resolution priors (e.g. HI
21 cm line) or model priors, which provide a completely
defined velocity field. However, we show that the discrep-
ancy can also arise from the imaging of the interferometric
data (e.g. if the deconvolution is not able to extract faint
emission).

This provides a concrete proof of concept that the stack-
ing method works using combined interferometric and total
power data on extended sources. A key result of this analysis is
that, at the typical PHANGS-ALMA set-up, the spectral stack-
ing method is able to recover the average integrated intensities
within ∼23% accuracy, if the prior is detected in at least ∼36% of
the bin’s spectra. We also show that the noise estimated from the
line-free parts of the stacked spectra captures the uncertainties
of the line intensities with little bias (on average 10% biased
high) such that 3σ data can confidently be considered
significant detection.
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Appendix A: Additional material

Table A.1 lists the detection fraction of the prior Fdet = Ndet/Ntot
in each radial bin, where Ndet is the number of prior-detected pix-
els and Ntot is the total number of pixels in that bin. In Fig. A.1,
we compare the S/N measured from the stacked spectra and the
expected S/N that is inferred from the S/N/100 cube considered
as a pure noise cube as described in Sect. 3.1. In Fig. A.2, we
show the spectral stacking as a function of galactocentric radius
similar to Sect. 3 but using the template data cube as prior instead
of the S/N/1 cube. In this case we have perfect alignment of
the velocity field, and are not limited by the significance of the
prior. In Fig. A.3, we show the radial trend obtained by taking
the average spectrum over the prior-detected spectra only (i.e. by
dividing the summed spectra by Ndet instead of Ntot; Section 2).

Table A.1. Prior detection fraction per radial bin.

rgal [kpc] Ntot Ndet Fdet [%]
(1) (2) (3) (4)

0 − 1 23 22 95.7
1 − 2 72 61 84.7
2 − 3 128 79 61.7
3 − 4 176 131 74.4
4 − 5 230 107 46.5
5 − 6 278 101 36.3
6 − 7 328 54 16.5
7 − 8 372 11 3.0
8 − 9 322 6 1.9

Notes. (1) Radial bins, as illustrated in Fig. 2. (2) Total number of spec-
tra, i.e. pixels in moment-0 map, inside the respective bin. (3) Number
of spectra, where the prior, i.e. “S/N/1”, has been detected thus allowing
velocity shuffling and spectral stacking. (4) Fraction of spectra used for
stacking.
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Fig. A.1. Measured vs expected signal-to-noise ratio. Top: Comparison
between measured (12m+7m+tp) and expected signal-to-noise ratio of
the integrated stacks. Bottom: Ratio of the measured to the expected S/N
against the expected uncertainties.
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Fig. A.2. Template velocity field. Radial stacking similar to Fig. 2, but
using the template (i.e. the true intensity distribution) as prior to align-
ing the velocity field.
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Fig. A.3. Average spectrum over prior-detected pixels. Radial stacking
similar to Fig. 2, but computing the average over the prior-detected spec-
tra only, as given by Eq. A.1.

Equation 2 then changes to

Tn,stack(v) =
1

Ndet(n)

Ndet(n)∑
i=0

Tn,i(v) . (A.1)

We find that the recovered stacks, computed from the prior-
detected pixels, agree very well and without significant bias with
the expected values measured in the prior-detected pixels (indi-
cated by the solid line in Fig. A.3). However, using this method
does not recover the true mean radial trend (dashed line), but,
by construction, only considers the pixels, where the prior is
detected, and is thus biased high, especially at radii where the
prior detection fraction is low.
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