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Model Uncertainty and Correctability for Directed Graphical Models⇤
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Abstract. Probabilistic graphical models are a fundamental tool in probabilistic modeling, machine learning,
and artificial intelligence. They allow us to integrate in a natural way expert knowledge, physical
modeling, heterogeneous and correlated data, and quantities of interest. For exactly this reason,
multiple sources of model uncertainty are inherent within the modular structure of the graphical
model. In this paper we develop information-theoretic, robust uncertainty quantification methods
and nonparametric stress tests for directed graphical models to assess the e↵ect and the propagation
through the graph of multisourced model uncertainties to quantities of interest. These methods allow
us to rank the di↵erent sources of uncertainty and correct the graphical model by targeting its most
impactful components with respect to the quantities of interest. Thus, from a machine learning
perspective, we provide a mathematically rigorous approach to correctability that guarantees a
systematic selection for improvement of components of a graphical model while controlling potential
new errors created in the process in other parts of the model. We demonstrate our methods in
two physicochemical examples, namely, quantum scale-informed chemical kinetics and materials
screening to improve the e�ciency of fuel cells.
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1. Introduction. Data-informed, structured probability models are typically constructed
by combining expert-based mathematical models with available data, the latter often being
heterogeneous, i.e., from multiple sources and scales, and possibly sparse or imperfect. Typi-
cally such structured models are formulated as probabilistic graphical models (PGMs), which
in turn are generally classified into Markov random fields (MRFs) over undirected graphs and
Bayesian networks over a directed acyclic graph (DAG) [58, 48], as well as mixtures of those
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1462 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

two classes [31]. In this paper we focus on Bayesian networks. DAGs are graphs with directed
edges and without cycles, where individual vertices correspond to di↵erent model components
or data inputs, while the directed edges encode conditional dependencies between vertices.
Formally, a Bayesian network over a DAG is defined as a pair {G,P} consisting of the fol-
lowing ingredients: G = {V,E} is a DAG with n vertices denoted by V = {1, . . . , n}, n 2 N,
along with directed, connecting edges E 2 V ⇥ V . In addition, we define a set of random
variables XV = {X1, . . . , Xn} over V with probability distribution P with density

p(x) =
nY

i=1

p(xi|x⇡i),(1.1)

where x⇡i = {xi1 , . . . , xim} ⇢ {x1, . . . , xn} denotes the values of parents ⇡i of each vertex i
(see Figure 1), and p(xi|x⇡i) is the conditional probability density (CPD) for the conditional
distribution Pi|⇡i

with parents ⇡i. In such models we are typically interested in quantities of
interest (QoIs) f(XA) that involve one or more vertices A ⇢ V and the corresponding random
variables XA ⇢ XV .

The general mathematical formulation of PGMs was developed in foundational works in
[58, 59] and are widely used in many real-world applications of artificial intelligence, like
medical diagnostics, natural language processing, computer vision, robotics, computational
biology, and cognitive science, to name a few; see, e.g., [26, 42, 3, 51, 50, 27]. Recently PGMs
were built as computationally tractable surrogates for multiscale/multiphysics models (e.g.,
from quantum to molecular to engineering scales), such as in porous media and energy storage
[69, 40]. Such models often have hidden correlations in data used in their construction [68]
or include physical constraints in parameters [69], necessitating conditional relations between
model components and thus giving rise to CPDs such as the ones in (1.1). Finally, PGMs
can be used as the mathematical foundation for building digital twins used for control and
optimization tasks of real systems [61]. Some examples include Bayesian networks for fuel
cells [25] and hidden Markov models (a time-dependent special case of Bayesian networks) for
unmanned aerial vehicles [46]. The structured probabilistic nature of such models allows them
to be continuously improved, e.g., based on available real-time data [46] or through targeted
data acquisition [25].

A. Model uncertainty in Bayesian networks. Bayesian networks will typically have
multiple sources of uncertainty due to modeling choices or learning from imperfect data in
the process of building the graph G and each one of the CPDs in (1.1). These uncertainties
will propagate (and occasionally not propagate—see section 7) through the directed graph
structure to the targeted QoIs. Uncertainties in probabilistic models are broadly classified
in two categories: aleatoric, due to the inherent stochasticity of probabilistic models such as
(1.1) and model uncertainties (also known as “epistemic”) [21, 65]. In this paper we primarily
focus on model uncertainties which stem from the inability to accurately model one or more
of the components of a Bayesian network {G,P}: omitting or simplifying model components
as is often the case in multiscale systems, learning from sparse data, or using approximate
inference methods to build CPDs in (1.1). Next, we discuss more concretely these challenges in
the context of two physicochemical examples that we analyze further using model uncertainty
methods developed here.
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UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1463

First, we consider a Langmuir bimolecular adsorption model (see section 6) that describes
the chemical kinetics with competitive dissociative adsorption of hydrogen and oxygen on
a catalyst surface [62]. It is a multiscale system of random di↵erential equations with cor-
related dependencies in their parameters (kinetic coe�cients), arising from quantum-scale
computational data calculated using density functional theory (DFT) (i.e., quantum compu-
tations) for actual metals. The combination of chemical kinetics with parameter dependencies,
correlations, and DFT data gives rise naturally to a Bayesian network. The QoIs are the equi-
librium hydrogen and oxygen coverages computed as the stationary solutions of a system of
mean-field di↵erential equations. Here the Bayesian network allows us to incorporate data
and correlations from a di↵erent scale to the parameters of an established chemical kinetics
(di↵erential equations) model. However, the limited availability of the quantum-scale data
creates significant model uncertainties in the distributions of kinetic coe�cients (see, for ex-
ample, Figure 5(a)) and the need to be accounted towards obtaining reliable predictions for
the QoI.

In a second example analyzed in section 7 we build suitable Bayesian networks for trust-
worthy screening of materials to increase the e�ciency of chemical reactions. Here we consider
the oxygen reduction reaction (ORR), which is a known performance bottleneck in fuel cells
[63]. This electrochemistry mechanism involves two reactions which are typically slow. Thus,
we seek new materials that speed up these two slowest reactions. For this reason here we focus
only on the thermodynamics of these reactions described by the volcano curve of Sabatier’s
principle [62]. Based on Sabatier’s principle, the optimal oxygen binding energy is the natural
descriptor for discovering new materials, and hence it has to be our QoI. Starting from this
QoI we build a Bayesian network that includes expert knowledge (volcano curves), as well as
various available experimental and computational data and their correlations or conditional
independence. Model uncertainties enter in the construction of the Bayesian network due
to lack of complete knowledge of physics and sparse, expensive, multisourced experimental
and/or computational data; see, for example, Figure 7(c)–(g).

Both these examples illustrate how PGMs (here Bayesian networks) allow us to (a) or-
ganize in a natural way expert knowledge, modeling, heterogeneous and correlated data, and
QoIs; and (b) study the propagation of all related model uncertainties to the QoI through
the graph. Practically these PGMs are built around the QoI so that it contains all available
sources of information that may influence QoI predictions.

B. Mathematical results. In this article, we focus on quantifying the impact of model
uncertainties on QoIs in Bayesian networks. Our analysis builds on earlier uncertainty quati-
fication (UQ) information inequalities for QoIs of high-dimensional probabilistic models and
stochastic processes [15, 21, 39, 9, 8] (see also Appendix A). However here we demonstrate
that, due to the directed nature of the graph structure of Bayesian networks as well as the fac-
torization into CPDs of the joint density given by (1.1), we can obtain a highly detailed and
computationally feasible understanding of model uncertainty. First, by defining structured
localized ambiguity sets and by using the chain rule of the Kullback–Leibler (KL) divergence,
uncertainties can be localized on the graph, while we can quantify their propagation across the
graph to the QoIs by (1.1) developing corresponding model uncertainty and model sensitivity
indices. Also given a baseline Bayesian network, our uncertainty bounds are proven to be
tight within this family of graphical models in the sense that Q± given by (2.6) and (3.9),
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1464 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

respectively, are Bayesian networks as well. The latter finding shows that these worst-case
scenarios are “realistic” in the sense that they can materialize by a feasible alternative model
that is still a Bayesian network.

First, we refer to an already constructed Bayesian network {G,P} as the baseline model .
We will describe mathematically the model uncertainty of the baseline by considering al-
ternative models Q in a suitably defined neighborhood of P referred to as the ambiguity
set ,

D⌘ := {all Bayesian networks Q : d(Q,P )  ⌘} .(1.2)

The two primary ingredients for constructing ambiguity sets are the choice of a divergence or
probabilistic metric d between the baseline Bayesian network P and an alternative model Q
and its size ⌘ called model misspecification, which essentially describes the level of uncertainty
in the model. Next, given an ambiguity set D⌘, we define the model uncertainty indices for
our QoI f as

I±(f, P ;D⌘) := sup/inf
Q2D⌘

{EQ [f ]� EP [f ]} .(1.3)

We view these indices as a nonparametric stress test on the baseline P for the QoI f within the
ambiguity set D⌘, since they provide the corresponding worst-case scenarios. Furthermore,
the ambiguity set is nonparametric, allowing us to test the robustness of the baseline against
a broader set of scenarios than just a fixed parametric family.

Here we will define ambiguity sets using the KL divergence as it allows us to obtain easily
computable and scalable model uncertainty indices I±(f, P ;D⌘). Indeed, the KL chain rule
allows us to break down the calculation of any KL distance between di↵erent Bayesian network
components, i.e., in terms of conditional KL divergences between distinct CPDs, as well as
to isolate the uncertainty impact on QoIs from multiple Bayesian network components and
data sources. A discussion on other natural choices of divergences and metrics can be found
in section 8. On the other hand, the model misspecification ⌘ can be selected in two ways.
First, by the user adjusting the stress test on the QoI, for example, when available data are
too sparse or absent. Otherwise, ⌘ can be estimated as the KL divergence between the model
and the available data. Thus, we can consider user-determined or data-informed stress tests,
respectively.

Next, we design di↵erent stress tests by adjusting the ambiguity set (1.2) to account for
global or local perturbations/uncertainties of the baseline model (1.1).

Model uncertainty indices (perturbing the entire model). Let f(XA) be a QoI
defined on any set of random variables XA ⇢ XV . The ambiguity set (1.2) in this case contains
all the possible alternative Bayesian networks Q ⌘-close to the baseline Bayesian network P in
the KL divergence for some model misspecification ⌘. In Theorem 2.1, we demonstrate that
the model uncertainty indices for f(XA) (1.3) can be rewritten only in terms of the baseline
P through the one-dimensional optimization

I±(f(XA), P ;D⌘) = ± inf
c>0


1

c
logEPA

h
e±cf̄(XA)

i
+

⌘

c

�
= EQ± [f ]� EP [f ] ,(1.4)
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UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1465

where PA is the marginal distribution of XA and f̄(XA) is the centered QoI with respect
to P . Furthermore, there exist optimizers Q± (last equality in (1.4)) that are Bayesian
networks that can be computed explicitly. We note that although the optimization in (1.3) is
infinite-dimensional and thus essentially computationally intractable, formula (1.4) gives rise
to a computable one-dimensional optimization involving only the baseline Bayesian network
P . This significant advantage will be exploited throughout the paper to provide practical
quantification of model uncertainty and model sensitivity for PGMs.

Next we quantify the robustness of the baseline against perturbations of individual com-
ponents of (1.1). We intend to use these methods to explore the relative sensitivity of the
baseline on di↵erent Bayesian network components; hence we will refer to the corresponding
indices as model sensitivity indices.

Model sensitivity indices (perturbing a model component). Let f(Xk) be a QoI
with k 2 V . We examine two ambiguity sets depending on the manner in which individual
model components are perturbed. The first ambiguity set consists of all Bayesian networks
(1.1) with the same CPDs except for the CPD at a specific vertex l 2 V ; the structure/parents
of the component l can be di↵erent; however, the alternative CPDs are ⌘l-“close” to P at the
lth component in KL divergence for some model misspecification ⌘l; see Figure 2. The second
ambiguity set consists of all Bayesian networks with the parents of the vertex l being fixed
and only the CPD of l varying. Even if the latter set is a subset of the first ambiguity set,
such graph-based constraints allow us to focus on uncertainties arising from a given CPD
of the network. For these ambiguity sets, we derive explicit formulas for the corresponding
sensitivity indices that are tight and practically computable similarly to (1.4); see Theorems
3.2 and 3.3.

C. Model sensitivity for ranking and correctability. Model sensitivity indices are
used here to rank the impact of di↵erent sources of uncertainty, from least to most influen-
tial, in the prediction of QoIs for Bayesian networks. From a machine learning perspective,
such rankings are a systematic form of interpretability , i.e., the ability to identify cause and
e↵ect in a model, [19, 52, 13], and explainability , i.e., the ability to explain model outputs
through the modeling and data choices made in the construction of the baseline predictive
model; see [1] and references therein. In the ORR model discussed earlier, we compute model
misspecification parameters ⌘l from data, we implement the ranking procedure for each graph
component of the ORR Bayesian network (i.e., solvation, DFT, experiment and parameter
correlation), and we reveal the least and the most influential parts of the Bayesian network
in the prediction of the optimal oxygen binding energy QoI; see Figure 9 and section 7.

Lastly we leverage model uncertainty and model sensitivity indices to improve the baseline
with either targeted data acquisition or improved modeling of CPDs and graph G in (1.1).
We target for correction underperforming components of the baseline, i.e., those inducing the
most uncertainty on the QoI in the ranking above. Again from a machine learning perspective
such a strategy is a step towards the correctability of PGMs, namely, the ability to correct
targeted components of a (baseline) model without creating new errors in other parts of
the model in the process [1]. Indeed, in the ORR model, we correct the baseline Bayesian
network in two distinct ways: by including targeted high quality data and by increasing the
model complexity, e.g., considering richer CPD classes or more complex PGMs, as discussed
in section 7. This is an example of closing the “data-model-predictions loop” by iteratively
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1466 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

improving the model while taking into account trade-o↵s between model complexity, data,
and predictive guarantees on QoIs.

D. Related work. The robust perspective in (1.3) for general probabilistic models is
known in the operations research literature as distributionally robust optimization (DRO) and
includes di↵erent choices for divergences or metrics in (1.2); see, for example, [17, 33, 74, 44,
28, 49, 53, 75, 12]. Related work is also encountered in macroeconomics; we refer the reader
to the book by Hansen and Sargent [41]. Stress testing via a DRO perspective was devel-
oped in the context of insurance risk analysis in [11]. Finally, [57] and [37] developed robust
uncertainty quantification methods using di↵erent combinations of concentration inequalities
and/or information divergences. Regarding sensitivity analysis, we note that existing meth-
ods, e.g., gradient and ANOVA-based methods [65], are suitable for parametric uncertainties,
and thus cannot handle model uncertainty. Furthermore, it is not immediately obvious how
they can take advantage of the graphical structure in Bayesian networks such as conditional
independence. Here, our mathematical methods broadly rely on UQ information inequalities
for QoIs of high-dimensional probabilistic models and stochastic processes [15, 21, 39, 9, 8]
(see also Appendix A). The mathematical novelty of our results lies in extending these earlier
works on directed graphs by developing the proper model uncertainty and model sensitivity
framework for general Bayesian networks and studying the propagation of multiple uncertain-
ties through the network to the QoIs. Earlier work on building a predictive chemistry-based
PGM with quantified model uncertainty for the resulting Gaussian Bayesian network was car-
ried out in [25] and demonstrated in materials design for speeding up the oxygen reduction
reaction in fuel cells. Model uncertainty for PGMs over undirected graphs, also known as
Markov random fields (MRFs), was recently studied in [5]. An MRF is a unifying model for
statistical mechanics (Gibbs measures) and machine learning (Boltzmann machines), while
the special case of Gibbs measures was studied earlier in [47]. We note that for MRFs the
robust perspective is less flexible as we cannot fully take advantage of the KL chain rule due
to the undirected structure of the graphs.

E. Organization. The main mathematical results are presented in section 2 (model
uncertainty) and section 3 (model sensitivity). In sections 4 and section 5, we discuss ranking
and correctability for Bayesian networks. In section 6 we discuss a DFT-informed Langmuir
model, while in section 7 we analyze the ORR model arising in fuel cells. In section 8 we discuss
some outstanding issues and directions. Supporting material is included in the appendices.

2. Model uncertainty indices for Bayesian networks. In this section, we develop model
uncertainty methods and associated indices for Bayesian networks. We start with the key
ingredients needed to state and prove the main result (Theorem 2.1), namely, the ambiguity
set, QoIs, and the definition of the model uncertainty indices. First we define the ambiguity
set with model misspecification ⌘ by

D⌘ := {all PGMs Q : R(QkP )  ⌘},(2.1)

where R(QkP ) = EQ

h
log dQ

dP

i
denotes the KL divergence, i.e., we perturb the baseline model

P to any alternative model Q 2 D⌘, altering both the structure of the graph and the CPDs.
Examples of models Q included in D⌘ can be Bayesian networks defined on a smaller number
of vertices than P , or same number of vertices with some of them having extra parents, or

Copyright © by SIAM and ASA. Unauthorized reproduction of this article is prohibited.
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UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1467

Figure 1. (a) Example of the graph structure of a baseline Bayesian network P and the corresponding
random variables X = {X1, . . . , X8}. (b) Example of the graph structure of a Bayesian network Q 2 D⌘

defined on a set with one vertex less than the baseline Bayesian network P . (c) An example of an alternative
Bayesian network Q 2 D⌘ with the same number of vertices while X2 and X8 have extra new parents (in
yellow). (d) An example of a PGM Q 2 D⌘ with a new undirected edge (in blue).

same number of vertices and parents but di↵erent CPDs; see Figure 1(b)–(c). Furthermore,
D⌘ can include PGMs which are not necessarily Bayesian networks, for example, when some of
the edges between vertices are not directed [31]; see Figure 1(d). In particular, in Appendix C,
we construct an example of a mixed graphical model, i.e., with both directed and undirected
edges; cf. Figure 1(d), which belongs to ambiguity set (2.1) when P is a Gaussian Bayesian
network (see the definition in section 2.1). For a baseline Bayesian network P we define the
model uncertainty indices as

I±(f(XA), P ;D⌘) = sup/inf
Q2D⌘

EQ [f(XA)]� EP [f(XA)](2.2)

for a QoI f , which is a function of some subset of A vertices in the graph, i.e.,

for f(XA) = f(Xi1 , . . . , Xim), with A = {i1, . . . , im} ✓ V .(2.3)

In the next theorem, we characterize the optimizers Q± in (2.2), which turn out to be Bayesian
networks of the form (1.1), and we provide their CPDs explicitly.

Notation. Before we state our results let us fix some notation. For a Bayesian network,
{G,P}⇡P

i denotes the set of indices of all the parents of vertex i and ⇢Pi denotes the set of
indices of all the ancestors for i (we may omit the superscript “P” if only one Bayesian network
is involved). Without loss of generality we assume that all Bayesian networks are topologically
ordered as we can always relabel the DAG so that j < i for all j 2 ⇡i by topological sorting
[48].

The random vector X = (X1, . . . , Xn), indexed by the vertices V = {1, . . . , n}, takes
values X = x = (x1, . . . , xn) 2 X . The joint probability distribution of X is denoted by
P with density p(x); the results are presented when the joint probability distribution P is
continuous, but all results hold when p is a discrete distribution as well. For any subset
A = {i1, . . . , im} ⇢ V we denote XA = (Xi1 , . . . , Xim), which takes values XA = xA =
(xi1 , . . . , xim) 2 XA and we denote by PA its marginal distribution.

We denote by Pi|⇡P
i

the conditional distribution of Xi given parent values X⇡P
i

= x⇡i ,
i.e., Pi|⇡P

i
(dxi) = P (dxi|x⇡i) with corresponding CPD p(xi|x⇡i). In the Bayesian network

literature it is always implicitly assumed that all joints and marginals exist. Thus, we con-
sider the next marginals. The marginal distribution PA of XA has the form PA(dxA) =R
X⇢A

Q
i2A Pi|⇡P

i
(dxi)

Q
i2⇢P

A
Pi|⇡P

i
(dxi), where ⇢PA is the set of indices of all the ancestors of A,

Copyright © by SIAM and ASA. Unauthorized reproduction of this article is prohibited.
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1468 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

i.e., ⇢PA = [i2A⇢Pi . Furthermore the density pA of PA is pA(xA) =
R
X⇢P

A

Q
i2A p(xi|x⇡i)

Q
i2⇢P

A

p(xi|x⇡i)dx⇢A . Two special cases are the marginals ofXk, P{k}(dxk)=
R
x⇢k

Q
i2{k[⇢k}P (dxi|x⇡i)

and the marginal of X⇢A , P⇢A(dx⇢A) =
Q

i2⇢A
P (dxi|x⇡i).

Finally for l1 < · · · < lk and any QoI f and for j 2 {1, . . . , k} we define the notation

EPlj |⇡P
lj
,...,Plk

|⇡P
lk
[f ] := EPlj |⇡P

lj


EPlj+1|⇡P

lj+1


· · ·EPlk|⇡P

lk

[f ]

��
.(2.4)

Theorem 2.1. Let {G,P} be a Bayesian network with density defined as in (1.1), and
let f(XA) be a QoI given in (2.3), f(XA) = f(Xi1 , . . . , Xim). Let also f̄(XA) := f(XA) �
EP [f(XA)] be the centered QoI with finite moment generating function (MGF), EP

h
ecf̄(XA)

i
,

in a neighborhood of the origin.

(a) Tightness. For the model uncertainty indices defined in (2.2), there exist 0 <
⌘±  1, such that for any ⌘  ⌘±,

I±(f(XA), P ;D⌘) = ± inf
c>0


1

c
logEPA

h
±ecf̄(XA)

i
+

⌘

c

�

= EQ± [f(XA)]� EP [f(XA)] ,(2.5)

where PA is the marginal distribution of XA with respect to P and is defined in the
notation above, and Q±(·) ⌘ Q±(· ;±c±) 2 D⌘ are Bayesian networks (1.1) that
depend on ⌘ and are given by

dQ±

dP
=

e±c±f(xA)

EP
⇥
e±c±f(XA)

⇤ ,(2.6)

where c± ⌘ c±(⌘) are the unique solutions of the equation

R(Q±kP ) = ⌘.(2.7)

(b)Graph Structure of Q±. Let L be all vertices that include A and all its ancestors,
i.e., L = [j2A⇢

p
j [A = {l1, . . . , lk+1}, where l1 < · · · < lk+1 and lk+1 = im. Then the

CPDs of Q± are given by

q±(xi|x⇡Q±
i

) =

8
><

>:

p(xi|x⇡P
i
), i /2 L,

EPlj+1
|⇡P

lj+1
,...,Plk

|⇡P
lk

[e±c±f(XA)]

EPlj
|⇡P

lj
,...,Plk

|⇡P
lk

[e±c±f(XA)]
p(xlj |x⇡P

lj
), i = lj , j 2 A,

(2.8)

where lj 2 L and EPlj |⇡P
lj
,...,Plk

|⇡P
lk

is given by (2.4). The parents/structure is given by

⇡Q±

i ⌘ ⇡P
i , i /2 L, and ⇡P

lj
⇢⇡Q±

lj
⇢⇡P

lj
[(⇡Q±

lj+1
\ lj).

Remark 2.2. Theorem 2.1 readily implies that we can severely restrict the ambiguity set
(2.1) to a subclass of Bayesian networks, yielding the exact same index,

I±(f(XA), P ;D⌘) = I±(f(XA), P ;D⌘
⇢A
),(2.9)
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UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1469

where a set of Bayesian networks D⌘
⇢A is defined as

D⌘
⇢A

:=

⇢
all Bayesian networks Q : R(QA[⇢A

kPA[⇢A
)  ⌘

and q(xi|x⇡q
i
) ⌘ p(xi|x⇡p

i
) with ⇡Q

i ⌘ ⇡P
i for all i /2 A [ ⇢A

�
.(2.10)

This follows from the formula

EP [f(XA)] =

Z

X
f(xA)

nY

i=1

p(xi|x⇡i)dx =

Z

XA[⇢A

f(xA)
Y

xi2A[⇢A

p(xi|x⇡i)dxAdx⇢A ,

which implies that only the perturbation of PA[⇢A
a↵ects the prediction of the QoI. A similar

calculation for the MGF of f̄ implies that the optimal Q± has the same CPDs as P for all
Xi, i /2 {A} [ ⇢A, as shown in Theorem 2.1.

Remark 2.3. We illustrate Theorem 2.1 in the special case A = {k}, i.e., QoIs defined on
one vertex through the example in Figure 2; see also Appendix D for more details.

Remark 2.4. We note that given a QoI f , there is a natural parametric family within the
nonparametric ambiguity set (2.1), given by dP c / ecfdP , that contains the baseline and the
extreme probability distributions Q±; see the blue curve in Figure 12 (left).

Proof of Theorem 2.1.

(a.) The existence of Q± and (2.6) is a direct consequence of (A.3) with f(X) = f(XA).
For p(x) =

Qn
i=1 p(xi|x⇡i), we further compute

sup/inf
Q2D⌘

EQ [f(XA)]� EP [f(XA)] = ± inf
c>0


1

c
logEP

h
e±cf̄(XA)

i
+

⌘

c

�

= ± inf
c>0

"
1

c
log

Z

X
e±cf̄(XA)

nY

i=1

P (dxi|xP⇡i
) +

⌘

c

#

= ± inf
c>0


1

c
logEPA

h
e±cf̄(XA)

i
+

⌘

c

�
,(2.11)

where pA is given in the notation before the theorem.

Figure 2. (a) Example of graph structure of a baseline Bayesian network P . (b) The structure of the
optimizers Q± in Theorem 2.1 (b) with QoI f(X6) is highlighted (in green). In contrast to the CPDs of the
vertices involved in the QoI and their ancestors, the CPD of any other vertex does not change. The new
parents of X4, X2 are connected (in yellow), i.e., X3 is a new parent for X4 and X1 is a new parent for X2.
(c) Structure of the optimizers Q± in Theorem 2.1 (b) for a QoI of the type f(X3, X6, X7); see (B.6)–(B.13).
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1470 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

(b.) We use (2.6) and factorize q± as follows:

q±(x) =
e±c±f(xA)

EP
⇥
e±c±f(XA)

⇤
nY

i=1

p(xi|x⇡P
i
)

=
1

EpA

⇥
e±c±f(XA)

⇤
Y

i/2{l1,...,lk+1}

p(xi|x⇡p
i
) · e±c±f(xA)p(xim |x⇡p

im
)

⇥
Y

i2{l1,...,lk}

p(xi|x⇡p
i
),(2.12)

where ±c± are the unique solutions of R(P±c±kP ) = ⌘. Formula (2.12) is not fac-
torized yet into CPDs as in (1.1) due to the normalization factor at the denominator.
The following analysis provides the steps for expressing (2.12) in a product of certain
CPDs: Assuming that i1 < . . . < im, we start with the CPD of Xim as its index is the
largest among the elements of A. Based on (2.12),

q±(xim |x⇡q±
im

) / e±c±f(xA)p(xim |x⇡P
im
).(2.13)

We normalize the left-hand side (LHS) of (2.12) by dividing by

EPim|⇡P
im

h
e±c±f(XA)

i
(2.14)

and by conditioning to x⇡P
im

and xA\im . Therefore, the CPD of Xim and its parents

⇡Q±

im
are given by

q±(xim |x⇡Q±
im

) =
e±c±f(xA)

EPim|⇡P
im

⇥
e±c±f(XA)

⇤ · p(xim |x⇡P
im
) and ⇡P

im ⇢ ⇡Q±

im
= ⇡P

im [ (A \ im).

Such a consideration provides the new edges in the graph of Q±. In particular, Xim

has the same parents as in the P model and possibly new parents specified by xA\im ,
e.g., if A \ im 6= ⇡P

im . Next, we compute the CPD of Xlk since lk < lk+1 = im: As we
divided by (2.14) to normalize the LHS of (2.12), we keep (2.12) the same if we also
multiple q±(x) by (2.14). Hence, we pair (2.12) and p(xlk |x⇡P

lk
) so that

q±(xlk |x⇡Q±
lk

) / EPim|⇡P
im

h
e±c±f(XA)

i
p(xlk |x⇡P

lk
).(2.15)

As before, we normalize the LHS of (2.15) by dividing by

EPlk|⇡P
lk

h
EPim|⇡P

im

h
e±c±f(XA)

ii
,(2.16)

and by conditioning to x⇡P
lk

and x
⇡Q±
im

\lk
, we obtain

q±(xlk |x⇡Q±
lk

) =
EPim|⇡P

im

⇥
e±c±f(XA)

⇤

EPlk|⇡p
lk

h
EPim|⇡p

im

⇥
e±c±f(XA)

⇤i · p(xim |x⇡P
im
)

and ⇡P
lk
⇢ ⇡Q±

lk
= ⇡P

lk
[ (⇡Q±

im
\ lk). The latter shows the new edges that the associated

graph to Q± may have. In this way, we obtain the remaining CPDs given by the second
part of (2.8). It is straightforward that the random variables indexed di↵erently than
{l1, . . . , lk+1} inherent the corresponding CPDs of P , and thus (2.8) is obtained.
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UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1471

2.1. Gaussian Bayesian networks. In this subsection, we focus on Gaussian Bayesian
networks, which is a special class of Bayesian networks commonly used in natural and social
sciences with the CPDs as in (1.1) being linear and Gaussian [48, 64, 36, 34, 35]. More
specifically, for a Gaussian Bayesian network consisting of variables X, each vertex Xi is a
linear Gaussian of its parents, i.e.,

p(xi|x⇡i) = N (�i0 + �T
i x⇡i ,�

2
i ), equivalently(2.17)

Xi = �i0 + �T
i X⇡i + ✏i, with ✏i ⇠ N (0,�2

i )

for some �0, �i, and �i = [�ii1 , . . . ,�ii|⇡i|
]. By the conjugacy properties of Gaussians, the joint

distribution P becomes p(x) = N (µ, C), i.e., it is also a Gaussian with parameters µ, C, which
can be calculated from �i0, �i, and �i [10].

Theorem 2.5. Let P be a Gaussian Bayesian network that satisfies (2.17), and let f(Xk) =
aXk + b be a QoI that depends only on Xk linearly.

(a) Then for the model uncertainty indices defined in (2.2), we have

I±(f(Xk), P ;D⌘) = ±
p

2a2Ckk⌘,(2.18)

where Ckk is the variance for the marginal distribution of Xk.
(b) Furthermore, the optimizers Q± = Q±(⌘) 2 D⌘ are given by (2.8) in Theorem 2.1
and are also Gaussian Bayesian networks with the same graph structure as P .

Proof.

(a.) The distribution of Xk denoted by P{k} is Gaussian with variance

Ckk = �2
k + �T

k C⇢k�k,

where C⇢k is the variance of the joint distribution of the random variables {Xi : i 2 ⇢k}
[49, Theorem 7.3]. By a straightforward computation, the MGF of f̄(Xk) is given by

EP{k}

h
e±cf̄(Xk)

i
= exp(a2c2�T

k C⇢k�k),

I±(f(Xk), P ;D⌘) = ± inf
c>0


1

c
logEP{k}

h
e±cf̄(Xk)

i
+

⌘

c

�
= ± inf

c>0

h
a2c Ckk +

⌘

c

i
.(2.19)

Then the optimal c is given by c =
q

⌘
a2Ckk

, which in turn proves (2.18).

(b.) Next, we show that the graph structure of Q± is the same as that of P . For any j > k,
by Theorem 2.1, q(xj |x⇡Q±

j

) = p(xj |x⇡P
j
). For j = k, we compute

q±(xk|x⇡Q±
k

) =
e±c±f(xk)

EPk|⇡P
k

⇥
e±c±f(Xk)

⇤ · p(xk|x⇡P
k
)(2.20)

=

exp

⇢
�

(xk��k0��T
k x⇡P

k
⌥c±a�2

k)
2

2�2
k

± c±a(�T
k x⇡P

k
)

�

R
Xk

exp

⇢
�

(xk��k0��T
k x⇡P

k
⌥c±a�2

k)
2

2�2
k

± c±a(�T
k x⇡P

k
)

�
dxk

= N
�
�k0 + �T

k x⇡P
k
± c±a�

2
k,�

2
k

�
.
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1472 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

Thus ⇡Q±

k = ⇡P
k since c±a(�T

k x⇡k) of the numerator and denominator are canceled out.
Let km be the maximum element of ⇡P

k = {k1, . . . , km : k1 < . . . < km�1 < km} and
�m�1
k := [�kk1

, . . . ,�kkm�1
]. Then

q±(xkm
|x

⇡Q±
km

) =
EPk|⇡P

k

⇥
e±c±f(Xk)

⇤

EPkm|⇡P
km

h
EPk|⇡P

k

⇥
e±c±f(Xk)

⇤i · p(xkm
|x⇡P

km
)

(2.21)

=

exp

⇢
±c±a�T

k x⇡P
k
�

(xkm��km0��T
km

x⇡P
km

)2

2�2
m

�

R
Xkm

exp

⇢
±c±a�T

k x⇡P
k
�

(xkm��km0��T
km

x⇡P
km

)2

2�2
km

�
dxkm

=

exp

⇢
±c±a(�

m�1
k )Tx⇡P

k \km
�

(xkm��km0��T
km

x⇡P
km

⌥c±a�kkm�2
km

)2

2�2
km

�

R
Xkm

exp

⇢
±c±a(�

m�1
k )Tx⇡P

k \km
�

(xkm��km0��T
km

x⇡P
km

⌥c±a�kkm�2
km

)2

2�2
km

�
dxkm

= N
⇣
�km0 + �T

km
x⇡P

km
± c±a�kkm

�2
km

,�2
km

⌘
.

Again, ⇡Q±

km
= ⇡P

km
as the factor exp

�
±c±a(�

m�1
k )Tx⇡P

k \km

 
in the numerator and

denominator are canceled out. The CPD of the remaining vertices in ⇡P
k are computed

in the same way, which further implies that their parents do not change. Therefore, the
factors in CPDs of Q± that could create new directed edges appear in both numerator
and denominator and are finally canceled out. We demonstrate (2.20) and (2.21) as it
applies in Example D.1 in Appendix D.

3. Model sensitivity indices for Bayesian networks. In this section, we develop a non-
parametric sensitivity analysis for Bayesian networks by refining the concepts of model un-
certainty indices introduced in section 2. This is accomplished through designing localized
ambiguity sets suitable for model uncertainty/perturbations in specific components of the
graphical model such as a single CPD.

Notation. For the notation of this section, we refer the reader to section 2. Moreover, we
denote ⇢̄Pk := ⇢Pk [ {k}.

Let f = f(Xk) be a QoI depending only on vertex k 2 V , and let l 2 V be another vertex.
The first ambiguity set D⌘l

l consists of all Bayesian networks Q that di↵er from the baseline P
only in the CPD at the vertex l while also allowing for the parents ⇡P

l at l to change. Namely,

D⌘l

l =

⇢
all Bayesian networks Q : R(Ql|⇡Q

l
kPl|⇡P

l
)  ⌘l for all x⇡P

i
[ x⇡Q

i
,

Qj|⇡j
⌘ Pj|⇡j

for all j 6= l

�
,(3.1)

where the parents ⇡Q
l in model Q may di↵er from the parents ⇡P

l in model P .
The second ambiguity set D⌘l

l,P consists of all Bayesian networks Q that di↵er from the

baseline P only in the CPD at the vertex l; however, here we require that ⇡Q
l = ⇡P

l = ⇡l, i.e.,
parents are not allowed to change:
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UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1473

D⌘l

l,P =
�
all Bayesian networks Q : R(Ql|⇡l

kPl|⇡l
)  ⌘l for all x⇡l , Qj|⇡j

⌘ Pj|⇡j
for all j 6= l

 
.

(3.2)

Note that

D⌘l

l,P ⇢ D⌘l

l .(3.3)

We accordingly define the model sensitivity indices of the QoI f(Xk) as

I±(f(Xk), P ;Q⌘l) = sup/inf
Q2Q⌘l

EQ [f(Xk)]� EP [f(Xk)] ,(3.4)

where Q⌘l = D⌘l

l or D⌘l

l,P given by (3.1) and (3.2), respectively.
The evaluation of these model sensitivity indices will necessarily depend on the relative

graph position of vertices k, l 2 V and in particular if l is an ancestor of k. In particular we
have the following:

Lemma 3.1. Let Q 2 Q⌘l , where Q⌘l = D⌘l

l or D⌘l

l,P . Then

EQ [f(Xk)]� EP [f(Xk)] =

(
EP⇢P

l

h
EQ

l|⇡Q
l

[F ]� EPl|⇡P
l

[F ]
i
, l 2 ⇢̄Pk ,

0, l /2 ⇢̄Pk ,
(3.5)

where

F := F (xl, x⇢P
l
) =

Z

X⇢̄P
k

\⇢P
l

[{l}

f(xk)
Y

i2⇢̄P
k \⇢P

l [{l}

P (dxi|x⇡P
i
)(3.6)

= EP{k}|⇢̄P
l

[f(Xk)] ,

and the last expectation is with respect to the conditional distribution of Xk given by X⇢̄P
l
=

x⇢̄P
l
.

The proof of Lemma 3.1 is a direct calculation of the di↵erence between the expectations
of f(Xk) and is based on a rearrangement between the CPDs of X⇢P

k [{k}, X⇢P
l
, and Xl with

respect to P and Q (see Appendix F), while a concrete computation of F is given in Appendix
D.2 for the Bayesian network of Example D.1.

Next, following the structure of Theorem 2.1 and using Lemma 3.1, we present our results
on tightness and optimal distributions over D⌘l

l and D⌘l

l,P as stated in Theorems 3.2 and 3.3,
respectively. Theorem 3.3 could be thought of as a subcase of Theorem 3.2 due to (3.3);
however, tightness on D⌘l

l,P cannot be accomplished unless the additional condition (3.19) is
assumed. All these results are summarized in a schematic in Figure 15.

Theorem 3.2 (model sensitivity indices-vary graph structure and CPD). Let P be a Bayesian
network with density defined as in (1.1), and let f(Xk) be a QoI that only depends on Xk. Let

also f̄(Xk) be the centered QoI with finite moment generating function (MGF), EP

h
ecf̄(Xk)

i
,

in a neighborhood of the origin.
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1474 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

(a) Tightness. For the model sensitivity indices defined in (3.4), there exist 0 < ⌘± 
1, such that for any ⌘  ⌘±,

I±(f(Xk), P ;D⌘l

l ) = sup/inf
Q2D⌘l

l

EQ [f(Xk)]� EP [f(Xk)](3.7)

=

(
±EP⇢P

l

h
infc>0

h
1
c logEPl|⇡P

l

h
e±cF̄

i
+ ⌘l

c

ii
, l 2 ⇢̄Pk ,

0, l /2 ⇢̄Pk ,

= EQ± [f(Xk)]� EP [f(Xk)] ,

where F̄ is the centered function of F defined in (3.6), ⌘l ⌘ ⌘, and Q±(·) ⌘ Q±(· ;±c±)
2 D⌘l

l are Bayesian networks of the form (1.1) that depend on ⌘l with f(Xk) and
c± ⌘ c±(x⇢P

l
; ⌘l) being functions of x⇢P

l
, depending on ⌘l, and determined by the

equations

R(Q±
l|⇡Q±

l

kPl|⇡P
l
) = ⌘l.(3.8)

(b) Graph Structure of Q±. The optimal distributions Q± are the probability mea-
sures with densities given by

q±(xi|x⇡Q±
i

) =

8
><

>:

p(xi|x⇡P
i
), i 6= l,

e
±c±F (xl,x⇢P

l
)

EP
l|⇡P

l


e
±c±F (Xl,x⇢P

l
)
�p(xl|x⇡P

l
), i = l.(3.9)

The structure of the first and second parts of (3.9) satisfies ⇡Q±

i ⌘ ⇡P
i and ⇡P

l ⇢
⇡Q±

l ⇢ ⇢Pl = ⇢Q
±

l , respectively.

Proof. The proofs of (a) and (b) are worked together and split into two main steps.
Step 1: Model sensitivity indices. For l 2 ⇢̄Pk , we denote ⇡l := ⇡Q

l [ ⇡P
l , and

⇢i := ⇢Qi [ ⇢Pi for all i. We define

Q(dxl|x⇡l) := Q(dxl|x⇡Q
l
) for all x⇡l , P (dxl|x⇡l) := P (dxl|x⇡P

l
) for all x⇡l .(3.10)

We now use Lemma 3.1 and further bound the right-hand side of the first part of (3.7) as
follows:

sup
Q2D⌘l

l

EP⇢l

⇥
EQl|⇡l

[F ]� EPl|⇡l
[F ]

⇤
 EP⇢l

"
sup

Q2D⌘l
l

EQl|⇡l
[F ]� EPl|⇡l

[F ]

#
(3.11)

= EP⇢l

"
sup

Ql2E⌘l
l

EQl|⇡l
[F ]� EPl|⇡l

[F ]

#
,

where E⌘l

l is the ambiguity set for CPDs at l defined as

E⌘l

l := {all CPD Ql|⇡l
: R(Ql|⇡l

kPl|⇡l
)  ⌘l for all x⇡l = xP⇡l

[ xQ⇡l
}.(3.12)
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By using Lemma A.1, for any given X⇢l = x⇢l , we have

sup
Ql2E⌘l

l

EQl|⇡l
[F ]� EPl|⇡l

[F ]  inf
c>0


1

c
logEPl|⇡l

h
ecF̄ (Xl,X⇢l

)
i
+

⌘l
c

�
.(3.13)

Hence (3.11) implies that

sup
Q2D⌘l

l

EQ [f(Xk)]� EP [f(Xk)]  EP⇢l


inf
c>0


1

c
logEPl|⇡l

h
ecF̄ (Xl,X⇢l

)
i
+

⌘l
c

��
.(3.14)

Step 2: Tightness of the bounds. As in Theorem 2.1, for any given x⇢P
l
, we can

consider the conditional measure P c+
l|⇢P

l
defined by

dP c+
l|⇢P

l

dPl|⇡P
l

=
e
c+(x⇢P

l
)F (xl,x⇢P

l
)

EPl|⇡P
l

h
e
c+(x⇢P

l
)F (Xl,x⇢P

l
)
i ,(3.15)

where c+(x⇢P
l
) is a function of x⇢P

l
determined by R(P c+

l|⇡P
l
kPl|⇡P

l
) = ⌘l. By using Lemma A.2,

we define

q+l (xl|x⇡Q+

l

) := P c+
l|⇢P

l
/ e

c+(x⇢P
l
)F (xl,x⇢P

l
)
p(xl|x⇡P

l
) for all x

⇡Q+

l

.(3.16)

Note that ⇡Q+

l depends on ⇡P
l and F (xl, x⇢P

l
), hence ⇡P

l ⇢ ⇡Q+

l ⇢ ⇢Pl and ⇢Q
+

l = ⇢Pl . Therefore,

using the same notation as in Step 1, for ⇡l = ⇡Q+

l , ⇢l = ⇢Q
+

l , we have

EQ+
l|⇡l

[F ]� EPl|⇡l
[F ] = inf

c>0


1

c
logEPl|⇡l

h
ecF̄

i
+

⌘l
c

�
.(3.17)

Furthermore, R(Q+
l|⇡l

kPl|⇡l
)  ⌘l for all x⇡l and hence Q+

l 2 E⌘l

l . Let q+(x) = q+l (xl|x⇡l)
Q

i 6=l

p(xi|x⇡i). Then Q+ 2 D⌘l

l , and

EQ+ [f(Xk)]� EP [f(Xk)] = EP⇢l


inf
c>0


1

c
logEPl|⇡l

h
ecF̄

i
+

⌘l
c

��
,

and thus (3.7) is proved. The calculations for infQ2D⌘l
l

EQ [f(Xk)] � EP [f(Xk)] are
similar.

We turn next to the ambiguity set D⌘l

l,P defined as in (3.2) and its corresponding index.
Due to Theorem 3.2 and (3.3), the following uncertainty bound holds for D⌘l

l,P :

I+(f(Xk), P ;D⌘l

l,P ) = sup
Q2D⌘l

l,P

EQ [f(Xk)]� EP [f(Xk)]

 EP⇢l


inf
c>0


1

c
logEPl|⇡l

h
ecF̄ (Xl,X⇢l

)
i
+

⌘l
c

��
(3.18)

for any l 2 ⇢̄Pk ; see also Figure 15. A similar bound holds for I�(f(Xk), P ;D⌘l

l,P ). However,
the next theorem provides a condition on the Bayesian network P that implies equality in
(3.18); see (3.19) and Figure 4.

Theorem 3.3 (model sensitivity indices-only vary CPD). Let P be a Bayesian network with
density defined as in (1.1), and let f(Xk) be a QoI that only depends on Xk with its centered

QoI f̄(Xk) having finite MGF, EP

h
ecf̄(Xk)

i
, in a neighborhood of the origin.
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1476 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

(a) For l /2 ⇢̄Pk , EQ [f(Xk)]� EP [f(Xk)] = 0 for any Q 2 D⌘l

l,P .

(b) For l 2 ⇢̄Pk satisfying the condition

Xk ? X⇢l\⇡l
|X⇡l ,(3.19)

i.e., Xk is independent of all the ancestors of Xl given the parents of Xl, there exist
probability measures Q± = Q±(⌘) 2 D⌘l

l,P given by (3.8)–(3.9) such that

EQ± [f(Xk)]� EP [f(Xk)] = sup/inf
Q2D⌘l

l,P

EQ [f(Xk)]� EP [f(Xk)] .(3.20)

(c) For l 2 ⇢̄Pk such that (3.19) is not satisfied, (3.18) holds.

Proof. Parts (a) and (c) are straightforward consequences of Lemma 3.1 and (3.18),
respectively. The proof of part (b) is as follows: For l 2 ⇢̄Pk with Xk ? X⇢l\⇡l

|X⇡l , we have
F (xl, x⇢P

l
) = F (xl, x⇡l). Then the proof is the same as the proof of Theorem 3.2. Indeed, let

q+l (xl|x⇡Q+

l

) =
e
±c+F (xl,x⇢P

l
)

EPl|⇡P
l

h
e
c±F (Xl,x⇡P

l
)
ip(xl|x⇡P

l
) for all x

⇡Q+

l

and ⇡Q+

l = ⇡P
l ,(3.21)

where c+ ⌘ c+(x⇡P
l
; ⌘l) are functions of x⇡l (since F only depends on xl and x⇡l), depend on

⌘l, and are determined by the equations R(Q+

l|⇡Q+

l

kPl|⇡P
l
) = ⌘l. Therefore, the density of Q+

is given by q+(x) = q+l (xl|x⇡Q+

l

)
Q

i 6=l p(xi|x⇡i). Thus, Q+
l 2 D⌘l

l,P makes (3.21) an equality.
Therefore we can conclude that

sup
Q2D⌘l

l,P

EQ [f(Xk)]� EP [f(Xk)] = EP⇢l


inf
c>0


1

c
logEPl|⇡l

h
ecF̄ (Xl,X⇢l

)
i
+

⌘l
c

��
.(3.22)

The case of infQ2D⌘l
l

EQ [f(Xk)]� EP [f(Xk)] is treated similarly. By Lemma 3.1, for l /2 ⇢̄Pk
and Q 2 D⌘l

l,P , EQ [f(Xk)]� EP [f(Xk)] = 0.

Remark 3.4. The condition Xk ? X⇢l\⇡l
|X⇡l can be satisfied when ⇢l \ ⇢i ⇢ ⇡l for all

i 2 ⇢̄k \ ⇢̄l, i.e., any path from X⇢l\⇡l
to Xk must go through X⇡l , for instance, all Markov

chains, tree/polytree structure model, etc. Two simple examples where the assumption is
satisfied or violated are shown in Figure 4. This condition is also satisfied by the baseline
Bayesian network discussed in section 7.

Remark 3.5. Note that for the model sensitivity indices shown in (3.7) in Theorem 3.2
or the uncertainty bounds shown in (3.18) in Theorem 3.3, sometimes it might be practically
di�cult to find the infimum for every conditioning ⇢l. However, we can use an alternative
looser bound by Jensen’s inequality, i.e.,

I+(f(Xk), P ;D⌘l

l,P )  EP⇢l


inf
c>0


1

c
logEPl|⇡l

h
ecF̄ (Xl,X⇢l

)
i
+

⌘l
c

��

 inf
c>0


EP⇢l


1

c
logEPl|⇡l

h
ecF̄ (Xl,X⇢l

)
i�

+
⌘l
c

�
,(3.23)
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Figure 3. Example of the structure of a Bayesian network baseline model. The QoI is given by f(X7) = X7

(blue). We fix X7 and perturb one vertex at a time, e.g., X3 (left) and X6 (right) in green. The vertices involved
in the graph can be classified into l 2 ⇢̄P7 = ⇢P7 [{7} = {1, 2, 3, 4, 5, 6, 7} (vertices in the dashed area) and {8, 9}
which are not in ⇢̄P7 (vertices outside of the dashed area); see left and right figures. Based on these figures and
Lemma 3.1, the model sensitivity indices (3.4) over D⌘l

l and D⌘l
l,P is 0 for l = 8, 9, meaning that perturbations

on vertices which are not ancestors of 7 do not a↵ect the QoI, while perturbations on those vertices in ⇢̄P7 a↵ect
the QoI.

Figure 4. (Left) Two examples of the structure of a baseline Bayesian network. The QoI is f(X7) in yellow
(thus k = 7) and l = 6 in purple. (Right) Schematic of relationships between the ambiguity sets D⌘6

6 ,D⌘6
6,P .

They share the same boundary, and thus we represent D⌘6
6 as a sphere in blue, while D⌘6

6,P is shown as an
embedded disc in brown. The yellow curve in both figures demonstrates the parametric family of Bayesian
networks P c with dP c

l|⇡l
= dPl|⇡l

for l 6= 6 and dP c
6|⇡6

/ exp{cF (x6, x⇢P6
)}dP6|⇡6 . The top graph does not

satisfy condition (3.19) since X1 is not conditionally independent of X7 given X⇡6 . This is illustrated through
the path X1 ! X5 ! X7 in black. The function F given by (3.6) depends on x1 and x6, which makes the parents
of X6 in the optimizers Q± di↵erent from its parents in P and thus Q± /2 D⌘6

6,P (in general), as illustrated
in the top left picture. The bottom graph could achieve the equality in (3.7) since it satisfies condition (3.19)
(X⇢6\⇡6 = {X1, X2} are connected with X7 only through X3 2 X⇡6). The function F depends on x3 and x6

and ⇡Q
6 = {3, 4} = ⇡6, which makes Q± 2 D⌘6

6,P ; see bottom right picture.

and the model sensitivity index I�(f(Xk), P ;D⌘l

l,P ) can be treated analogously. Moreover,

the corresponding bounds for I±(f(Xk), P ;D⌘l

l ) are similar. In addition, if ⇢Pl = ;, then
expectation EP⇢P

l

[·] does not enter into the overall calculations, and hence
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1478 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

I±(f(Xk), P ;D⌘l

l ) = inf
c>0


1

c
logEPl|⇡P

l

h
e±cF̄

i
+

⌘l
c

�
, l 2 ⇢̄Pk ,

e.g., for l 2 {1, 2, 4} and k = 7 as illustrated in Figure 3. This is a special case, however; it is
used in the computation of the model sensitivity indices for the materials design problem in
section 7.

3.1. Gaussian Bayesian networks. Next, we develop model sensitivity indices I±(f(Xk), P ;
D⌘l

l ), when P is a Gaussian Bayesian network, and f(Xk) depends on Xk linearly. We first
use Theorem 3.6, along with the fact that each model component is a linear Gaussian of its
parents, and compute F and F̄ explicitly. We show that F̄ depends only on the lth compo-
nent and its parents ⇡P

l . Then, to implement Theorem 3.2, we calculate the MGF of F̄ with
respect to Pl|⇡P

l
. We prove that it no longer depends on ⇡P

l , due to cancellations between the
terms involving ⇡P

l . Thus, the expectation EP⇢P
l

does not enter the overall computation of

(3.7). Finally, we prove that Q± 2 D⌘l

l,P , i.e., Q
± are Gaussian Bayesian networks with the

same structure as P , without requiring condition (3.19) be satisfied, as explained in the proof
of the theorem.

Theorem 3.6 (model sensitivity indices for Gaussian Bayesian networks). Let P be a Gaussian
Bayesian network satisfying (2.17), and let f(Xk) = aXk + b be a QoI that depends only on
Xk linearly. Then the following hold:

(a.) For the model sensitivity indices defined in (3.4), we have that

I±(f(Xk), P ;D⌘l

l ) ⌘ I±(f(Xk), P ;D⌘l

l,P )(3.24)

and the optimizer Q± = Q±(⌘) 2 D⌘l

l,P ⇢ D⌘l

l given by (3.9)–(3.8) are also Gaussian

Bayesian networks with the same graph structure as P . Furthermore, for l 2 ⇡P
k and

l /2 ⇢P⇡j
for all j 2 ⇡k, j 6= l, we have

I±(f(Xk), P ;D⌘l

l ) = ±|�kl|
q

2a2�2
l ⌘l.(3.25)

(b.) Moreover, for any l 2 ⇢Pk , we also have

I±(f(Xk), P ;D⌘l

l ) = ±|�̃kl|
q

2a2�2
l ⌘l(3.26)

for a computable constant �̃kl.

Proof. Let f(Xk) = aXk + b and l 2 ⇢̄k. Then by a straightforward calculation, F given
by (3.6) can be expressed as

F (Xl, X⇢l) = a�̃k0
+ a

X

j2⇢l

�̃kjXj + a�̃klXl + b(3.27)

for some computable �̃k0, �̃kj with j 2 ⇢l (see Example D.3, where we compute �kl and �̃kl).
Furthermore, by using (2.17), we obtain the centered F denoted by F̄ ,
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UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1479

F̄ (Xl, X⇡l) = �̃kla(Xl � �l0 � �T
l X⇡l),(3.28)

and thus the MGF of F̄ with respect to Pl|⇡l
in the second equality of (3.7) is

EPl|⇡l

h
e±cF̄ (Xl,X⇡l

)
i
=

Z

Xl

e±c±�̃klaxle⌥c±�̃kla(�l0+�T
l x⇡l

)dxl(3.29)

= e±c�̃kla(�l0+�T
l x⇡l

)+c2�̃2
kla

2 �2
l
2 e⌥c�̃kla(�l0+�T

l x⇡l
)(3.30)

= ec
2�̃2

kla
2 �2

l
2 .

We compute the minimization problem of (3.7) by following the steps given in the proof
of Theorem 2.5.

Regarding the structure of Q±, Q± 2 D⌘l

l,P , i.e., the graph of Q± is the same as P , as
proved in Theorem 2.5 (see also Example D.1), where we showed that due to cancellations
that may occur in the derivation of CPDs q± the graph remains the same.

4. Stress tests, ranking, and correctability. Based on the model sensitivity indices dis-
cussed in section 3 we build an iterative approach that ranks the Bayesian network components
of the baseline P according to their model sensitivity indices and subsequently improve its
predictive ability for specific QoIs. The model misspecification ⌘l of the ambiguity sets can
be either set up by the user, e.g., when the data for component l are very sparse or absent,
or estimated from data, building a data-informed ambiguity set. Once ⌘l’s are specified, we
rank the sensitivity indices I±(f(Xk), P ;D⌘l

l ) for all vertices l based on their relative size.
Here the largest indices correspond to the most “sensitive” CPDs in the sense that they have
the largest e↵ect on the uncertainty of the QoI. From a machine learning perspective, such a
ranking procedure is a form of interpretability , i.e., the ability to identify the cause and e↵ect
in a model [19, 52, 13], and explainability , i.e., the ability to explain model outputs based on
modeling and data choices made during the learning of the baseline [1].

Once the ranking is completed, we turn to correcting the most influential components
of a baseline Bayesian network, a task also referred to as correctability in machine learning,
namely, the ability to correct predictive errors without introducing or (tightly) controlling
any newly created errors (see Theorem 5.1 for Gaussian Bayesian networks) [1, 38, 13]. To
this end we need to assess the impact of limited data, seek additional data targeting spe-
cific model components, or update some of the CPDs or the graph of the baseline Bayesian
{G,P}. All these elements can be organized in a 4-step strategy discussed next, while they
are implemented in an example in materials design for fuel cells in section 7.

Notation. We recall that Pl|⇡l
is the conditional distribution of Xl with the given parent

values X⇡l = x⇡l . However, we write Pl|X⇡P
l

when X⇡l is still a random variable and Pl|X⇡l
=x⇡l

when we simply emphasize the dependence on given parents; see Step 1 below and the KL
chain rule in Appendix G. Finally, for each vertex l 2 V we use the notation ⇡l := ⇡Q

l [ ⇡P
l

when we consider simultaneously the parents for both models.
Step 1: Stress tests and model sensitivity. In this step, we determine the level of

model misspecification ⌘l for each component l 2 V of the baseline using data-informed or
user-determined stress tests.

Copyright © by SIAM and ASA. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

10
/1

4/
23

 to
 1

28
.1

19
.2

01
.5

3 
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.si
am

.o
rg

/te
rm

s-
pr

iv
ac

y



1480 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

A. Data-informed stress tests. For Bayesian networks (or parts thereof) for which there
is a reasonable amount of data, here we construct data-informed ambiguity sets (2.1), (3.1),
and (3.2), respectively. The corresponding levels of model misspecification ⌘, ⌘l are computed
as distances between the baseline P and the data distribution Q; the latter can be selected
as a histogram or a Kernel density estimation (KDE). In that sense, we provide surrogate
values for the model misspecifications ⌘ or ⌘l, taking into account the “real” model which is
accessible only through the available data. In these calculations we are taking full advantage
of the graph structure of the models. First, we discuss the model uncertainty ambiguity set
D⌘ in (2.1). Using the chain rule of KL divergence for Bayesian networks (Appendix G) we
define a data-informed misspecification ⌘ as

⌘ := R(QkP ) =
nX

l=1

EQ
⇥
⌘⇡l

l

⇤
, Q 2 D⌘,(4.1)

where ⌘⇡l

l is a function of X⇡l given by

⌘⇡l

l = EQ


R(Ql|X

⇡
Q
l

kPl|X⇡P
l

)

�
=

Z

Xl

log
Ql|X

⇡
Q
l

Pl|X⇡P
l

Ql|X
⇡
Q
l

dxl .(4.2)

Second, for the case of model sensitivity, definition (4.1) reduces to

⌘l = R(QkP ) = EQ
⇥
⌘⇡l

l

⇤
, Q 2 Q⌘l ,(4.3)

where Q⌘l is given by (3.1) or (3.2); to obtain this simplification of (4.1) we used the structure
of the ambiguity sets Q⌘l where all CPDs are identical except for the one on the lth vertex.

We now turn to the estimation of (4.1) and (4.3). We note that due to the graphical
structure of Bayesian networks their estimation reduces to focusing on individual model com-
ponents. Related recent ideas using subadditivity for divergences or probability metrics of
PGMs, instead of a full chain rule, were explored for statistical learning in [18]; such an ap-
proach could be also used here in an uncertainty quantification context. Lastly, we can simplify
the estimation of (4.1) or (4.3) by using an upper bound, ⌘l  supx⇡l

R(Ql|X⇡l
=x⇡l

kPl|X⇡l
=x⇡l

).
Under certain conditions we can also show that using KDE gives rise to consistent statistical
estimator; see (I.1)–(I.4) for a Gaussian Bayesian network baseline. Finally, we note that
significant literature on statistical estimators for divergences includes nonparametric estima-
tors [54], statistical estimators based on variational representations of divergences [56, 4],
density-estimator-based methods for estimating divergences in low dimensions [45], estima-
tors of divergence based on nearest-neighbor distances [71, 70, 60], and statistical estimators
for Rényi divergences [7].

B. User-determined stress tests. Here we use ⌘l � 0 as a parameter to be tuned by hand
to explore how di↵erent levels of uncertainty will a↵ect the QoI; for instance, when we have
very sparse or missing data and ⌘l’s are set by a user. This is a form of nonparametric sen-
sitivity analysis and in spirit is reminiscent of the stress tests used in finance and actuarial
science (see, e.g., [11]) to protect against sudden changes and extreme uncertainty under var-
ious scenarios. In our Bayesian network context, individual model misspecification ⌘l, l 2 V ,
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UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1481

for the model sensitivity indices I±(f(Xk), P ;Q⌘l) can take arbitrary fixed values that cor-
respond to model perturbations associated with local sensitivity analysis (small ⌘l) or global
sensitivity analysis (larger ⌘l). Both local and global sensitivity analyses are conducted in
the same mathematical framework, and therefore we have the flexibility to explore combina-
tions of small/large model perturbations at di↵erent vertices of the Bayesian network. From
a practical point of view, these sensitivity computations can be done using only one fixed
constructed Bayesian network (the baseline), yielding guarantees for entire neighborhoods of
models.

Step 2: Ranking of model sensitivities. Once ⌘l’s are specified in Step 1 for each
vertex l, we calculate the model sensitivity indices I±(f(Xk), P ;Q⌘l) using Theorems 3.2 and
3.3, where Q⌘l = D⌘l

l or D⌘l

l,P are defined in (3.1) and (3.2). Subsequently we rank them
according to their relative contributions

I+(f(Xk), P ;Q⌘l)P
j I

+(f(Xk), P ;Q⌘j )
.(4.4)

See also the example in Figure 9.
Step 3: Assessing the baseline. After we have ranked the model sensitivities in

Step 2, we focus on the most impactful model components and assess their impact on the QoI
EP [f(Xk)]. Specifically, if the relative model uncertainty is less than an application-dependent
tolerance TOL,

I+(f(Xk), P ;Q⌘l)  TOL ,(4.5)

then we decide to “trust” the model component l. If there are model components that do not
satisfy (4.5), we proceed to the next step in order to correct the baseline model P . This is
a form of interpretability, since we can systematically identify underperforming parts of the
model. A related quantity that can also be used in (4.5) is the relative model sensitivity

I+(f(Xk), P ;Q⌘l)

EP [f(Xk)]
;(4.6)

see, for example, Figure 10.
Step 4: Model correctability. Once Steps 2 and 3 are completed, we turn to correcting

the most influential components of the baseline Bayesian network P , a task also referred to
as correctability in machine learning. We formulate mathematically this procedure in section
5; however, practically we aim at reducing the index I+(f(Xk), P ;D⌘l

l ) for each vertex l 2 V
that violates (4.5). This can be accomplished, for instance, by either acquiring additional
data or updating the CPD of these specific vertices. However, as we correct these targeted
model components of the baseline, we also need to guarantee that we do not introduce new,
bigger errors in the remaining components of the Bayesian network that would violate (4.5).
Section 5 provides both theory and related practical implementation strategies to this end.

5. Mathematical analysis of correctability in Bayesian networks. In this section, we
focus on the mathematical formulation of correctability in Bayesian networks outlined in Step
4 of section 4. Our methods are motivated by “correcting” a baseline model by either acquiring
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1482 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

targeted high-quality data, or updating the CPDs of the most underperforming components
(see Step 3 of section 4), or correcting the graph G itself. We demonstrate these scenarios,
their combinations, and our mathematical methods on a materials screening problem for fuel
cells in section 7.

The intuition behind our correctability analysis lies in the model sensitivity results for the
Gaussian case. By Theorem 3.6, the model sensitivity indices of a baseline P for a targeted
l⇤th CPD component are given by

I±(f(Xk), P ;D⌘l⇤

l⇤,P ) = ±|�̃kl⇤ |
q

2�2
l⇤⌘l⇤ .(5.1)

Therefore, additional/better data or an improved CPD for the l⇤th vertex could allow l⇤th
CPD with mean zero with a corresponding new Gaussian Bayesian model P̃ that is otherwise
identical to P . Indeed, if we could guarantee a combination of

�̃2
l⇤ < �2

l⇤ and/or ⌘̃l⇤ < ⌘l⇤

for the new model P̃ , then we can quantify the improvement of the baseline P using (5.1) and
show that the indices of P̃ at l⇤ would decrease.

In general, we seek to correct the targeted l⇤th vertex of the baseline P to obtain a new
Bayesian network P̃ such that

I±(f(Xk), P̃ ;D⌘l

l )  I±(f(Xk), P ;D⌘l

l ) for all l 6= l⇤(5.2)

and

I±(f(Xk), P̃ ;D⌘l⇤

l⇤,P ) < I±(f(Xk), P ;D⌘l⇤

l⇤,P ) .(5.3)

In particular, (5.2) and (5.3) would imply that we can improve the CPD of the l⇤ vertex, and
at the same time we do not decrease the performance of the rest of the Bayesian network. The
next theorem demonstrates that we can achieve (5.2) when P is a Gaussian Bayesian network.
Moreover, when P is a general Bayesian network, we prove that new errors that may violate
(5.2) can only be created in the descendant components of l⇤; see also Remark 5.2.

Theorem 5.1.

(a) (Gaussian Bayesian network) Consider f(Xk) = aXk+ b to be a QoI that only
depends on Xk linearly. Let also P be a Gaussian Bayesian network satisfying (2.17).
Suppose now that we construct a new Bayesian network P̃ by only updating the CPD
p(xl⇤ |x⇡l⇤ ) for some l⇤ 2 ⇢k as follows: we change the distribution of ✏l⇤ in (2.17)
from Gaussian to another mean zero distribution denoted by p̃(xl⇤ |x⇡l⇤ ). Note that the
graph structure of P̃ is the same as P . Then

I±(f(Xk), P̃ ;D⌘l

l ) = I±(f(Xk), P ;D⌘l

l ) for all l 6= l⇤,(5.4)

where I±(f(Xk), P ;D⌘l

l ) is given by (3.25)–(3.26). Moreover, for the relative model
sensitivity (4.6) the following holds:

I±(f(Xk), P̃ ;D⌘l

l )

EP̃ [f ]
=

I±(f(Xk), P ;D⌘l

l )

EP [f ]
for all l 6= l⇤.(5.5)
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UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1483

(b) (Non-Gaussian Bayesian network) Let f(Xk) be a QoI that only depends on
Xk. Let also P be a non-Gaussian Bayesian network. Let us suppose that we construct
a new Bayesian network P̃ with the same structure as P by only updating the CPD
p(xl⇤ |x⇡l⇤ ) for some l⇤ 2 ⇢Pk . Then

I±(f(Xk), P̃ ;D⌘l

l,P ) = I±(f(Xk), P ;D⌘l

l,P ) for all l 2 ⇢Pk with l < l⇤,(5.6)

while the model sensitivity indices for any l 2 ⇢Pk with l � l⇤ (descendant components)
change and are given by Theorem 3.3.

Proof.

(a.) First, updating p(xl⇤ |x⇡l⇤ ) with l⇤ 2 ⇢k does not a↵ect the computation of F defined
in (3.6). This is straightforward by (3.6). In the case of a Gaussian Bayesian network,
F is given by (3.27). Second, if l 6= l⇤, by (3.27), the MGF of F̄ with respect to P̃l|⇡l

is
always the same with the MGF computed with respect to Pl|⇡l

(since P̃l|⇡l
= Pl|⇡l

); see
(3.29). However, it only changes when l = l⇤. Moreover, the relative model sensitivity
with respect to model P̃ satisfies (5.5), since P̃l⇤|⇡l⇤ : Xl⇤ = �l⇤0 + �T

l⇤X⇡l⇤ + ✏̃l⇤ , with
✏̃l⇤ another mean zero distribution. Thus the expected values of f(Xk) with respect
to P and P̃ are equal.

(b.) It is enough to observe that for any l 2 ⇢Pk with l < l⇤, the MGF in Theorem 3.2
computed with the respect to P̃P

l|⇡l
= PP

l|⇡l
and PP

l|⇡l
are equal and both depend on the

ancestors of ⇢Pl , where l⇤ /2 ⇢Pl . Hence, (3.7) for both models is the same. Similarly,
we prove the case l 2 ⇢Pk with l � l⇤ (descendant components). Note that this time
l⇤ 2 ⇢Pl , and thus (3.7) is di↵erent for the two Bayesian networks.

Both developed approaches are implemented in section 7.3. For example, Theorem 5.1
(a) is applied when we update a CPD of the baseline Gaussian Bayesian network by using a
kernel-based (KDE) method; see Figure 10. We refer the reader to section 7.3 for full details.

Remark 5.2. Even if the conditions of Theorem 5.1 are not applicable, the ranking
procedure of Steps 2 and 3 in section 4 can always identify the best candidates among the
components of the graphical model for improvement relative to a QoI. Once we correct the
component l⇤ selected through ranking we need to recompute the relative model uncertainties
in (4.5) for all vertices l 2 V and then determine the suitability of the corrected model. In
fact, due to Theorem 5.1 (b) we only need to compute (4.5) for just the vertices l in the
descendants of l⇤ since all the remaining ones are not a↵ected by the model correction.

6. DFT-informed Langmuir model. In this section, we consider the Langmuir bimolec-
ular adsorption model that describes the chemical kinetics with competitive dissociative ad-
sorption of hydrogen and oxygen on a catalyst surface [62]. It is a multiscale system of random
di↵erential equations with correlated dependencies in their parameters (kinetic coe�cients),
arising from quantum-scale computational data calculated using density functional theory
(DFT) (i.e., quantum computations) for actual metals. The combination of chemical kinetics
with parameter dependencies, correlations, and DFT data gives rise naturally to a Bayesian
network. However, the limited availability of the quantum-scale data creates significant model
uncertainties in both the distributions of kinetic coe�cients and their correlations; see, for ex-
ample, Figure 5(a). Thus, we will quantify the ensuing model uncertainties by implementing

Copyright © by SIAM and ASA. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

10
/1

4/
23

 to
 1

28
.1

19
.2

01
.5

3 
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.si
am

.o
rg

/te
rm

s-
pr

iv
ac

y



1484 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

Figure 5. (a) Correlation between oxygen and hydrogen adsorption energies on metal surfaces as defined in
(6.6), (b) Fit of ! in (6.6) with various parametric distributions.

our analysis in sections 2 and 3. Here, the equilibrium hydrogen and oxygen coverages are
our QoIs and can be calculated by the dynamics of the chemical reaction network described
by the following system of random ODEs with random (correlated) coe�cients:

dCH⇤

dt
= kadsH2

PH2
(1� CH⇤ � CO⇤)2 � kdesH2

C2
H⇤ , C0

H⇤ = CH⇤(0),(6.1)

dCO⇤

dt
= kadsO2

PO2
(1� CH⇤ � CO⇤)2 � kdesO2

C2
O⇤ , C0

O⇤ = CO⇤(0),(6.2)

where CH⇤ and CO⇤represent the hydrogen and oxygen coverages. PH2
and PO2

are the partial
pressures of the gas phase species and are fixed.

Then the steady state solution of (6.1)–(6.2), which constitute our QoIs, is given by

ĈH⇤ =
(KH2

PH2
)

1
2

1 + (KH2
PH2

)
1
2 + (KO2

PO2
)

1
2

, ĈO⇤ =
(KO2

PO2
)

1
2

1 + (KH2
PH2

)
1
2 + (KO2

PO2
)

1
2

.(6.3)

Here Ki =
kads
i

kdes
i

for i = H2, O2, and for each species they are related to electronic structure
(DFT) calculations through an Arrhenius law [24]:

KH2
= e

�
GH2
kBT (PH2

+ PO2
)�1, GH2

/ �2�EH ,(6.4)

KO2
= e

�
GO2
kBT (PH2

+ PO2
)�1, GO2

/ �2�EO.(6.5)

The constants kB and T are the Boltzmann constant and the temperature, respectively. In the
above formulas, GH2

and GO2
are the hydrogen and oxygen Gibbs free energies of adsorption.

Therefore, the coverages ĈH⇤ and ĈO⇤ are nonlinear functions of �EH and �EO. We refer
the reader to for the chemistry background and analysis of the model. In, the authors have
estimated the two binding energies for various metal catalyst surfaces via DFT calculations
as illustrated in Figure 5(a). Furthermore, correlations between �EO and �EH are captured
by a statistical linear model

�EO = a�EH + b+ !,(6.6)
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UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1485

Figure 6. (a) Graph structure of the baseline Bayesian network P in (6.9) built by data (6.7) and (6.8),
physics knowledge (6.4), (6.5), (6.8), and the steady state of the ODEs given by (6.3). (b) We consider the QoIs
(6.3) of (6.9); the blue line represents the model uncertainty index I±(f, P ;D⌘) as a function of ⌘ (Theorem
2.1); the red and yellow lines are, respectively, the model sensitivity indices I±(f, P ;D⌘

1 ) and I±(f, P ;D⌘
2 )

(Theorem 3.2) for p(�EH) and p(�EO|�EH), where D⌘
1 indicates the perturbation on p(�EH) and D⌘

2 for
p(�EO|�EH).

where ! is a random variable. The distribution of ! can be determined by fitting the residual
data from linear regression using maximum likelihood estimation (MLE); see Figure 5(b). In
(6.6) we select a Gaussian distribution for ! (red line in Figure 5(b)) as the baseline CPD for
the correlation in Figure 5:

p(�EO|�EH) = N (a�EH + b,�2
!).(6.7)

Next we model the distribution of the prior p(�EH). Based on physical constraints (e.g.,
positivity of the random variable without physical upper bound), in the distribution of �EH

was selected to be a gamma distribution with mean xH with standard deviation given by the
di↵erence between experiment and DFT, (xH � yH),

p(�EH) =
1

baH

H �(aH)
�E aH�1

H exp

✓
��EH

bH

◆
for �EH > 0,(6.8)

where aH = x2H/(xH � yH)2 and bH = (xH � yH)2/xH . This is a case with very little data
(xH , yH) and only some reasonable physical constraints without any further knowledge on the
model, and therefore model uncertainty in (6.8) is evident.

We now build the baseline Bayesian network P by combining the following ingredients:
data through (6.7) and (6.8), physics and expert knowledge in (6.4), (6.5), (6.8), and the
steady state of the ODEs (QoI) given by (6.3); see also Figure 6. We obtain the following
Bayesian network and the corresponding CPDs:

p(x) = p(ĈH⇤ , ĈO⇤ |KH2
,KO2

)| {z }
(6.3)

Y

i=H2,O2

p(Ki|�Ei)| {z }
(6.4),(6.5)

p(�EO|�EH)| {z }
(6.7)

p(�EH)| {z }
(6.8)

.(6.9)

In the above formula, p(ĈH⇤ , ĈO⇤ |KH2
,KO2

) and p(Ki|�Ei) are deterministic, while the only
random parts in P are p(�EO|�EH) and p(�EH).
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1486 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

In the process of building the baseline model P above, the sparse data in Figure 5 for (6.7)
and the lack of both knowledge and (almost any) data in (6.8) create model uncertainties
for the prediction of the QoIs in (6.3). We quantify these uncertainties by implementing
the model uncertainty index of Theorem 2.1 and the model sensitivity indices of Theorem
3.2; see Figure 6(b), where we readily see how the indices change for di↵erent values ⌘; the
implementation of the indices was carried out through Monte Carlo simulation of the moment
generating functions. Moreover, we observe that for the QoIs (6.3) the impact of uncertainties
in the prior p(�EH) are significantly higher than in the correlation p(�EO|�EH) when we
perturb with same model misspecification ⌘. Finally, we note that, due to the lack of data in
(6.8), we elected to perform the user-determined stress tests of Step 1.B of section 4 where
the user selects various levels of model misspecification ⌘.

7. Model uncertainty for Sabatier’s principle. We study Bayesian networks built for
trustworthy prediction of materials screening to increase the e�ciency of chemical reactions
in catalysis. Our starting point is Sabatier’s principle, which describes the e�ciency of a
catalyst [62] through the so-called “volcano curve,” e.g., the black curve in Figure 7(c). The
volcano curve suggests that high catalytic activity is exhibited when the binding interaction
between reactants and catalysts is neither too strong nor too weak, i.e., the peak of the volcano
marked by a star in Figure 7(c). For this reason Sabatier’s principle is widely viewed as an
important criterion for screening materials for increased e�ciency in catalysis. Our ultimate
goal here is to understand how various uncertainties can a↵ect the shape and position of the
volcano curve and its peak.

Here we consider the oxygen reduction reaction (ORR), which is a known performance
bottleneck in fuel cells [63]. The ORR depends on the formation of surface hydroperoxyl
(OOH⇤) from molecular oxygen (O2), and water (H2O) from surface hydroxide (OH⇤) [67].
The complete mechanism [14, 2, 43] involves four electron exchange steps with reactions (R1)
and (R4) being slow; see Figure 7(a). Therefore, the discovery of new materials will have to
rely on speeding up the two slowest reactions in order to accelerate the entire ORR mechanism.
Furthermore, such a physicochemical system has hidden correlations between variables which
have emerged after statistical analysis of data [25]. In particular, the corresponding Gibbs
energies of reactions (1) and (4) denoted by ��G4 ⌘ y1 and ��G1 ⌘ y2 are computed as
linear combinations of free energies of species and are regressed versus the oxygen binding
energy �GO ⌘ x calculated by DFT calculations. The oxygen binding energy x is chosen
as a descriptor in [25] since it is the natural coordinate arising from Sabatier’s principle.
The principle is graphically represented by the volcano curve, i.e., the solid black lines in
Figure 7(c), which is a function of the descriptor. Therefore, the QoI considered here is the
optimal oxygen binding energy �GO denoted by xPO⇤ and identified as the maximum of the
volcano curve:

xPO⇤ := argmaxx0
[min{EP [y1|x0] ,EP [y2|x0]}] .(7.1)

Starting from this QoI we build a Bayesian network in Figure 7(b) that includes expert
knowledge (volcano curves), as well as various available experimental and computational data
and their correlations or conditional independence.
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Figure 7. (a) ORR steps (R1 to R4) in hydrogen fuel cells, and (b) Bayesian network for ORR. The
construction of the Bayesian network (section 7.1) is based on expert knowledge, physicochemical modeling,
and statistical analysis of data. We include these random variables into the Bayesian network and build the
directional relationships (connection/arrows) between corresponding random variable x or yi. We build a
Gaussian Bayesian network, i.e., all CPDs are Gaussians, which are fitted to available data using MLE (see
histogram approximations in (d)–(g). Note the conditional independence between the y-variables, assumed based
on expert knowledge. (c) The QoI of the ORR model is the optimal oxygen binding energy xP

O⇤ and is identified
when the two reaction energies are equal by physical modeling (marked with a star). (d)–(f) Here we model
di↵erent kinds of errors in x and yi, given expert knowledge.

7.1. Construction of the ORR Bayesian network for the QoI (7.1). First, we relate the
QoI with the yi’s and then we include errors from di↵erent sources in x and yi’s.

1. [Graph] We first build the directed graph for the Bayesian network. The first selected
vertices in the graph are the QoIs xPO⇤ , rPO⇤ , as well as yi’s and x; see gray vertices in
Figure 7(b). Subsequently, we have the following:

(1a) Through the statistical independence test [73], we learn that y1 and y2 depend
on x and are conditionally independent given x as illustrated in Figure 7(b).
(1b) The construction of x comes from the DFT data (using quantum calculations)
for the oxygen binding energy given the real unknown value x0. As mentioned in the
beginning of the section, x is also selected to be the descriptor by expert knowledge
(see also the supplementary material of [25]) and justifies the conditional relationships
between x and yi’s.
(1c) The evaluations of the QoIs depend on the values of yi’s for each x0 due to the
volcano curve of Sabatier’s principle.
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1488 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

Overall, in (1) we built part of the network structure for x, y1, y2, and the QoI using
a constraint-based method [66], which selects a desired structure based on constraints
of dependency among variables.

2. [CPD] Next, we build the individual CPDs on the graph constructed above.

(2a) We include statistical correlations between DFT (quantum calculation) data for
x and yi; see data in [25]. We model the residual using a linear model with a random
correlation error denoted by !ci; see (7.3).
(2b) We model as random variables and incorporate in the Bayesian network di↵erent
kinds of errors in x and yi’s from the following sources: !ei is the error in experimental
data, !di is the error between quantum and experimental values, and !si is the error
due to solvation e↵ects; all are calculated by DFT; see the corresponding data in [25].
See (7.3).

More specifically, after conducting independence tests on the corresponding data, and
also based on expert knowledge or intuition [25], we assume that the random variables ! are
independent. Based on the graph construction above we obtain the Bayesian network

p(x|x0) =
Y

i=1,2

p(yi|x,!ei,!di,!si,!ci) · p(x|!e0,!d0,!s0, x0) ·
Y

j=ek,dk,sk,c1,c2
k=0,1,2

p(!j),(7.2)

where x = (x, y1, y2,!e0,!d0,!s0,!e1,!d1,!s1,!c1,!e2,!d2,!s2,!c2). The baseline CPDs in
(7.2) are constructed as linear Gaussian models, namely, for i = 1, 2,

yi = �yi,0 + �yi,xx+ !ei + !di + !si + !ci and x = x0 + !e0 + !d0 + !s0 .(7.3)

The CPDs for each vertex are selected as

p(yi|x,!ei,!di,!si,!ci) = N (�yi,0 + �yi,xx+ !ei + !di + !si + !ci, 0),(7.4)

p(x|!e0,!d0,!s0, x0) = N (x0 + !e0 + !d0 + !s0, 0),(7.5)

p(!j) = N (�j,0,�
2
j ),(7.6)

where i = 1, 2, and j = e0, d0, s0, e1, d1, s1, c1, e2, d2, s2, c2. Then the resulting baseline model
(7.2) is a Gaussian Bayesian network. Subsequently we use the global likelihood decomposition
method [48] to learn the parameters �yi,0,�yi,x, and �j . The outcomes are given in Table 1.
This approach is essentially a maximum likelihood estimation (MLE) on PGMs (see [48],
Chapter 17.2), which exploits a fundamental scalability property that allows us to “divide
and conquer” the parameter inference problem on the graph. We can also employ a Bayesian
approach instead of MLE; see, for instance, [48] for the case of PGMs.

7.2. Model sensitivity, stress tests and ranking. Here, we implement the four-step strat-
egy of section 4 to the ORRmodel by using data-informed stress tests or user-determined stress
tests (Steps 1.A and 1.B of section 4). The primary goal is to quantify and rank the impact
of model uncertainties from each component of the Bayesian network through the model sen-
sitivity indices in section 3. Next, we compute these model sensitivity indices for the QoI xPO⇤

in (7.1), namely,

sup/inf
Q2D⌘l

l,P

n
xQO⇤ � xPO⇤

o
(7.7)
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Figure 8. Typical model uncertainty bounds I±(yi, P ;D⌘l
l,P ) , i = 1, 2, computed by (7.8). The model un-

certainty for the QoI xP
O⇤ (see Figure 7(c)) is computed by (7.9)–(7.10) and demonstrated in yellow for model

misspecification ⌘l in P (!l): (a) for l = e1, d1, s1, c1, I±(y1, P ;D⌘l
l,P ) = ±

p
2�2

l ⌘l; (b) for l = e2, d2, s2, c2,

I±(y2, P ;D⌘l
l,P ) = ±

p
2�2

l ⌘l; (c) for l = e0, d0, s0, I±(yi, P ;D⌘l
l,P ) = ±|�yi,x|

p
2�2

l ⌘l, i = 1, 2.

for l 2 {ei, di, si, ci, e0, d0, s0} with i = 1, 2. To this end, we first use Theorem 3.6 for i = 1, 2
to obtain

I±(yi, P ;D⌘l

l,P ) = ±|�̃yi,!l |
q

2�2
l ⌘l(7.8)

with �l and �̃yi,!l given in (7.4) and Table 2, respectively. Subsequently we solve the opti-
mization problem for xO = xPO⇤ and obtain the bounds for xQO⇤ � xPO⇤ as shown in Figure 8
and given by

�
q

2�2
l ⌘l

�y1,x � �y2,x
 xQO⇤ � xPO⇤ 

q
2�2

l ⌘l

�y1,x � �y2,x
(7.9)

for l = ei, di, si, ci and i = 1, 2; note that the model uncertainty of !l only a↵ects yi according
to the ORR Bayesian network. Furthermore,

�(|�y1,x|+ |�y2,x|)
q

2�2
l ⌘l

�y1,x � �y2,x
 xQO⇤ � xPO⇤ 

(|�y1,x|+ |�y2,x|)
q

2�2
l ⌘l

�y1,x � �y2,x
(7.10)

for l = e0, d0, s0 as the model uncertainty of !l a↵ects both y1 and y2. Here �yi,x are the
coe�cients given by the first CPD in (7.4). The complete algebraic calculation of (7.9) and
(7.10) is given in Appendix J.1. Then by implementing Step 2 of section 4, we rank the model
components as demonstrated in Figure 9. There we plot (4.4) as a pie chart, where the most
impactful components are depicted.

Remark 7.1 (propagation/non-propagation of uncertainties to the QoIs). The discrep-
ancies in the propagation of model misspecification to the QoI between di↵erent Bayesian
network components is depicted in Figure 9. In particular, in Figure 9 (left) the same user-
selected model misspecification ⌘l is applied on all ORR Bayesian network vertices. However,
not all propagate and a↵ect the same QoI. See also the example in Figure 16.

Remark 7.2. The construction of the ORR Bayesian network and its model uncertainty
was carried out in [25] for the optimal oxygen binding energy defined di↵erently than (7.1), that

Copyright © by SIAM and ASA. Unauthorized reproduction of this article is prohibited.
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1490 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

Figure 9. Relative model sensitivities (4.4) for the QoI xP
O⇤ in each ORR Bayesian network mechanism

in Figure 7(b). (Left) User-determined stress test (Step 1.B in section 4); ⌘l has a fixed value for all l; the
particular value does not matter since it is canceled out by the ratio in (4.4). (Right) Data-informed stress test
(Step 1.A in section 4); ⌘l = R(datakPl) selected as a distance of each CPD from the available data.

is, as argmaxx0
EP [y|x0] with y|x0 = min{y1|x0, y2|x0}. This is an alternative mathematical

description of the same concept; however, (7.1) allows us to explicitly calculate the model
sensitivity indices given by (7.8)–(7.10) and provide clear insights into what model elements
and uncertainties a↵ect them the most. On the other hand, in [25] the model sensitivity
indices provided by Theorem 3.2 can only be calculated computationally.

7.3. Correctability of the ORR Bayesian network. Here we use the earlier model uncer-
tainty/sensitivity analysis to first identify and then correct the most impactful components in
several ways as discussed in Step 4 of section 4 and in the theoretical results on correctability
in section 5.

1. Including targeted high-quality data. We seek data that lead to the reduction of the
variance �2

l⇤ for some l⇤ 2 L (see Step 3 of section 4), while the model misspecifi-
cation ⌘l⇤ does not increase or the increment is much smaller than the reduction of
�2
l⇤ . Notice that in this case the model remains a Gaussian Bayesian network. For

the ORR Bayesian network, it turns out that we can add more data using DFT cal-
culations for bimetallics to reduce the relative error for the correlation errors !ci, �2

ci;
see the bimetallics data set in [25]. Then the model sensitivity indices of yi on !ci,
I±(yi, P ;D⌘l

l,P ), l = !ci, given by (7.8) and the model misspecification ⌘!ci are reduced.

Consequently, the model sensitivity indices of xPO⇤ do so as well; see (7.9). The relative
predictive uncertainty (4.6) of such an updated model is demonstrated in Figure 10
(center), updated model 2.

2. Increasing the complexity of CPDs. We reduce the model misspecification ⌘l⇤ by
picking a better model P̃l⇤ than the baseline model Pl⇤ for the l⇤ component. The
new model should represent the (fixed) available data more accurately by using a

Copyright © by SIAM and ASA. Unauthorized reproduction of this article is prohibited.
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UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1491

Figure 10. (Left) DFT-computed data for reaction energies with respect to di↵erent metals/oxygen binding
energies. Here bimetallics data are also included in addition to the single metals in Figure 7(c). (Center)
Di↵erent relative model sensitivities (4.6) when we only perturb the model of !c1 by ⌘c1 = R(datakPc1) when
Pc1 is Gaussian with the original single-metal data; or using a KDE given by (I.3) with the original data (updated
model 1); or using a Gaussian with the additional bimetallics data (updated model 2); or using both KDE and
bimetallics data (updated model 3). (Right) Baseline model (Gaussian) of !c1 (red curve) and the updated
model (normal-kernel density estimation, blue curve) and additional bimetallics data in this figure (Left).

kernel-based method. In this case the new model is a mixture of Gaussian and kernel-
based networks [48]. For example, we replace the linear, Gaussian model for !c1

demonstrated in Figure 7(g) with a linear, kernel-based model as shown in Figure 10
(right). Then we can reduce the model sensitivity indices by decreasing the model
misspecification ⌘l⇤ without introducing new errors into the remaining components of
the Bayesian network as proved in Theorem 5.1 (a). Moreover, we can combine the
approaches above to reduce the model sensitivity indices. For example, after adding
more bimetallics data, we first reduce the model sensitivity indices for the correlation
errors !ci. Then we further reduce the indices of !c1 by replacing the corresponding
component of the baseline model for !c1 (Gaussian model) by normal kernel density
estimator without increasing the indices of the remaining nodes (see Theorem 5.1 (a)).
The new model is the updated model 3 in Figure 10 (center). We can compute the
model sensitivity indices for the updated mixed model, where Pl could be KDE or
another distribution, using Theorem 3.3 and in particular (3.18).

3. Increasing the complexity of the graph. Here, we discuss how model sensitivity indices
can investigate the change in graph structure. The available data for solvation energies
in Figure 11 (left) indicate that there might be a linear dependence between !s1 and
!s2. We represent such a connection as a directed edge !s1 ! !s2, and thus the new
graph has an extra edge, illustrated in orange in Figure 11 (right). The CPDs of the
new Bayesian Network Q are given by

q(!s1) := p(!s1) = N (�s1,0,�
2
s1),(7.11)

q(!s2|!s1) := N (!s1 + �s2,0,�
2
s2),(7.12)

and all the remaining ones (i.e., x, y1, y2 and all !j with j 6= s2) are the same and
given by (7.4)–(7.6). The correlation parameters �s1,0,�s2,0 as well as �2

s1,�
2
s2 are
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1492 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

Figure 11. (left) DFT data for solvation energies !s0 and !si of x and yi, respectively, with di↵erent water
layers. (right) Based on the left figure, a potential correlation between !si is found. We incorporate such a
correlation into the graph by adding a new edge between !si (orange edge) into the existing graph in Figure 7
(b). The two energies y1 and y2 are now not conditionally independent given x. However, by using (4.6), the
model sensitivity indices I±(xP

O⇤ , P ;D⌘s2
s2 ) are very small compared to the QoI EP [x

P
O⇤ ] (here the index in (4.5)

is normalized by the QoI), implying that we can ignore the proposed graph connection.

learned by using the global likelihood decomposition method mentioned earlier. The
KL divergence between the Gaussian Bayesian networks P and Q of Figures 7(b) and
Figure 11, respectively, is given by

R(QkP ) =

Z
log

q(!s2|!s1)

p(!s2)
q(!s2|!s1)q(!s1)ds2ds1(7.13)

and serves as a surrogate for the model misspecification ⌘s2. Using Gaussianity
⌘s2 = 0.9173, and by Theorem 3.2, I±(xPO⇤ , P ;D⌘s2

s2 ) = ±0.0928. The latter value
is very small compared to the QoI EP [xPO⇤ ] = 2.0434. Thus, we may safely ignore
the correlation between !s1 and !s2. Therefore, no further model improvement is
necessary, and we can retain the (simpler) baseline Bayesian network of Figure 7(b).

8. Other divergences and probabilistic metrics. A question that arises naturally is the
selection of the probabilistic metric or divergence in the formulation of robust uncertainty
quantification, e.g., in the definition of model uncertainty indices (1.3). In this paper we
selected the KL divergence to define the ambiguity sets (1.2) as well as structured localized
ambiguity sets given by (3.1) and (3.2) since they allowed us to obtain easily computable
and scalable model uncertainty indices. In fact, we developed UQ methods that build on
UQ information inequalities for QoIs of high-dimensional probabilistic models and stochastic
processes [15, 21, 39, 9, 8], taking advantage of the directed nature of the graph structure of
Bayesian networks as well as the factorization into CPDs of the joint density given by (1.1).
Furthermore, the chain rule of KL divergence allowed us to break down the calculation of KL
divergence in terms of conditional KL divergences and thus isolate the uncertainty impact
on QoIs from multiple model components as well as to quantify their propagation across the
graph to the QoIs.

However, for Bayesian networks with vastly di↵erent graphical structures, e.g., an alter-
native model with more vertices than the baseline, the choice of KL is not suitable due to the
lack of absolute continuity between the baseline and the alternative model. In such cases, new
divergences could be considered, e.g., Wasserstein metrics already studied in the DRO litera-
ture [53, 12] or their integral probability metrics (IPM) generalization [55]; alternatively we
can consider various interpolations of divergences and IPMs studied recently in the machine
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learning literature such as [29, 23, 6, 32, 30] and references therein. For instance, the recently
introduced (f,�)-divergences [6] are interpolations of f -divergences and IPMs that combine
advantageous features of both, such as the capability to handle heavy-tailed data (property in-
herited from f -divergences) and to compare nonabsolutely continuous distributions (inherited
from IPMs). Also, in [32] they propose an interpolation between KL divergence and maximum
mean discrepancy (MMD) termed KALE which inherits the sensitivity to mismatch in the
support of the distributions from KL and is well-defined for mutually singular distributions,
while in [30] an interpolation between p-Wasserstein and MMD has been proposed. Even
though these new divergences seem promising for the reasons we mentioned above, the cor-
responding UQ methods have not been developed yet, with the exception of the Wasserstein
DRO methods [53, 12].

An additional issue that we touched upon here when we discussed model sensitivity indices
is the need for divergences to be able to isolate sources of uncertainty on localized parts of
the graphical model in the spirit of “divide and conquer.” In that respect concepts of subad-
ditivity of divergences, e.g., subadditivity of f -divergences, total variation, Jensen–Shannon
divergence, and Wasserstein, for PGMs [18, 23] could also prove useful.

Appendix A. Background on model uncertainty.

A.1. Mathematical formulation of model uncertainty. We can formulate mathematically
model uncertainty by constructing (nonparametric) families Q of alternative models Q to
compare to a baseline model P which is computationally tractable and inferred from data,
and believed to be a good approximation for the physical model of X, while the “true,”
intractable, partially unknown model Q⇤ should belong to Q; for this reason we refer to Q as
the ambiguity set , typically defined as a neighborhood of models around the baseline P :

Q = D⌘ = {Q : d(Q,P )  ⌘} ,(A.1)

where ⌘ > 0 corresponds to the size of the ambiguity set and d = d(Q,P ) denotes a probability
metric or divergence (see Figure 12 (left) for the schematic depiction where d is the KL
divergence (a.k.a. relative entropy) R(QkP ) [16]). The next natural mathematical goal is to
assess the baseline model and understand the resulting biases for QoIs f when we use P for
predictions instead of the true model Q⇤ 2 Q. As we see later, the free energies f = ��Gi

are considered as QoIs for the ORR PGM (see section 7).
We define the predictive uncertainty (or bias) for the QoI f when using the baseline model

P instead of any alternative model Q 2 Q as the two worst-case scenarios:

I±(f, P ;Q) := sup/inf
Q2Q

{EQ [f ]� EP [f ]},(A.2)

where EQ [f ] denotes the expected value of the QoI f . Therefore, (A.2) provides a robust
performance guarantee for the predictions of the baseline model P for the QoI f within the
ambiguity set Q. This robust perspective for general probabilistic models P is also known in
operations research as distributionally robust optimization (DRO); see, e.g., [17, 33, 74, 44,
28, 49, 53, 75, 12], where optimal-transport (Wasserstein) metrics were recently proposed for
(A.1). Note that the predictive uncertainty represents the robustness of the model P with
respect to Q, i.e., all the biases between the predictions of f with Q 2 Q and P are bounded
by the predictive uncertainty.
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1494 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

Figure 12. (Left) The schematic illustration of the ambiguity set (nonparametric family of models) given
by (A.1) with d being the KL Divergence R(QkP ); the blue line represents a parametric family; Q± are the
probability measures that the UQ indices/bounds I± with respect to QoI f are attained and are provided by
(A.4), i.e., tightness of the bounds. (Right) Three probabilistic models with di↵erent CPDs for sparse data of
an ORR PGM vertex !d0: the red curve is used to build a baseline Gaussian model denoted by P , the gray
curve is another parametric model (generalized extreme value (GEV) distribution) which fits the data better,
and the yellow curve is a nonparametric model (kernel density estimation (KDE) with normal kernel).

A.2. Existing results on model uncertainty. While the definition (A.2) is rather natural
and intuitive, at least based on the model uncertainty challenge depicted in Figure 12 (left),
it is not obvious that it is computable in practice. However, it becomes tractable if we use for
metric d in (A.1) the KL divergence R(QkP ). Accordingly, ⌘ is a measure of the confidence
we put in the baseline model P measured using KL divergence. In recent work [15, 21, 37,
47], it has been shown that I±(f, P ;D⌘) (an infinite-dimensional optimization problem) can
be directly computable by a one-dimensional optimization problem:

I±(f, P ;D⌘) = ± inf
c>0


1

c
log

Z
e±c(f�EP [f ])P (dx) +

⌘

c

�
= EQ± [f ]� EP [f ] ,(A.3)

which is derived by using the Gibbs variational principle [21] for KL divergence. In the first
equality of this formula we recognize two ingredients: ⌘ is model uncertainty from (A.1),
while the moment generating function (MGF)

R
e±cfP (dx) encodes the QoI f at the baseline

model P . In [21, 37, 47] techniques were developed to compute (exactly or approximately
via asymptotics [21]) as well as provide explicitly upper and lower bounds on I±(f, P ;D⌘) in
terms of concentration inequalities [37]. A key point in (A.3) is that the parameter ⌘ is not
necessarily small, allowing global and nonparametric sensitivity analysis.

Moreover, in [37] the authors have proven that the second equality of (A.3) holds. In fact,
this shows that I±(f, P ;D⌘) is also tight, i.e., when the sup and inf in (A.2) are attained by
appropriate measures Q±. Formally, the authors have shown that there exist 0 < ⌘±  1,
such that for any ⌘  ⌘±, Q±(·) = Q±(· ;±c±) depend on ⌘ and are given by

dQ± =
e±c±f

EP [e±c±f ]
dP,(A.4)

where c± ⌘ c±(⌘) are the unique solutions of

R(Q±kP ) = ⌘.(A.5)
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A.3. Some fundamental lemmas. In this subsection, we include Lemmas A.1 and A.2 for
completeness of the background presentation. These results were proved in [21, 22, 37], and
we present them here for the convenience of the reader.

Lemma A.1. Let P be a probability measure, and let f(X) be such that its MGF is finite
in a neighborhood of the origin. Then for any Q with R(Q||P ) < 1, we have

� inf
c>0


1

c
logEP

h
e�cf̄(X)

i
+

⌘

c

�
 EQ [f(X)]� EP [f(X)]  inf

c>0


1

c
logEP

h
ecf̄(X)

i
+

⌘

c

�
.

(A.6)

Proof of Lemma A.1. For any general QoI f(X) which has finite MGF, EP

h
e±cf̄(X)

i
:=

EP
⇥
ec(f(X)�EP [f(X)])

⇤
, in a neighborhood of the origin, there is a known fact in statistics and

large deviation theory [20, 21] that

logEP

h
ef(X)

i
= sup

Q⌧P
{EQ [f(X)]�R(Q||P )} .(A.7)

Changing f(X) to cf̄(X) = c(f(X)� EP [f(X)]), we get

EP

h
e±cf̄(X)

i
= sup

Q⌧P
{c(EQ [f(X)]� EP [f(X)])�R(Q||P )},(A.8)

which gives us the following upper and lower bounds with c > 0:

� inf
c>0


1

c
logEP

h
e�cf̄(X)

i
+

⌘

c

�
 EQ [f(X)]� EP [f(X)]  inf

c>0


1

c
logEP

h
ecf̄(X)

i
+

⌘

c

�
,

(A.9)

where ⌘ = R(Q||P ).

Lemma A.2. Suppose (d�, d+) is the largest open set such that the cumulant generating

function ⇤(c) = logEP

h
ecf̄(X)

i
< 1 for all c 2 (d�, d+).

1. For any ⌘ � 0 the optimization problems

inf
c>0

⇤(±c) + ⌘

c

have unique minimizers c± 2 [0,±d±]. Let ⌘± be defined by

⌘± = lim
c%±d±

±c⇤0(±c)� ⇤(±c) .

Then the minimizers c± = c±(⌘) are finite for ⌘ < ⌘± and c±(⌘) = ±d± if ⌘ � ⌘±.
2. If c±(⌘) < ±d±, then

⇤(±c±) + ⌘

c±
= inf

c>0

⇤(±c) + ⌘

c
= ±⇤0(±c±) = ±

⇣
EP±c±

[f ]� EP [f ]
⌘
,(A.10)

where c±(⌘) is strictly increasing in ⌘ and is determined by the equation

R
�
P±c± ||P

�
= ⌘ .(A.11)
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1496 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

3. ⌘± is finite in two distinct cases.

(a) If ±d± < 1 (in which case g must be unbounded above/below), ⌘± is finite if
limc!±d± ⇤(±c) := ⇤(d±) < 1 and limc!±d± ±⇤0(±c) := ±⇤0(d±) < 1, and for
⌘ � ⌘± we have

inf
c>0

⇤(±c) + ⌘

c
=

⇤(d±) + ⌘

±d±
= ±

⇣
EPd±

[f ]� EP [f ]
⌘
+

⌘ � ⌘±
±d±

.(A.12)

(b) If ±d± = 1 and ⌘± is finite, then f is P -a.s. bounded above/below and for ⌘ � ⌘±
we have

inf
c>0

⇤(±c) + ⌘

c
= ess supx2X {±(f(x)� EP [f(X)])} .(A.13)

Proof of the Lemma A.2. For notational ease, in the proof, let us set ⇤(c) = logEP

h
ecf̄(X)

i

so that the UQ indices are

I±(f(X), P ;D⌘) = inf
c>0

⇢
⇤(±c) + ⌘

c

�
.

Note that ⇤(c) is a convex function which we assume to be finite on an interval (d�, d+) with
d� < 0 < d+. On that interval ⇤(c) is infinitely di↵erentiable and strictly convex. Since we
centered the QoI we have ⇤(0) = ⇤0(0) = 0 and ⇤00(0) = VarP (f).

First note that it is enough to prove the result for ⇤(c) since the result for ⇤(�c) is
obtained by replacing f by �f . We also use the notation f̃+ = ess sup{f(x)� EP [f(X)]}.

We first claim that automatically

⇤(d+) = lim
c%d+

⇤(c),

where ⇤(d+) may be infinite. By monotone convergence

EP [1{f̃�0}e
cf̃ ] % EP [1{f̃�0}e

d+f̃ ]

as c % d+. By dominated convergence

EP [1{f̃<0}e
cf̃ ] & EP [1{f̃<0}e

d+f̃ ]

as c % d+, and the claim follows. A very similar argument shows that ⇤0(c) also has a limit
as c % d+.

Let

B(c; ⌘) =
⇤(c) + ⌘

c
.(A.14)

We divide this into cases.
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UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1497

1. f̃+ < 1. In this case ⇤0(c) % f̃+ < 1 as c ! 1 and ⇤0(0) < f̃+. If ⌘ = 0, then
the infimum is ⇤0(0) and attained at c+ = 0 since ⇤(c)/c is an increasing function. If
⌘ > 0, then

B0(c; ⌘) =
c⇤0(c)� ⇤(c)� ⌘

c2

for c � 0. The function c⇤0(c) � ⇤(c) strictly increases from 0 at c = 0 to some limit
⌘+ > 0 at c = 1, and the minimizer is at the unique finite root of c⇤0(c) � ⇤(c) = ⌘
for ⌘ < ⌘+ and c+ = 1 for ⌘ � ⌘+.

2. f̃+ = 1. In this case there are two subcases.

(a) d+ = 1. In this case since f̃+ = 1 we have ⇤0(c) % 1 as c ! 1 and c⇤0(c)�⇤(c) !
1 as c ! 1. Since 0⇤0(0)� ⇤(0) = 0, in all cases of ⌘ � 0 there is a unique root to
c⇤0(c)� ⇤(c) = ⌘ and hence a unique minimizer.

(b) d+ < 1. We know that ⇤0(c) converges as c % d+ to a well-defined left-hand
limit which we call ⇤0(d+) (note that this value could be 1). Thus we have that
c⇤0(c)�⇤(c) ranges from 0 at c = 0 to ⌘+ = d+⇤0(d+)�⇤(d+). For ⌘ 2 [0, ⌘+) there
is a unique minimizer in [0, d+). For ⌘ � ⌘+ the unique minimizer is at c+ = d+.

To conclude the proof we note that if c+ < d+, then an easy computation shows that

c+⇤0(c+)� ⇤(c+) = R(Pc+ ||P ) = ⌘ ,

and thus

B(c+, ⌘) = ⇤0(c+) = EPc+
[f ]� EP [f(X)] ,

which proves (A.10) and (A.5). Finally if d+ = 1 and f is P -a.s. bounded above, then the
infimum is equal to limc!1

⇤(c)
c and this establishes (A.13). If d+ < 1 and ⌘+ < 1, then

the bound takes the form (A.12).

Appendix B. A simple example for Bayesian networks.

Example B.1. In this example, we focus on the construction of the graph structure and
CPDs of the optimal distributions provided by Theorem 2.1 (b) following the strategy of its
proof. Note that in the next subsection by assuming that each Xi is linear Gaussian of its
parents, we also compute the model uncertainty indices given by (2.5) in Theorem 2.1 (a).
Let us consider a Bayesian network as shown in Figure 2(a), with density given by

p(x) = p(x1)p(x2)p(x3|x2, x1)p(x4)p(x5|x3)p(x6|x4, x3)p(x7|x6, x5)p(x8|x6).(B.1)

For a QoI f(X6), the optimizers in Theorem 2.1 (b) are obtained when the CPDs of X5, X7,
and X8 are the same with the corresponding CPDs of P as these vertices are not ancestors of
X6 while

q±(x6|x⇡Q±
6

) =
e±c±f(x6)

EP6|{4,3}

⇥
e±c±f(X6)

⇤ · p(x6|x4, x3),(B.2)
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1498 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

where ⇡Q±

6 ⌘ ⇡P
6 = {4, 3}, then for i 2 ⇢6 = {1, 2, 3, 4}

q±(x4|x⇡Q±
4

) =
EP6|{4,3}

⇥
e±c±f(X6)

⇤

EP4

⇥
EP6|{4,3}

⇥
e±c±f(X6)

⇤⇤p(x4)(B.3)

since both normalization factors on the numerator and denominator depend onX⇡6 = {X4, X3}.
So in general we have ⇡Q±

4 = ⇡P
4 [ {3} = {3}, i.e., there is a new connection X3 ! X4 in Q±,

and

q±(x3|x⇡Q±
3

) =
EP4

⇥
EP6|{4,3}

⇥
e±c±f(X6)

⇤⇤

EP3|{2,1}

⇥
EP4

⇥
EP6|{4,3}

⇥
e±c±f(X6)

⇤⇤⇤p(x3|x2, x1),(B.4)

where ⇡Q±

3 ⌘ ⇡P
3 = {2, 1} since the normalization factors do not contain other variables. We

can similarly do the same for X2 and X1 to get the entire structure of Q± which has another
new connection X1 ! X2, and the results are shown in Figure 2(b).

For A = {3, 6, 7}, we consider a QoI f(XA) = f(X3, X6, X7), and by Theorem 2.1 (a) the
following holds:

I±(f(X3, X6, X7), P ;D⌘) = ± inf
c>0


1

c
logEPA

h
e±cf̄(XA)

i
+

⌘

c

�

= EQ± [f(XA)]� EP [f(XA)] ,(B.5)

where Q± are the optimizers with CPDs given by (B.6)–(B.13) and

EPA

h
e±cf̄(XA)

i
=

Z
e±cf̄(x3,x6,x7)

7Y

i=1

p(xi|x⇡i)dxi.

We recall (2.8) of Theorem 2.1 (b), and we obtain the CPDs of Q± and the new parents of
each vertex as follows:

q±(x8|x⇡Q±
8

) ⌘ p(x8|x⇡Q±
8

) ⌘ p(x8|x6),(B.6)

q±(x7|x⇡Q±
7

) =
e±c±f(x7,x6,x3)

Ep7|{6,5}

⇥
e±c±f(X7,X6,X3)

⇤ · p(x7|x6, x5)(B.7)

with ⇡P
7 ⇢ ⇡Q±

7 = ⇡P
7 [ {3} = {6, 5, 3}. Let {l1, . . . , l6} ⌘ ⇢P3 [ ⇢P6 [ ⇢P7 [ {3, 6} =

{1, 2, 3, 4, 5, 6}. We start with X6 as it is indexed by the max{lj : j 2 1, . . . , 6}

q±(x6|x⇡Q±
6

) =
EP7|⇡7

[e±c±f(XA)]

EP6|⇡6 ,P7|⇡7
[e±c±f(X7,X6,X3)]

· p(x6|x4, x3)(B.8)

Copyright © by SIAM and ASA. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

10
/1

4/
23

 to
 1

28
.1

19
.2

01
.5

3 
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.si
am

.o
rg

/te
rm

s-
pr

iv
ac

y



UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1499

with ⇡P
6 ⇢ ⇡Q±

6 ⇢ ⇡P
6 [ {5} = {3, 4, 5}. Similarly, the CPDs of X1, . . . , X5 are given by

q±(x5|x⇡Q±
5

) =
EP6|⇡6 ,P7|⇡7

[e±c±f(XA)]

EP5|⇡5 ,P6|⇡6 ,P7|⇡7
[e±c±f(X7,X6,X3)]

· p(x5|x3),(B.9)

q±(x4|x⇡Q±
4

) =
EP5|⇡5 ,P6|⇡6 ,P7|⇡7

[e±c±f(XA)]

EP4|⇡4 ,P5|⇡5 ,P6|⇡6 ,P7|⇡7
[e±c±f(X7,X6,X3)]

· p(x4),(B.10)

q±(x3|x⇡q±
3
) =

EP4|⇡4 ,··· ,P7|⇡7
[e±c±f(XA)]

EP3|⇡3 ,··· ,P7|⇡7
[e±c±f(X7,X6,X3)]

· p(x3|x2, x1),(B.11)

q±(x2|x⇡q±
2
) =

EP3|⇡3 ,··· ,P7|⇡7
[e±c±f(XA)]

EP2|⇡2 ,··· ,P7|⇡7
[e±c±f(X7,X6,X3)]

· p(x2|x1),(B.12)

q±(x1|x⇡q±
1
) =

EP2|⇡2 ,··· ,P7|⇡7
[e±c±f(XA)]

EP1|⇡1 ,··· ,P7|⇡7
[e±c±f(X7,X6,X3)]

· p(x1),(B.13)

where the expectations involved in the above formulas are given by (2.4). The corresponding
structures are

⇡P
5 ⇢ ⇡Q±

5 ⇢ ⇡P
5 [ {4} = {3, 4},(B.14)

⇡P
4 ⇢ ⇡Q±

4 ⇢ ⇡P
4 [ {3} = {3},(B.15)

⇡P
3 ⇢ ⇡Q±

3 ⇢ ⇡P
3 = {1, 2},(B.16)

⇡P
2 ⇢ ⇡Q±

2 ⇢ ⇡P
2 [ {1} = {1},(B.17)

⇡Q±

1 = ⇡P
1 = ;.(B.18)

As a result, the structure of the associated graph to Q± may change and, in particu-
lar, the vertices—with potentially extra parents—are X2, X4, X5, X6, and X7 as illustrated in
Figure 2(c).

Appendix C. A simple example on nondirected graphical model which belongs to
ambiguity set (2.1). Let us assume that P is a Gaussian Bayesian network defined on X =
{X1, . . . , X8} with graph structure given in Figure 13(a) and CPDs denoted by p(xi|x⇡P

i
)

defined in section 2.1. An alternative mixed graphical model Q with structure as shown in
Figure 13(b) with joint density given by

q(x) = q(x1, x2)
8Y

i=3

p(xi|x⇡i)(C.1)

is considered here. In (C.1), we keep the CPDs p(xi|x⇡i) for i = 3, . . . , 8 the same as the base-
line Gaussian Bayesian network, while p(x1|x⇡1)p(x2|x⇡2) is replaced by a bivariate Gaussian
q(x1, x2), with ⇢ 6= 0 being the correlation between X1 and X2, and corresponds to this new
nondirected part of the graph, i.e.,

q(x1, x2) =
1

Z(�̃1, �̃2)
e
� 1

2(1�⇢2)

h⇣
x1�µ̃1

�̃1

⌘2
+
⇣

x2�µ̃2
�̃2

⌘2
�2⇢ x1�µ̃1

�̃1

x2�µ̃2
�̃2

i
,

(C.2)

where (µ̃i)i=1,2 is the mean vector and �̃i > 0 for i = 1, 2. Also Z(�̃1, �̃2) = 2⇡�̃1�̃2
p

1� ⇢2.
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1500 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

Figure 13. (a) Example of the graph structure of a baseline Gaussian Bayesian network P and the corre-
sponding random variables X = {X1, . . . , X8}. The CPDs p(xi|x⇡P

i
) are defined in section 2.1. (b) An example

of a PGM Q 2 D⌘ with a new undirected edge is highlighted in orange. The joint probability density between X1

and X2, q(x1, x2), is a bivariate Gaussian with correlation ⇢ 6= 0. Note that the correlation in the corresponding
part of p(x) of the baseline model is 0.

We now compute the likelihood ratio between the models, i.e.,

dQ

dP
=

q(x1, x2)

p(x1|x⇡1)p(x2|x⇡2)
,

and thus the KL divergence between the models is given by

R(QkP ) = EQ


log

✓
q(x1, x2)

p(x1|x⇡1)p(x2|x⇡2)

◆�

=
1

2

✓
�̃1
�1

◆2

+
1

2

✓
�̃2
�2

◆2

+
1

2

✓
µ̃1 � �10

�1

◆2

+
1

2

✓
µ̃2 � �20

�2

◆2

� 1

� 1

2
log

✓
�̃1
�1

◆
� 1

2
log

✓
�̃2
�2

◆
� 1

2
log(1� ⇢2).(C.3)

Given a small ⌘ > 0, we choose �̃i = �i, i = 1, 2, and thus (C.3) takes the form

R(QkP ) =
1

2

✓
µ̃1 � �10

�1

◆2

+
1

2

✓
µ̃2 � �20

�2

◆2

� 1

2
log(1� ⇢2).(C.4)

Additionally, an appropriately small perturbation around �i0 resulting in a small µ̃i � �i0 can
lead to R(QkP )  ⌘ under a suitable choice of �i, ⇢, i = 1, 2. Therefore, we constructed an
example where for small ⌘’s an ambiguity set can include a model with nondirected structure,
i.e., with both directed and undirected edges.

Appendix D. A simple example for Gaussian Bayesian networks.

Example D.1 (continuation of Example B.1). We assume that CPDs of Example B.1 with
graph structure as in Figure 2(a) are given by

p(x8|x6) = N (�80 + �86x6,�
2
8),

p(x7|x6, x5) = N (�70 + �76x6 + �75x5,�
2
7),

p(x6|x4, x3) = N (�60 + �64x4 + �63x3,�
2
6),

p(x5|x3) = N (�50 + �53x3,�
2
5),

p(x4) = N (�40,�
2
4),

p(x3|x2, x1) = N (�30 + �32x2 + �31x1,�
2
3),

p(x2) = N (�20,�
2
2),

p(x1) = N (�10,�
2
1).
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UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1501

Then p(x) = N (µ, C) [49, Theorem 7.3]. As before, the QoI depends on X6, and for simplicity
we consider f(X6) = X6. For c > 0, we compute the MGF of f with respect to P :

EP

h
e±cf̄(X6)

i
= exp

⇢
c2

2

�
�2
6 + �2

64�
2
4 + �2

63�
2
3 + �2

63�
2
32�

2
2 + �2

63�
2
31�

2
1

��
⌘ e

c2

2
C66 ,

where C66 = �2
6 +�2

64�
2
4 +�2

63�
2
3 +�2

63�
2
32�

2
2 +�2

63�
2
31�

2
1 since EP [X6] = �60+�64�40+�63�30+

�63�32�20 + �63�31�10. We minimize (2.5) in Theorem 2.1 with respect to c:

I±(f(X6), P ;D⌘) = ± inf
c>0


1

c
logEP

h
e±cf̄(X6)

i
+

⌘

c

�
= ± inf

c>0

h
c C66 +

⌘

c

i
,

which in turn gives us the optimizer c =
q

⌘
C66

, and thus

I±(f(X6), P ;D⌘) = ±
p

2C66⌘ = ±
q

2(�2
6 + �2

64�
2
4 + �2

63�
2
3 + �2

63�
2
32�

2
2 ++�2

63�
2
31�

2
1)⌘.

(D.1)

By (2.8), the optimizers in Theorem 2.1 are obtained when

q±(xi|x⇡Q±
i

) = p(xi|x⇡i) = N (�i0 + �T
i x⇡i ,�

2
i )(D.2)

for i = 5, 7, 8, since they are not ancestors of X6, and by recalling (B.2)–(B.4) we further
compute the CPDs of the remaining vertices as follows: Since f(X6) = X6 is linear and all
random variables are depend linearly on their parents, we appropriately pair the factor e±c±x6

with the exponential of the Gaussian CPD p(x6|x⇡P
6
) and get a new quadratic term in the

exponential as well as a term which linearly depends on the parents of X6. The latter term
is canceled out with the corresponding one in the normalizing factor EP6|⇡P

6

⇥
e±c±X6

⇤
as the

parents of X6 are given. Precisely,

q±(x6|x⇡Q±
6

) =
e±c±x6

EP6|⇡P
6

[e±c±X6 ]
· p(x6|x⇡P

6
)

=
exp

n
� (x6��60��64x4��63x2⌥c±�2

6)
2

2�2
6

± c±(�64x4 + �63x3)
o

R
X6

exp
n
� (x6��60��64x4��63x2⌥c±�2

6)2

2�2
6

± c±(�64x4 + �63x3)
o
dx6

.

Thus,

q±(x6|x⇡Q±
6

) = N
�
�60 + �64x4 + �63x3 ± c±�

2
6,�

2
6

�
, ⇡Q±

6 ⌘ ⇡P
6 = {4, 3}.(D.3)

Similarly, for 4 2 ⇢6 = {4, 3, 2, 1}

q±(x4|x⇡Q±
4

) =
EP6|{4,3}

⇥
e±c±X6

⇤

EP4

⇥
EP6|{4,3} [e

±c±X6 ]
⇤p(x4) =

e
� (x4��40⌥c±�43�2

4)2

2�2
4 e±c±(�63x3)

R
X4

e
� (x4��40⌥c±�43�2

4)2

2�2
4 dx4 e±c±(�63x3)

.
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1502 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

Using same the same argument as before, we get

q±(x4|x⇡Q±
4

) = N
�
�40 ± c±�

2
4,�

2
4

�
, ⇡Q±

4 ⌘ ⇡P
4 = ;.(D.4)

Furthermore,

q±(x3|x⇡Q±
3

) = N
�
�30 + �32x2 + �31x1 ± c±�

2
3,�

2
3

�
, ⇡Q±

3 ⌘ ⇡P
3 = {1, 2},(D.5)

q±(x2|x⇡Q±
2

) = N
�
�20 ± c±�

2
2,�

2
2

�
, ⇡Q±

2 ⌘ ⇡P
2 = ;,(D.6)

q±(x1|x⇡Q±
1

) = N
�
�10 ± c±�

2
1,�

2
1

�
, ⇡Q±

1 ⌘ ⇡P
1 = ;.(D.7)

By using the equation ±c±EQ± [X6]� logEP [e±c±X6 ] = ⌘, the parameters c± are given by

c± = ±
r

2⌘

C66
= ±

s
2⌘

�2
6 + �2

64�
2
4 + �2

63�
2
3 + �2

63�
2
32�

2
2 + �2

63�
2
31�

2
1

.(D.8)

Example D.2 (computation of F for Example D.1). For Example D.1, we compute F (x3, ⇢3)
with f(X6) = X6 and l = 3 (and thus ⇢6 = {1, 2, 3, 4} and ⇢3 = {1, 2}) as

F (x3, x
P
⇢3
) ⌘ F (x3, x2, x1) =

Z

X{4,6}

x6p(x6|x4, x3)p(x4)dx6dx4

= �60 + �64�40 + �63x3 = F (x3).

(D.9)

Example D.3 (computation of �kl and �̃kl for Example D.1). Let us now revisit Example D.1
and compute �kl and �̃kl of Theorem 3.6 when l 2 ⇡P

k , e.g., l = 3, and when l 2 ⇢k \ ⇡k, e.g.,
l = 2, respectively. In the first case, P3|⇡3

is perturbed under the constraint R(Q3|⇡Q
3
kP3|⇡3

) 
⌘3 or R(Q3|⇡3

kP3|⇡3
)  ⌘3, i.e., consider Q 2 D⌘3

3 or D⌘3

3,P and f(X6) = X6. F (x3, x⇢3) is given
by (D.9) and by Theorems 3.2 and 3.3 and (3.7), we can conclude that

I±(f(X6), P ;D⌘3

3 ) = I±(f(X6), P ;D⌘3

3,P ) = ±|�63|
q

2�2
3⌘3.(D.10)

In the second case, P2|⇡2
is perturbed under the constraint R(Q2|⇡Q

2
kP2|⇡2

)  ⌘2 or
R(Q2|⇡2

kP3|⇡2
)  ⌘2. We compute F (x2, x⇢2) = �60+�64�40+�63�30+�63�32x2+�63�31�10 =

F (x2) and �̃62 = �63�32.

Appendix E. Model uncertainty for inhomogeneous Markov chains. We consider the
Markov chain models shown in Figure 14 and the QoI f(Xk). Then we only perturb Pl|l�1

with l  k, under the constraint R(Ql|⇡Q
l
kPl|l�1)  ⌘l. The function F (xl, x⇢P

l
) defined in

(3.6) depends only on xl, and by Theorem 3.2 we have

I±(f(Xk), P ;D⌘l

l ) = ±EP{l�1}


inf
c>0


1

c
logEPl|l�1

h
e±cF̄ (Xl,X⇢l

)
i
+

⌘l
c

��
.(E.1)
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UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1503

Figure 14. An inhomogeneous Markov chain consists of X = {X1, X2, . . . , Xn} with p(x) =
Qn

i=1 p(xi|xi�1).

Since F (xl, x⇢P
l
) = F (xl) the condition on Theorem 3.3 is satisfied, and therefore we have

I±(f(Xk), P ;D⌘l

l,P ) = I±(f(Xk), P ;D⌘l

l ). To obtain the optimizers in both Theorem 3.2 and
Theorem 3.3, we use (3.8)–(3.9) and thus

q±(xi|xi�1) ⌘ p(xi|xi�1) for all i 6= l(E.2)

and

q±(xl|xl�1) =
e±c±(xl�1)F (xl)

EP
⇥
e±c±(xl�1)F (Xl)|xl�1

⇤p(xl|xl�1),(E.3)

where c±(xl�1) are the unique solutions of R(P±c±
l|l�1kPl|l�1) = ⌘l for all xl�1. Moreover, by

perturbing Pl|l�1, l > k, with the constraint

R(Ql|⇡Q
l
kPl|l�1)  ⌘l or R(Ql|l�1kPl|l�1)  ⌘l,

and by Theorems 3.2 and 3.3, we have I±(f(Xk), P ;D⌘l

l ) = I±(f(Xk), P ;D⌘l

l,P ) = 0. Note
that when the ambiguity set is given by (2.1), it includes also Q’s that are non-Markovian.
However, the optimizers are inhomogeneous Markov chains and are provided by Theorem 2.1.

Appendix F. Proof of Lemma 3.1. Since for any Q 2 D⌘l

l , we have ⇡Q
j ⌘ ⇡P

j = ⇡j and
Qj|⇡j

⌘ Pj|⇡j
for all j 6= l, therefore, we can rewrite the bias EQ [f(Xk)]� EP [f(Xk)] as

=

Z

X
f(xk)

nY

i=1

Q(dxi|x⇡Q
i
)�

Z

X
f(xk)

nY

i=1

P (dxi|x⇡P
i
)(F.1)

=

Z

Xk

Z

X
⇢
Q
k

f(xk)
Y

i2⇢Q
k [{k}

Q(dxi|x⇡Q
i
)�

Z

Xk

Z

X⇢P
k

f(xk)
Y

i2⇢P
k [{k}

P (dxi|x⇡P
i
)

= EQ{k} [f(Xk)]� EP{k} [f(Xk)] .

If l /2 ⇢̄Pk , we have ⇡
Q
i ⌘ ⇡P

i =: ⇡i and Q(dxi|x⇡i) ⌘ P (dxi|x⇡i) for all i 2 ⇢̄k; therefore Q{k} ⌘
P{k}, and thus EQ [f(Xk)]� EP [f(Xk)] = 0. Based on this calculation for Q 2 D⌘l

l , we stress
that our indices capture the graph structure correctly, e.g., perturbations on disconnected
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1504 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

vertices do not a↵ect the QoI f = f(Xk). Since Q(dxj |x⇡j ) ⌘ P (dxj |x⇡j ) for all j 6= l, (F.1)
equals

EQ [f(Xk)]� EP [f(Xk)] = EQ{k} [f(Xk)]� EP{k} [f(Xk)](F.2)

=

Z

X
⇢
Q
k

[{k}

f(xk)
Y

i2⇢Q
k [{k}\⇢Q

l [{l}

Q(dxi|x⇡Q
i
) ·Q(dxl|x⇡Q

l
) ·

Y

i2⇢Q
l

Q(dxi|x⇡Q
i
)

�
Z

X⇢P
k

[{k}

f(xk)
Y

i2⇢̄P
k \⇢P

l [{l}

P (dxi|xP⇡i
) · P (dxl|xP⇡l

) ·
Y

i2⇢P
l

P (dxi|xP⇡i
)

=

Z

X⇢P
k

[{k}

f(xk)
Y

i2⇢̄P
k \⇢P

l [{l}

P (dxi|x⇡P
i
) ·Q(dxl|x⇡Q

l
) ·

Y

i2⇢P
l

P (dxi|x⇡P
i
)

�
Z

X⇢P
k

[{k}

f(xk)
Y

i2⇢̄P
k \⇢P

l [{l}

P (dxi|x⇡P
i
) · P (dxl|x⇡P

l
) ·

Y

i2⇢P
l

P (dxi|x⇡P
i
)

=

Z

X⇢P
l

Z

Xl

F (xl, x⇢P
l
)Q(dxl|x⇡Q

l
)�

Z

Xl

F (xl, x⇢P
l
)P (dxl|x⇡P

l
)

�Y

i2⇢l

P (dxi|x⇡P
i
)

= EP⇢P
l

h
EQ

l|⇡Q
l

⇥
F (Xl, X⇢P

l
)
⇤
� EPl|⇡P

l

⇥
F (Xl, X⇢P

l
)
⇤i

.

Appendix G. KL divergence chain rule for Bayesian networks. In this subsection,
we discuss the KL chain rule [16] in the context of Bayesian networks as it paves the way
for considering suitable ambiguity sets (di↵erent from (2.1)) and applying model sensitivity
analysis to each component on a baseline Bayesian network. We recall that Pi|⇡P

i
is the

conditional distribution of Xi with given parents X⇡P
i

= x⇡i , i.e., Pi|⇡P
i
(dxi) = P (dxi|x⇡i),

and for purposes of clarity and to stress the given values, we write Pi|X⇡P
i
=x⇡i

(dxi) instead.

Definition G.1. Let P and Q be two PGMs with densities p and q, respectively, defined
as in (1.1). For each i 2 {1, . . . , n}, we define the conditional KL divergence between Qi|X

⇡
Q
i

and Pi|X⇡P
i

with given X⇡Q
i
= x⇡Q

i
and X⇡P

i
= x⇡P

i
as

R(Qi|X
⇡
Q
i
=x

⇡
Q
i

kPi|X⇡P
i
=x⇡P

i

) =

Z

Xi

log
Q(dxi|x⇡Q

i
)

P (dxi|x⇡P
i
)
Q(dxi|x⇡Q

i
).(G.1)

Lemma G.2 (chain rule of relative entropy for PGMs). For any two PGMs P and Q with den-
sities p(x) =

Qn
i=1 p(xi|x⇡P

i
) and q(x) =

Qn
i=1 q(xi|x⇡Q

i
), the KL divergence can be expressed

as

R(QkP ) =
nX

i=1

EQ
⇡
Q
i

[⇡P
i


R(Qi|X

⇡
Q
i

kPi|X⇡P
i

)

�
,(G.2)

where R(Qi|X
⇡
Q
i

kPi|X⇡P
i

) is the conditional KL divergence given in Definition G.1 and EQ
⇡
Q
i

[⇡P
i

is the expectation with respect to QA defined in section 2 with A = ⇡Q
i [ ⇡P

i .

Copyright © by SIAM and ASA. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

10
/1

4/
23

 to
 1

28
.1

19
.2

01
.5

3 
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.si
am

.o
rg

/te
rm

s-
pr

iv
ac

y



UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1505

Proof.

R(QkP ) =

Z

X

nX

i=1

log
Q(dxi|x⇡Q

i
)

P (dxi|x⇡P
i
)

nY

j=1

Q(dxj |x⇡Q
j
)(G.3)

=
nX

i=1

Z

X
⇢P
i

[⇢
Q
i

Z

Xi

log
Q(dxi|x⇡Q

i
)

P (dxi|x⇡P
i
)
Q(dxi|x⇡Q

i
)

Y

j2{⇢Q
i [⇢P

i }

Q(dxj |x⇡Q
j
)

=
nX

i=1

EQ
⇡
Q
i

[⇡P
i


R(Qi|X

⇡
Q
i

kPi|X⇡P
i

)

�
.

Appendix H. Schematic for model sensitivity indices. The schematic in Figure 15 refers
to the main theorems of section 3.

Appendix I. Data-informed stress tests for Gaussian Bayesian networks. In this sec-
tion, we explain in detail data-informed stress test analysis when the baseline model P is a
Gaussian Bayesian network. Let P be a Gaussian Bayesian network with conditional prob-
ability densities p(xi|x⇡i) satisfying p(xi|x⇡i) = N (�i0 + �T

i x⇡i ,�
2
i ) for some �i0, �i, and �2

i ,
i.e., Pi|⇡i

is the conditional distribution of Xi = �i0 + �T
i X⇡i + ✏i. The random variable ✏i has

density p✏i(x) = N (0,�2
i ) and comes from fitting data with maximum likelihood estimation.

Let us consider alternative models to P such as

Qi|⇡i
: Xi = �i0 + �T

i X⇡i + ✏̃i,(I.1)

where ✏̃i follows another approximate distributionof the data with density q✏̃i(x). For instance,
we can consider Q✏̃i with density q✏̃i as the histogram, that is,

qhist✏̃i (x) =
mX

k=1

⌫k
nh

I(x 2 Bk) ,(I.2)

where B1, . . . , Bm are the histogram bins, h is the bin width, n is the number of observations,
and ⌫k is the number of observations in Bk. Alternatively, we can consider the model Q✏̃i

given by a KDE viewed here as a high-resolution but smooth approximation of the histogram,
namely,

qKDE
✏̃i (x) =

nX

k=1

1

nh
K

✓
x� xi

h

◆
,(I.3)

where K(·) is the normal kernel smoothing function with bin width h, and (x1, . . . , xn) are the
samples of ✏i. Other KDE kernels can be considered here (see [72]) or any other probabilistic
representations of the data in the histogram. Therefore, for given x⇡i , we have
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1506 BIRMPA, FENG, KATSOULAKIS, AND REY-BELLET

Figure 15. A schematic representation of how the set of vertices of a graph can be decomposed according
to the relative position of vertex k that corresponds to the QoI f(Xk), and a vertex l such that perturbations of
Pl|⇡l

are considered. By Lemma 3.1 and Theorems 3.2 and 3.3, the predictive uncertainty given by (3.4) with l
being in di↵erent parts of the decomposition varies: The set of vertices is first split as X = (⇢̄Pk ) [ (⇢̄Pk )

c. The
predictive uncertainty I±(f(Xk), P ;D⌘l

l ) over models with only perturbed Pl|⇡l
when l 2 ⇢̄Pk is given by (3.7) and

is tight in D⌘l
l , while perturbation on Pl|⇡l

when l /2 ⇢̄Pk does not a↵ect the QoI and thus I±(f(Xk), P ;Q⌘l) = 0.
We then decompose the set of vertices ⇢̄Pk into {l : Xk ? X⇢l\⇡l

|X⇡l} and its complement. The predictive
uncertainty over D⌘l

l,P with l in the former set is the same as the one for l 2 ⇢̄Pk , with the di↵erence that it is
tight on D⌘l

l,P , contrary to the one in the latter set where the bound is not attained and is also not tight.

⌘⇡i

i =

Z
log

q(xi|x⇡i)

p(xi|x⇡i)
q(xi|x⇡i)dxi

=

Z
log

q(xi � �i0 � �T
i x⇡i |x⇡i)

p(xi � �i0 � �T
i x⇡i |x⇡i)

q(xi � �i0 � �T
i x⇡i |x⇡i)dxi

=

Z
log

q✏̃i(x)

p✏i(x)
q✏̃i(x)dx .(I.4)

Based on the above computation, ⌘⇡i

i is independent of ⇡i and hence ⌘⇡i

i ⌘ ⌘i.

Appendix J. Model sensitivity indices for the ORR Bayesian network.

J.1. Calculation of model sensitivity indices. We recall that the optimal oxygen binding
energy is defined as

xPO⇤ = argmaxx0
[min{EP [y1|x0] ,EP [y2|x0]}] .
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UNCERTAINTY & CORRECTABILITY FOR GRAPHICAL MODELS 1507

We compute EP [yi|x0] for i = 1, 2 by using (7.3) and (7.6) as follows:

EP [yi|x0] = �yi,0 + �yi,x(x0 + �s0,0 + �e0,0 + �d0,0)

+ �ci,0 + �si,0 + �ei,0 + �di,0.

Then

xPO⇤ =
�y2,0 + �̄2 � �y1,0 � �̄1

�y1,x � �y2,x
,(J.1)

where

�̄i = �yi,x(�s0,0 + �e0,0 + �d0,0) + �ci,0 + �si,0 + �ei,0 + �di,0.(J.2)

It is a straightforward calculation that for i = 1, 2 and l = e0, d0, s0, e1, d1, s1, c1, e2, d2, s2,
and c2,

�yi,0 + �̄i = EP!l
[Fl,i] for any i and l,

where Fl,i = EPyi|!l
[yi|x0] and p(yi|!l, x0) = N (�̃yi,0 + �̃yi,!l!l, �̃2

yi
). Hence (J.1) equals

xPO⇤ =
EP!l

[Fl,2]� EP!l
[Fl,1]

�y1,x � �y2,x
.

Note that since we compute the model sensitivity indices overD⌘l

l,P for any l 2 {e0, d0, s0, e1, d1,
s1, c1, e2, d2, s2}, the alternative Bayesian networks Q have the same structure as that given
by (7.3), and the same CPDs as the Bayesian network P except from the CPD of !l. Let us
denote its conditional distribution by Q!l (since ⇢!l = ⇡!l = ;) and its CPD by q!l . Then

xQO⇤ � xPO⇤ =
EQ!l

[Fl,2]� EP!l
[Fl,2]� (EQ!l

[Fl,2]� EP!l
[Fl,1])

�y1,x � �y2,x
,(J.3)

which further gives us

I⌥(y2, P ;D⌘l

l,P )� I±(y1, P ;D⌘l

l,P )

�y1,x � �y2,x
 xQO⇤ � xPO⇤ 

I±(y2, P ;D⌘l

l,P )� I⌥(y1, P ;D⌘l

l,P )

�y1,x � �y2,x
.

In the above inequality, by combining Theorem 3.6 and Table 2 we get (7.9) and (7.10).

Table 1
Outcomes of MLE for the parameters involved in (7.4)–(7.6) for the ORR Bayesian network in section 7.

�y1,0 = 0.0595 �e0,0, �ei,0 = 0

�2
e0 = 0.0329 �2

ei = 0.0065
�y2,0 = 1.8231 �d0,0 = �0.0754
�di,0 = �0.0222 �2

di = 0.0354
�y1,x0 = 0.5111 �2

d0 = 0.1032
�s1,0 = �0.2967 �2

s1 = 0.0046
�y2,x0 = �0.5564 �s0,0 = 0.0067
�s2,0 = �0.1209 �2

s2 = 0.0054
�ci,0 = 0 �2

s0 = 0.0010
�2
c1 = 0.0347 �2

c2 = 0.0204
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Table 2
The values of �̃yi,!l involved in p(yi|!l, x0) = N (�̃yi,0+ �̃yi,!l!l, �̃

2
yi). They are used to evaluate the model

sensitivity indices I±(yi, P ;D⌘l
l,P ), i = 1, 2, provided by Theorem 3.6.

!l = !e0,!d0,!s0 !l = !e1,!d1,!s1,!c1 !l = !e2,!d2,!s2,!c2

f = y1 �̃y1,!l = �y1,x �̃y1,!l = 1 �̃y1,!l = 0
f = y2 �̃y2,!l = �y2,x �̃y2,!l = 0 �̃y2,!l = 1

Figure 16. Propagation vs. nonpropagation of model misspecification of the Bayesian network vertices !d0

and !e1, respectively, to the predictions of the QoI xP
O⇤ ; model misspecification is set to ⌘ = 1 for both Bayesian

network vertices. First, note that I+(y2, P ;D⌘
!e1

) = 0, i.e., the model misspecification of !e1 only a↵ects the
prediction of y1, but not y2 (see Figure 8); therefore the uncertainty of !e1 only propagates to xP

O⇤ through
y1, while I+(y1, P ;D⌘

!e1
) is small since !e1 has a lower variance which is associated with more informative

available data. Thus, it results in a small corresponding uncertainty in xP
O⇤ . Meanwhile, the uncertainty of !d0

propagates to xP
O⇤ through both y1 and y2, (i.e., the model misspecification of !d0 a↵ects the predictions of both

y1 and y2), and I+(yi, P ;D⌘
!d0

) is larger since !d0 has a higher variance (due to insu�cient informative data
available). Therefore we have a larger corresponding uncertainty in xP

O⇤ predictions, as shown in the figure.

J.2. Propagation of model uncertainties to the QoIs. We note the discrepancies in
the propagation of model misspecification to the QoI between di↵erent Bayesian network
components, as demonstrated in Figure 9. In particular, in Figure 9 (left) the same uncertainty
(described by model misspecification ⌘l) is applied on all ORR Bayesian network vertices.
However, not all propagate and a↵ect the same QoI; see Figure 16 for examples of propagation
(22%) and nonpropagation (5% and 0%) of model misspecification to the QoI.
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uncertainty quantification and sensitivity analysis of stochastic dynamics, SIAM/ASA J. Uncertain.
Quantif., 4 (2016), pp. 80–111, https://doi.org/10.1137/15M1025645.

[22] P. Dupuis, M. A. Katsoulakis, Y. Pantazis, and L. Rey-Bellet, Sensitivity Analysis for Rare
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