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Abstract— The Linear Quadratic Regulator (LQR),
which is arguably the most classical problem in control
theory, was recently related to kernel methods in [1]
for finite dimensional systems. We show that this
result extends to infinite dimensional systems, i.e.
control of linear partial differential equations. The
quadratic objective paired with the linear dynamics
encode the relevant kernel, defining a Hilbert space
of controlled trajectories, for which we obtain a con-
cise formula based on the solution of the differential
Riccati equation. This paves the way to applying
representer theorems from kernel methods to solve
infinite dimensional optimal control problems.

I. INTRODUCTION

We follow the paper [1] of one of the authors in which
a connection was made between the LQR problem for
finite dimensional systems and the important theory of
Reproducing Kernel Hilbert Spaces (RKHSs), introduced
by N. Aronszajn [2], [3]. This theory, under the name of
kernel methods, has been successfully used in nonpara-
metric statistics [4], and more recently raised a strong
interest in the machine learning community [5]. This
paper extends the results of [1] in two directions. First
we obtain new explicit formulas for the kernel associated
with the LQR and apply them to recover the solution of
the unconstrained LQR through kernel principles, and
second we tackle infinite dimensional linear systems. In
doing this, we need to work with operator-valued kernels,
which have been mostly used in a different context,
namely supervised learning for functional data analysis
(see [6], [7], [8] and references therein). Control theory for
infinite dimensional dynamical systems, with application
to the control of distributed parameter systems has been
strongly developed by J. L. Lions [9], [10]. We use his
notation, and many of his results.

The paper is organized as follows. In Section II, we
set the context, recall the solution of the LQR and its
connection with the differential Riccati equation. We
identify the related operator-valued kernel in Theorem 1
presented in Section III, wherein the role of the space of
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trajectories with null initial condition is then discussed,
and exemplified on the heat equation with distributed
control. In Section IV, we apply the kernel to formally
solve optimal control problems, recovering the LQR so-
lution as a side result.

II. LINEAR QUADRATIC RECGULATOR FOR INFINITE
DIMENSIONAL DYNAMIC SYSTEMS

A. Notation and statement of the problem

Let (V,|||lv) and (H,||-||z) be two separable Hilbert
spaces. We assume that V' C H, with continuous injec-
tion. Identifying H to its dual, we have also the inclusion
H C V'’ with continuous injection, where V' is the
dual of V. We then consider a family A : t — A(t)
of continuous linear operators A(t) € L(V,V') and we
assume a classical coercivity condition (e.g. [9] pp.100
and 272)

Jda>0,8eR, Vz eV,

(A2, 2) vy + BlzIE > allzl} ae. t € [to, T (1)

Let U be another Hilbert space, and take B(-) €
L (to, T; L(U,H)). If u(-) € L*(ty,T;U) is a control,
the state evolution in H of a linear system with initial
condition yo € H is described by the equation

Wy A(tyy(t) = Bityu(t), y(to) =yo € H  (2)

The solution y(-) of the linear system (2) belongs to
L?(tg,T; V), whereas dv/dt(-) € L?(to,T;V"'). The Linear
Quadratic Regulator (LQR) is the problem of minimizing

T
J(u(-)) :/t [(M(©)y(1), y(8) g + (N (B)u(t), u(t))]dt,
° 3)
where M() €  L*¥(t,T;L(H,H)), N() €
L>®(to, T; L(U,U)) and M(t),N(t) are self-adjoint
with

M(t) >0, N(t)>vIdy, forsomev>0. (4)

For PDE control over an open bounded set of R? with
regular boundary, the assumption of boundedness of B
allows us to consider controls in the domain, but not
control on the boundary ([11] Part IV-1), see for instance
[12] for the unbounded LQR. On the other hand, the
coercivity assumption (1) over A(¢) is satisfied by many
parabolic or hyperbolic equations, such as the heat or
the wave equations. We refer to ([9] Section 3.4, p23)
and ([11] Part IV-1:7.2, p415) for more examples. We
only focus here on parabolic equations in first-order form
(2) and leave second-order hyperbolic or unbounded B(t)
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settings to further research which would require a mild
adaptation.

B. Solution of the linear quadratic regulator

The functional u(-) — J(u(+)) is quadratic and strictly
convex. It has a unique minimum u(-), which is computed
as follows: the forward-backward system of equations

Y+ At)y(t) + BON (6B (t)p(t) =0,  (5)

— 8+ AT(0)p(t) — M()y(t) =0,

y(to) = yo, p(T') =0,

has a unique solution y(-) € L%(to,T;V), with ‘;—3{ €
L2(to, T5 V'), p(-) € L2(to,T;V) and 2 € L2(to, T; V).

Moreover, we have the decoupling property
p(t) = P(y(t) (6)
in which P(t) € L(H;H) is symmetric and positive

semidefinite. The operator P(t) is defined by solving a
system similar to (5) for each ¢ € [tg,T] and h € H

&+ A(s)E(s) + B(s)N ' (s)B*(s)n(s) =0,  (7)
—dn 4 A% (s)n(s) — M(s)&(s) = 0, Vs € (,T),
§(t) = h, n(T) = 0,
and then setting

n(t) = P(t)h. (8)
The operator P(t) has the following regularity property:
Claim 1. If () € L%(to, T; H) satisfies %2 + A(t)(t) €
L2(to, Ty H), then W(t) = P(t)p(t) satisfies —%F +

A*(t)VU(t) € L?(to, T; H), and

— 4 L A ()U(t) + P(t) [ % + At)p(t)

+BENTHOB ()¥(1)] = M(t)e(t). (9)

This formally can be written as

— 4P 4 P(t)A(t) + A*(t)P(t)

+ P(t)B(t)N~Y(t)B*(t)P(t) = M(t), P(T) =0. (10)
The optimal state y(-) for the LQR control problem (2),
(3) is solution of the equation
W+ (At + BN () B* (1) P(1)y(t) = 0, y(to) =( yo)-

11
and the optimal control u(-) is given by
u(t) = =N~ &) B*(£)P(t)y(t). (12)

We will use in the sequel the semi-group (a.k.a. evo-
lution family) associated with the operator A(t) +
B(t)N~=1(t)B*(t)P(t), denoted by ®4 p(t,s), for t > s,
ie. 4 p(s,s) =Idy and

0®a p(t,s)+
(A(t) + BO)N 1 (#)B*(t)P(t))® 4, p(t,s) = 0. (13)
Note that if M(-) = 0, then P(-) = 0 and ®4 p(t,s) =
D 4(t,s), the semi-group associated with the operator
A(t), ie. 0:Da(t,s) + A(t)PA(t,s) = 0 and Py(t,t) =
Idg.

III. KERNEL ASSOCIATED WITH THE LINEAR
QUADRATIC REGULATOR

A. L(H; H)-valued reproducing kernel

Owing to the results of [13] and Theorem 2.12 in [14],
given a Hilbert space (H,|-||x) of functions of [tg, T
into a separable Hilbert space H, such that the strong
topology of H is stronger than pointwise convergence,
there exists a unique function K : s,t € [to,T] —
K(s,t) € L(H;H), which is called the reproducing
L(H; H)-valued kernel of H, satisfying

K(,t)zeH, Vte|ty,T], z€ H,

W(t),2)g = (W), K(1)z)y,
Vy(-) € H, t € [to,T], z € H.

(14)
(15)

Conversely a kernel K satisfying (14)-(15) characterizes
H. We then say that H is a H-valued Reproducing Kernel
Hilbert space (RKHS), and that K(-,-) is the L(H; H)-
valued kernel associated with H.

Following the initial work of one of the authors [1],
we want to show that the LQR problem (2)-(3) can be
associated with an L(H; H)-valued kernel. We use then
the notation Hx to emphasize the role played by the
kernel.

B. Hilbert space of controlled trajectories

We consider the subset H of L%(ty,T; H) defined as
follows

H={y(-) € L*(to, T; H) | % + A(t)y(t) = B(t)u(t),
with u(-) € L(to, T; U)}. (16)

There is not necessarily a unique choice of u(-) for a given
y(-) € H (for instance if B(t) is not injective for some t).
Therefore, with each y(-) € H, we associate the control
u(+) having minimal norm based on the pseudoinverse of
B(t)® of B(t) for the U-norm || - ||n@ := [|[N(#)Y2 - |[v:

u(t) = B(t)e[% + A(t)y(t)] a.e. inl[to, T, (17)

whence u(-) minimizes j;f (N (t)u(t), u(t)), dt among the
controls admissible for y(-) € H. We consequently equip
‘H with the norm

ly()13, = (y(to), Joy(to) i

+ [ IMO0(0, 90+ (N@u(o), u®)lat. (19)

to

for some positive semidefinite Jy € L(H; H) such that

Jo + P(to) is invertible. (19)

where P(-) is defined as in (10). Then #H has the struc-
ture of a Hilbert space. The extra term Jy in (18), as
compared to (3), is required to define a norm.! Indeed,

1The condition ||y()H§{ = 0 implies that u(-) = 0 and that
y(t) is in the null-space of M(t), thus of P(t), so y(to) = 0 since
(y(to); Joy(to)) iy = 0
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if M(-) = 0, and Jy = 0, then (3) is only a semi-
norm, suited for trajectories with null initial condition, a
subspace of H which we will come back to in Section ITI-
D. For applications, Jy can be taken very small and does
not change the objective function if y () is given.

C. Identifying the kernel of LQ control

The main result is the following

Theorem 1. We assume the coercivity of the drift (1),
the strong convexity of the objective (4), and the in-
vertibility (19) conditions. Define the family of operators
K(s,t) € L(H, H) by the formula, with ® 4 p(t,s) defined
in (13),

K (s,t) == ®4,p(s,0)(Jo + P(to)) ' ®% p(t,0) (20)

min(s,t)
—|—/ @A,p(s,T)B(T)Nfl(T)B*(T)q)ZP(t,T)dT.

to

Then the space (M, ||-||%) defined by (16),(18) is a RKHS
associated with the kernel K .

Proof. Fix t € [to,T], we set

Yae(s) = K(s,t)z (21)

and define the functions x¢(s) and p,(s) for any s €
[to, t] by the equation

— Dty A (5)x4(s) = 0,

Xzt(t) = 2, (22)
— bt 1 (A%(s) + P(s)B(s)N "' (5)B*(5))p=(s) = 0,
p(t) = z, (23)
which means also
Xzt(8) = @4 (¢, s)z, (24)
pat(s) = % p(t,s)z. (25)

From (20) we can then write, denoting by 7 € R — 1,
the characteristic function of (—oo,t),

Yoi(s) = @4 p(s,0)(Jo + Plto)) ' pae(to)
4 [ (s VBN (0B ()pur() Ly,
to
and from the definition of ® 4

W=tl2) 4 (A(s) + B(s)N~}(5)B*(5)P(s))y=4(s)
= B(s)N""(s)B*(s)pze(s)1
yz¢(to) = (Jo + P(to))” 1pzt(t0

Define next

.p(s,7), we deduce that
!

(26)

s<t»

—(pzt(8) = Xzt(8)) Ls<s- (27)

We note that r,¢(+) is continuous. Combining (22) and

r.(8) =

We then introduce the function

q=¢(5) = P(8)y=¢(s) +r2e(s), (29)

whence

= P(t0)y=t(to) + Xzt(to) — (Jo + P(to))y=e(to)-

Using the relation (1) as well as (26),(28), we check easily
that the pair y.:(s), ¢.+(s) satisfies the system of forward
backward differential equations

WL 4 As)ye(s) + B(s)N () B (5)gz1(s)
= B(s)N "' (s) B (s)xz(s) Ls<ss
—A ) A% (5)gea(s) = M (s)yaa(s),
Joyzt(to) = xzt(to) — qze(to),  ¢=+(T) = 0.
We can now proceed with the proof that H is a RKHS
associated to the kernel K defined by (20). We have to

check the properties (14)-(15). The first property is clear
by (30). Indeed y..(-) belongs to H with control:
X

$) B (5)(qzt(8) — xzt(5)Ls<t),

the latter satisfying (17). Indeed, by (30), B(s)e[% +
A)yls)] = B(5)2B(s)N " (5)B* () (xee()Toct —
q:¢(s)). However B(s)®B(s) is precisely the projector on
Ker B(s) = Im B*(s) for the inner product (N(t)-,-),-
Consequently B(s)®B(s)N~1(s)B*(s) = N~1(s)B*(s).

It remains to prove (15). Take any y(-) € H, with H
defined in (16), then we have that

(y()7 yzt('))’;—[

T
2 wtto) Jopalto) s + [ V619,060 1

to

qzt (tO)

(30)

Uze(s )

- / (N(s)u(s), N=1() B (5)(got(5) — Xot(5)Tacr)) , s

to

T
— (y(to). Xs(to) — geulto)) g + / (M()yse(5), 4(s)) g ds

to

- / (B(s)u(5), got(5) — Xet(5)Tact) g s

to

) (y(t0), xat(to) — dae(to)) gy

+/T (_dllzlits(s) —|—A*(s)qzt(s),y(s)) ds

to H

T
_ / (le—(:) + A(s)y(s), qz¢(s) — th(s)]IKt)H ds.
to

Integrating by parts, recalling that x,¢(s) = ®% (¢, s)z by
(24), we obtain by applying the variation of constants
that

(23) we see easily that r,.(s) is the solution of the (W), y=(-) 5 to) Xzt(to)) g
equation
T — * + B XZ dS
s (A°(5) 4 PS)B(s)N () B (5))ra(s) s oD
= P(s)B(s)N " (8)B* (5)xt(5) Loz, (28) (W(D).2)y
ra(T) =0, which completes the proof of (14) and of the theorem. [
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D. Decomposition of the kernel into null-control and null-
initial condition

From now on, we denote H by Hg. Equation (20)
induces us to split the kernel K into

K(s,t) = K%s,t) + K'(s,1) (31)

with
K°(s,t) == @4 p(s,0)(Jo + P(tg)) " ®% p(t,0),
Kl(s,t) :=

min(s,t)
/ B4 p(3,7)B(r)N "} (1) B* (1) p(t,7)dr.

to

(32)

We will see in Section IV-B that K is instrumental for
the LQR. If we define ¢%,(s) = K(s,t)z, then we can
check that the pair €2,(s), n%(s) is the solution of the
system

T+ A()€0(5) +

_ dngt (s)
ds

B(s)N~'(s)B*(s) n2,(s) = 0,
+ A (s)12,(s) = M(5)€2(s),

&24(to) = —n2y(to) + pau(to).
with 7% (s) = P(s)&%(s). Similarly, setting ¢1,(s) =

K'(s,t)z, we have the relations

240 4 A()EL(s) + Bs)N () B (5) mky(s)

= B(S)N_l(S)B*(S)th(s)]lsq,
—I) A% (s)nly(s) = M (s)Eb(s),
24(t0) =0, 1L, (T) =0.
and nl,(s) = P(s)&L,(s) + r.:(s). We have also
y=1(s) = £24(s) + E1,(s), (33)
q=1(8) = 02 (s) + nly(s).

Consider the Hilbert subspace of Hj; of functions with
initial value equal to 0, namely

Hic = {y() |G + Ay (t) = B(t)u(t), y(to) =0,

with u(-) € L2(to, T;U)}.  (34)

equipped with the same norm |||3, defined in (18).
Then we claim

Proposition 1. The Hilbert space HL is a RKHS asso-
ciated with the operator-valued kernel K1(s,t).

Proof. The proof is similar to the one of Theorem 1 for H
and K. Therefore, we can use the notation Hk = Hx:.
Note that we can write

Hi = Ho% ©Hi (35)
where
Hie = {y() | % + At)y(t) = 0} (36)
[
Conversely we do not have HY% = H o, since for y(-) €
M
( gt(')vy('))HK 7é (y(t)vz)H'

This discrepancy between subspaces can be made more
explicit by studying their projections.

E. Projections on subspaces

We have the property

Proposition 2. The projection of K(-,
K(t)z.

Proof. We need to check that
(K(7t)zay())HK = (Kl(vt)zay())H

This is equivalent to proving that, for all y(-) € Hx,

( 2t()7y())H = (K°(,t)z,y(- )) = 0. The latter is
checked easﬂy with techniques already used. O

t)z on Hpr is

K Vy(-) € Hir.

We want also to find the projection of K (-,¢)z on H%.
Let w(t) € L(H, H) be the solution of the linear equation

— G AT DT(E) + ()G + A)e(1) =
for all ¢(+) such that d“” + A(t)p(t) €
U(t) = 7T(lt) (t), =(T) =

Note that if M(-) =0, then P(-) =0 and 7(-) = 0. We
have the following result

(to,T H),

Proposition 3. The projection of K(-,t)z on H$ is

D4(-,0)(Jo + m(to) )~ @% (L, 0)z.

Proof. Recall that, by definition (24), x.:(s) = ®%(t,s)z
for s < t. We claim that the projection of K(-,t)z is
®4(+,0)(Jo + m(to)) " xze(to)- Let ((-) be the projection
of K(-,t)z on H} . We have

L+ A(s)C(s) =0, ((to) = Co,

and the problem is to find (3. The projection has to
satisfy the optimality condition

02,5 Dage = (€YD a s

Since the trajectories of HY have null control, we obtain
after an integration by parts, since ¢,¢(T) = 0, that

(K(8)2,9())y,
= (th(tO) - qzt(tO)a y(tO))H
T
[ 0165 ds
= (th(to) - ta(to)a y(to))H
T
+ /t (—dqzits(s) + A*(s)qzt(s),y(s)>H ds
= (Xzt(to) — q=¢(t0), y(to)) g
T
[ ()

— (xalto) y(to)) s

(K(- Vy(-) € HY.
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On the other hand, we have also

(CC)y( ), = (JoC(to)s y(to))
T
+ / (M(5)C(s), y(5)) g ds.

to

If we introduce 7(s), solution of
—GE A (s)(s) = M(s)C(s), 0(T) =0,

we obtain the relation

(€0 y( ), = (JoC(to), y(to)) g + (n(to), y(to)) g -

The optimality condition reduces to

(x=t(t0)sy0) g = (JoC(to),yo) g + (n(t0), vo) i » Yo € H.

Therefore we obtain

JoGo = Xzt(to) — n(to).

However, we can check easily that n(s) = m(s)((s).
Therefore (o = (Jo + 7(to)) " tx2¢(to) which yields the
result. O

F. Ezxample of heat equation with distributed control

As discussed above, we here focus on bounded B(-) €
L> and parabolic equations (unbounded/hyperbolic
would require a few changes). Take V = H!(R% R),
H = L*(R%R), A(-) = —A and B(:) = Idy, then the
heat equation with distributed control writes as

& = Ay(t) +u(t),

This equation can sketchily describe a microwave oven
(local heating) in a refrigerator (global cooling), mak-
ing the operators time-dependent would account for a
turntable. As objective, let us take Jy = Aldyg with
A >0, M(-) = 0 and N(-) = Idy, thus P(-) = 0,
and ®4 p(t,s) = ®a(t,s). In this well-known context,
the (integral) operator ®4(t,s) = e~ A=) is merely the
heat semi-group associated to the heat kernel, for ¢ > s,

y(to) = yo € H. (38)

) =l
k(t—s,2,y) = ————Fe 4=,

(4t — s))2

Using that A is self-adjoint and the known expression of
the Fourier transform of a normalized Gaussian, one can
show that fozs k(r,z,y)dr = k(s%, z,y) and consequently
that, for t > s, K'(s,t) = 3| 025 e~ A7dr] o e=At=9) s a
kernel integral operator with kernel k(t — s + s, z,y)/2.
On the other hand K°(s,t) = e=A(¢+5) /X has for kernel
k(t + s,z,y)/A. This allows for explicit handling of the
kernel K in applied cases with various objective func-
tions, as considered in the next section.

IV. SOLVING CONTROL PROBLEMS

In this section, we return to optimal control problems,
first with only a differentiable terminal cost, of which the
LQR is a special case, and then for more general objective
functions.

A. Final nonlinear term - Mayer problem

We consider the dynamic system
W+ A(t)y(t) = B(t)u(?),
We want to find the pair yo,u(-) in order to minimize
J(u(-),90) = g(y(T)) + 5 (y(to), Joy(t0))

T
1 / [(MO)y(8), y(0) 5+ (N (Eut), u(t)), ],
0 (40)

y(to) =yo-  (39)

where h — g(h) is a Gateaux differentiable function on
H. Using the norm ||-||3, defined in (18), this problem
can be formulated as minimizing a functional on Hp,
namely

T(y() = g(T)) + 3lly() 3 -

If §(-) is a minimizer, it satisfies the Euler equation
(Dg((T)),C(T) g + (@) (), =0, V() € H;(<. :
42
But we may write by the reproducing property (15)
(Dg(9(T)), ¢(T) g = (K(, T)Dg(9(T), C(-)) 3,

and (42) yields immediately the equation for §(-)

K(T)Dg(§(T)) + () = 0.
B. Recovering the standard solution of the LQR

We can now go back to the standard LQR problem
(2)-(3), where the initial state yp is known. The state
y(+) can be written as follows

(41)

(43)

y(s) = Pa(s,0)yo + ((s)

where ((+) satisfies

(44)

& 4 A(s)C(s) = B(s)u(s), C((to) =0.

Therefore ((-) € H1. We write yo(s) = P4(s,0)yo. The
cost (3) becomes

T
J(u()) = / (M (1) (1), yo(1))

to

" / (M()C(1), C(1)) dt

T
2 [0 Oy di+ [ (N, u), dt

to to

The problem amounts to minimizing

T
J(C('))=IIC(')II%K+2/t (M(#)yo(t), C(£)) gy dt, (45)

on the Hilbert space Hx1. The functional J({(-)) can
also be written as

T
TCE) = 16O Z +2 <<<~>, / K1<',t>M<t>yo<t>dt> ,
(46)
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and the minimizer is obtained immediately by the for-
mula

. T
Es) = — / K'(s,)M(yo(t)dt.  (47)

Using the second formula (32) we write

0 0

x BY(1)® p(t, 7)d7| M(t)yo(t)dt

- / (s, ) BN (1) B (1)

0

o~

P
VA

NG
I

T
x ( / B, p(t,7) M (t)yo(t)dt ) dr.

One checks easily that

T
/ % p(t, )M (0)yo(t)dt = P(r)yo(r).

Therefore ((s) satisfies

L) (A(s) + BN (3)B" (5)P())C(5)
= —B(s)N~'(s)B*(s)P(s)yo(s).
and y(s) = yo(s) + ((s) satisfies

B4 (A(s)+B(s)N "1 (5)B*(s)P(s))y(s) = 0,

y(to) = 07

(48)
which coincides with the evolution equation (11)-(12) of
the optimal state for problem (2)-(3).

C. More general objectives: state constraints and inter-
mediary points

More generally, within the same framework, for any
collection of time points (t,)N_; € [to, T]", we can tackle
objectives of the form

T () = L(y(tn)Inzr, [ I3,)

for a given extended-valued function L : HY x [0, +o00] —
R U {+0o0}. Notably the LQR problem (3) with termi-
nal cost is a special case of (49). Moreover (49) can
incorporate indicator functions of constraints sets over
y(-), and thus handle a finite number state constraints,
beside a terminal constraint as considered in [15]. For an
infinite number of state constraints, e.g. holding on the
whole time interval [to, T], one can extend the technique
of [1]. Indeed, owing to our rewriting of optimal control
problems with operator-valued kernels, we have access to
“representer theorems® such as:

Theorem 2 (Theorem 4.2, [6]). If for every z € HY the
function h : £ € Ry — L(z,8) € Ry U {+o0} is strictly
increasing and §(-) € Hx minimizes the functional (49),
then §(-) = Zi:;l K(-,ty)zn for some {zn}gzl CH.In
addition, if L is strictly convex, the minimizer is unique.

(49)

Theorem 2 can be seen as a generalization of (42),
whereas (43) characterizes the optimal zp = Dg(§(T)).

CONCLUSION

Through Theorem 1, we have improved upon [1],
proposing a more concise formula for the LQ kernel and
extending the setting to the control of infinite dimen-
sional linear systems. Curiously, this type of connection
between control theory and kernel methods is quite new
and we think that a lot can be done in this direction of
research, especially considered the growing interest for
the Koopman operator, see [16] for a recent review, or
for Model Predictive Control, see e.g. [17].
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