This is the accepted version of the following article: Diachek, E. & Brown-Schmidt, S. (2023). The
effect of disfluency on memory for what was said. Journal of Experimental Psychology: Learning,
Memory, and Cognition, 49(8), 1306-1324, which has been published in final form at

https://doi.org/10.1037/xIm0001156

The Effect of Disfluency on Memory for What was Said

Evgeniia Diachek

Sarah Brown-Schmidt

Vanderbilt University

Corresponding Author:

Evgeniia Diachek

Vanderbilt University Department of Psychology and Human Development
230 Appleton Place - Nashville, TN 37203, USA

857-265-4471

evgeniia.diachek@vanderbilt.edu


https://psycnet.apa.org/doi/10.1037/xlm0001156

Disfluencies and Memory

Abstract

Disfluencies such as pauses, ums and uhs are common interruptions in the speech stream.
Previous work probing memory for disfluent speech shows memory benefits for disfluent
compared to fluent materials. Complementary evidence from studies of language production
and comprehension have been argued to show that different disfluency types appear in distinct
contexts and as a result serve as a meaningful cue. If the disfluency-memory boost is a result of
sensitivity to these form-meaning mappings, forms of disfluency that cue new upcoming
information (fillers and pauses) may produce a stronger memory boost, compared to forms
which reflect speaker difficulty (repetitions). If the disfluency-memory boost is simply due to the
attentional-orienting properties of a disruption to fluent speech, different disfluency forms may
produce similar memory benefit. Experiments 1 and 2 compare the relative mnemonic benefit of
three types of disfluent interruptions. Experiments 3 and 4 examine the scope of the disfluency-
memory boost to probe its cognitive underpinnings. Across the four experiments, we observed a
disfluency-memory boost for three types of disfluency that were tested. This boost was local and
position-dependent, only manifesting when the disfluency immediately preceded a critical
memory probe word at the end of the sentence. Our findings reveal a short-lived disfluency-
memory boost that manifests at the end of the sentence but is evoked by multiple types of
disfluent forms, consistent with the idea that disfluencies bring attentional focus to immediately
upcoming material. The downstream consequence of this localized memory benefit is better

understanding and encoding of the speaker’s message.
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Introduction

Disfluencies, or interruptions in the fluent speech stream, are prevalent in spontaneous speech,
occurring ~4-10 times per 100 spoken words (Branigan, Lickley, & McKelvie, 1999; Bortfeld et
al., 2001). The present research examines the impact of this common feature of every-day
language use on enduring representations of what was said. Patterns of disfluencies in speech
show that speakers tend to produce different types of disfluencies in different contexts (Bortfield
et al., 2001; Shriberg, 1996). For example, in a naturalistic language production study,

Fraundorf and Watson (2014) found that repetitions (e.g., Alice doesn’t think that cats that cats

can grin) tend to be used when the spoken material has already been planned and articulated.
On the other hand, pauses (e.g., She notices ... a small ... box that says “EAT ME”) and fillers
(e.g., She grabs the fan and uh one pair of gloves) are used in the planning of a new message
before the articulation of that new message has begun. Other research examining patterns of
different disfluency types in naturalistic speech revealed converging evidence that fillers and
silent pauses tend to occur between units of language planning. For example, Clark and Fox
Tree (2002) found that fillers were more likely to occur between sentence boundaries (i.e., prior
to large new chunks of information) as opposed to within sentence boundaries. In the case of
silent pauses, Butterworth (1980) found that hesitations in the form of silent pauses in
spontaneous speech coincided with the clause boundaries in the transcripts of speech. Taken
together, if different forms of disfluency are used in different contexts, this raises the possibility
that different forms of disfluency cue different meanings (Arnold et al., 2004; Arnold et al., 2003;
Arnold et al., 2007; Bosker et al., 2019; Clark & Fox Tree, 2002; Fox Tree & Clark, 1997; Corley,
MacGregor, & Donaldson, 2007; Fox Tree, 2001; Grosman, 2015; Walker, Risko, & Kingstone,
2014; Watanabe et al., 2008), and therefore act as a potential source of information to guide

language understanding.
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Complementary work in language comprehension shows that while listeners may not remember
having heard a disfluency (Bard & Lickey, 1997), disfluencies inform language processing both
on- and offline (Fox Tree, 1991, 1995; Bailey & Ferreira, 2003; Corley & Stewart, 2008). For
example, Bailey and Ferreira (2003) presented participants with temporarily ambiguous garden-
path sentences which contained disfluencies either before or after an ambiguous noun phrase.
The results indicated that when the disfluency occurred immediately before an ambiguous noun
phrase, listeners were more likely to interpret the noun phrase as the start of a new clause,
preventing the garden path interpretation and improving grammaticality ratings. In addition to
shaping grammatical processing, disfluencies also affect word recognition: Fox Tree (1991)
examined the effect of fillers (ums and uhs) on recognition of the subsequent word. Participants
were presented with a word probe followed by an auditory sentence that contained a disfluency.
Participants were instructed to press a button when they heard the target word. The results
indicated that recognition of a word was faster if it was preceded by uh (no such benefit was
observed for words preceded by um, possibly because um is associated with longer delays in
speech). Converging behavioral and electrophysiological evidence indicates that disfluencies
can help listeners predict or recognize upcoming information (Arnold et al., 2004), reduce
surprisal for unpredictable words (Corley et al., 2007), facilitate lexical access (Fox Tree, 1995),
direct attention to unfamiliar objects (Arnold et al., 2007), shape inferences about the speaker’s
metacognitive states (Brennan & Williams, 1995) and influence hiring recommendations (Brosy,
Bangerter, & Mayor, 2016). Together, these studies suggest that disfluencies offer a meaningful
cue about upcoming information (such as whether it is unpredictable or new) and by doing so,

can guide predictive language processing.

Indeed, some prior work shows that listeners track the distributional properties of disfluencies in
speech and later, utilize this knowledge during language processing. For example, Bosker et al.

(2019) presented participants with spoken passages with either a typical distribution of
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disfluencies (uhs before low-frequency words) or an atypical distribution (uhs before high-
frequency words). They found that listeners increased their anticipatory fixations either on the
low-frequency or high-frequency words depending on which distribution they were exposed to.
These findings suggest that listeners track and update the distribution of disfluencies in natural
speech, and that this distributional information subsequently modulates predictive processes
during language comprehension. In contrast, across multiple experiments, Karimi, Brothers, and
Ferreira (2019) collected judgements of sentence naturalness and sentence continuations for
the stimuli that contained phonological and semantic repairs following either disfluency or focus
constructions. They found that participants preferred phonological repairs following disfluency
(e.g., @a hammer, uh | mean a hammock), but semantic repairs following focus constructions
(e.g., not the hammer but the nail...). Interestingly, in two eye-tracking studies of online
language processing reported in the same paper, the authors found that participants did not use
this information to guide their real-time predictions. These findings indicate that even when
listeners possess the knowledge about the distributional properties of disfluencies, they do not
necessarily use it to adjust their predictions in language comprehension. While it is not clear
under which circumstances listeners do use the knowledge of distributional regularities to
modulate their predictions during language processing, together, these studies indicate that
listeners sometimes track and represent knowledge about the distribution of disfluencies in

natural speech.

In addition to playing a role in online language processing, preliminary evidence also suggests
that disfluencies impact memory for what was said (Corley et al., 2007; Fraundorf & Watson,
2011). For example, Fraundorf and Watson (2011) presented participants with spoken
passages that were fluent, or that contained disfluencies prior to some (but not all) critical plot
points. They found that participants recalled the gist of significantly more plot points when the

passage contained disfluent fillers (ums and uhs), compared to fluent passages. A control
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condition in which the passages contained coughs resulted in worse memory, indicating that the
disfluency-memory boost was not simply due to the presence of an interruption. Even more
interesting is the following finding: the disfluency increased memory for all plot points — not just
the ones preceded by disfluency, suggesting that the disfluency boost spreads to improve

memory for the gist of the entire narrative.

In addition to boosting memory for the gist of a story, disfluency also appears to boost memory
for individual words in sentences. In one line of research, participants were presented with a
series of unrelated sentences, some of which contained disfluencies (e.g., Everyone’s got bad
habits and mine is biting my, er, nails). A recognition memory test followed and probed memory
for the words that were immediately preceded by disfluency (e.g., “nails”). The results revealed
a clear memory benefit for words preceded by fillers (Corley et al., 2007), and words preceded
by a pause (MacGregor, Donaldson, & Corley, 2010). However, in a separate study, no
mnemonic advantage was observed for words preceded by a disfluent repetition (MacGregor,
Corley, & Donaldson, 2009). Together, these studies point to the possibility that different
disfluency types have different effects on enduring memories. However, these studies did not
provide a direct comparison of the different memory benefits for different disfluency types,
leaving multiple open questions regarding the cognitive underpinnings that guide the disfluency-

memory boost.

We note that in at least one prior study, which examined the effect of speech rate and disfluent
repetitions on memory, Donahue, Schoepfer, and Lickley (2017) found that recall for passages
that contained disfluencies was significantly worse compared to fluent passages. The
contrasting findings may owe to the fact that they manipulated the materials in a way that
resembled stuttering, which might be interpreted differently by listeners than other disfluent

repetitions or restarts.
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Attention, Memory, and Disfluency

The underlying cognitive mechanism that links disfluencies and enhanced memory remains
poorly characterized in the literature. One mechanism we can consider and rule out relates to
the fact that disfluent words are inherently distinct in the speech stream. It is true that primary
distinctiveness (von Restorff, 1933) enhances attention. However, distinctiveness focuses
attention on the deviant stimulus, improving memory (von Restorff, 1933), speeding recognition
(Dalton & Lavie, 2004), and changing the real-time processing of that stimulus in a way that is
linked to subsequent memory benefits (Fabiani, Karis, & Donchin, 1986). Following this logic, if
the disfluency itself captures attention, it should also create an attentional blink for the
subsequent stimulus (Collard et al., 2008; Shapiro, Arnell, & Raymond, 1997). In fact, in studies
of auditory attentional capture, Dalton and Lavie (2004) demonstrated that irrelevant feature
singletons captured attention and were associated with behavioral costs as participants
searched for a target auditory stimulus. They concluded that auditory attentional capture occurs
in the presence of unique perceptual objects because they are acoustically distinct from the
background noises and, as a result, might indicate an important change in the environment. If
disfluencies capture auditory attention in the same way as auditory oddballs, this would predict
that disfluency would impair recognition of and memory for the following material. The fact that
previous studies examining the effect of disfluency on memory report the opposite pattern points
to a different mechanism. Indeed, neurophysiological evidence shows that the ERP components
typically elicited by oddball stimuli — the mismatch negativity (MNN) and P300 — are reduced
(rather than enhanced) following disfluency, offering clear evidence against the idea that

disfluency creates an attentional blink (Collard et al., 2008).

Here we consider two alternative explanations of the disfluency-related memory boost. The first

possibility is that disfluency simply orients auditory attention (Addleman & Jiang, 2019) to the
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speech stream. Unlike attention capture — a phenomenon when attention diverts from the
primary cue by an irrelevant or unexpected event -- attention orienting, on the contrary,
improves accuracy and speeds up reaction times in response to perceptual cues (Posner, 1980;
Posner & Petersen, 1990; Posner, Snyder, & Davidson, 1980). Indeed, attentional capture and
attentional orienting have been classified as two distinct types of attention shifts with the former
belonging to high-level abilities, and the latter — to low level abilities (James, 1890). More
evidence suggesting that disfluency might orient but not capture attention was offered by the
study from Fraundorf and Watson (2011). The authors found that disfluency improved memory
for spoken passages even when it appeared in unpredictive or atypical locations. They ruled out
the hypothesis that listeners predict upcoming information using their knowledge about the
distributional properties of disfluencies and concluded that disfluencies simply orient attention to
the upcoming linguistic material. If so, the disfluency may act as a type of auditory orienting cue
(Collard et al., 2008; also see Quinlan & Bailey, 1995; Spence & Driver, 1994) that for a period
of time directs attention to the unfolding auditory stimulus. Under this attentional-orienting view,
disfluency enhances attention to the upcoming word, resulting in improved perception and
encoding of that word into memory (see Gazzaley & Nobre, 2012). Consistent with the idea that
disfluency enhances attention to immediately following words are findings of enhanced
recognition for words immediately following disfluency (Fox Tree, 2001; Corley & Hartsuiker,
2011). Given that spoken words are better remembered when attended (Christensen et al.,
2012; Wallace et al., 2001; Bentin, Kutas & Hillyard, 1995), the downstream consequence of
directed attention and enhanced word recognition, then, may be the subsequent memory boost

for words following disfluency.

An alternative possibility is that listeners track the distributional properties of disfluencies,
learning where they are likely to occur in speech, and then use this distributional knowledge of

form-meaning mappings as a cue to guide expectations about the unfolding speech stream.
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Recall that Fraundorf and Watson (2014) found that different disfluency types occur in different
contexts, suggesting that they might be used by listeners as a cue to upcoming meanings.
Indeed, previous research shows that listeners are sensitive to statistical regularities in the
linguistic input, shaping expectations about upcoming material (e.g., Altmann & Kamide, 1999;
Ryskin et al., 2017). Further, listeners are sensitive to the distributional properties of disfluencies
(Bosker et al., 2019; Karimi et al., 2019). Potentially consistent with this meaning-based account
of the disfluency-memory boost is work reporting memory benefits for disfluent fillers and
pauses (Corley et al., 2007; MacGregor et al., 2010), but not disfluent repetitions (MacGregor et
al., 2009). Taken together, it is plausible that listeners recognize disfluent pauses and fillers to
be a cue that new information is upcoming. Under this meaning-based view, when the listener
hears a filler or pause, these form-meaning mappings cue the listener that new information is
upcoming, supporting processing and encoding of this information. The downstream

consequence of such improved encoding is better memory.

Present Research

The present research probes the basis and scope of the memory boost associated with disfluent
speech. While prior work reports a memory benefit for disfluent fillers and pauses (Corley et al.,
2007; MacGregor et al., 2010; Fraundorf & Watson, 2011), but no such benefit for disfluent
repetitions (MacGregor et al., 2009), to our knowledge, the mnemonic advantages of the three
disfluency types have yet to be directly compared in a well-powered study. Additionally, the
cognitive mechanism that drives this disfluency-related memory boost remains debated in the
literature. Here, we consider two competing hypotheses to explain the disfluency-memory boost.
According to the attentional-orienting account, disfluency orients attention to the upcoming
speech stream, improving recognition of subsequent words, and consequently, boosting
memory for them. Alternatively, according to the meaning-based account, different disfluency

types are associated with different meanings based on their distributional properties in language
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production and as a result, have differential processing and mnemonic benefits. To test these
hypotheses, we conducted two experiments. In Experiment 1 we directly compare three types of
disfluency: fillers (her um leg), disfluent pauses (her ... leg), and disfluent repetitions (her ... her
leg). If the mnemonic benefits are meaning-based, we expect to find better recognition memory
for fillers and pauses compared to disfluent repetitions since these two types of disfluency are
associated with new information, whereas repetition-type disfluencies are not associated with
new information. If disfluency simply orients attention to the upcoming speech, all three types of
disfluency would be expected to boost memory for the words that follow. Experiment 2 was a

pre-registered direct replication of Experiment 1.

A related question concerns how long or at what grain size the disfluency-memory boost
operates. Previous studies examining attentional orienting found that this effect is transient,
dissolving rapidly after the stimulus onset (Muller & Rabbitt, 1989; Nakayama & Mackeben,
1989; Spence & Driver, 1994; Mulckhuyse & Theeuwes 2010). If attentional orienting is the
mechanism underlying the disfluency-related memory boost, it should be short lived. In
Experiment 3, we therefore probe the scope of the disfluency-memory boost by manipulating
where in the sentence the disfluency is placed. While studies probing word-level memory have
demonstrated highly local effects, whereby disfluency boosts memory for the immediately
following word (Corley et al., 2007; MacGregor et al., 2010), studies probing gist memory for
plot points (Fraundorf & Watson, 2011) find a general memory boost throughout the story. Thus,
whether disfluencies boost memory for words in sentences regardless of where disfluency
occurs in the sentence, remains an open question. Finally, Experiment 4 evaluates if the
magnitude of the disfluency-related memory boost is equivalent across multiple positions in the
sentence. According to findings from Fraundorf and Watson (2011), disfluency improves
memory for linguistic content regardless of its position, suggesting that the disfluency memory

boost can occur at any place in the sentence. Simultaneously, the serial position effect
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documents increased memorability of the list-initial and list-final words (Deese & Kaufman,
1957; Murdock, 1962) suggesting that the position of disfluency in the sentence might modulate

the memory boost effect.

Experiment 1

Methods

Participants. To determine our target sample size, we conducted a power analysis using
G*Power (Faul et al., 2007) to replicate the disfluency-memory boost reported in Corley et al.
(2007) with at least 95% power. According to the analysis, our target sample size was 100
participants’. A total of 110 participants were recruited on Amazon Mechanical Turk through the
research platform FindingFive (FindingFive Team, 2019). Criteria for participation were: >95%
acceptance rate and participating in the US. Participants received $4 for the experiment which
took ~30 minutes to complete. We oversampled in order to get an equal number of participants
across the experimental lists (see below for details about the lists). At the beginning of the
experiment, we collected basic demographic information (native language, gender, age). All
participants reported themselves as native speakers of English. 8 participants failed to answer
sound and / or comprehension questions correctly and were excluded from final analysis,
leaving 102 participants (50 female; mean age 36.1; range 21-62). Informed consent was

obtained in accordance with the Vanderbilt University IRB guidelines.

' To determine the target sample size, the reported effect size for the disfluency-memory boost (n2
= 0.031) was converted to Cohen’s d=0.3577; to achieve 95% power with a dependent-samples t-
test at alpha=.05 would require N=86 (one-tailed), and N=104 (two-tailed). Note that because a
different analytic technique is used in the present research (mixed-effects models on trial-level data)
as compared to ANOVA, this is only a rough estimate.
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Materials. The corresponding author of the paper by Corley et al. (2007) kindly provided the
written materials from their Experiment, which we used to record our auditory stimuli. In their
study, Corley and colleagues were interested in the effects of disfluency and predictability on
the ERP components, so their stimulus set included sentences with predictable (mean close
probability 0.84 as reported in Corley et al., 2007) and unpredictable (mean close probability 0)
final words. Our materials included 160 unique sentences that used only the predictable final
words (as memory for unpredictable words was not one of our research questions). Because
the original study was conducted in the United Kingdom, we slightly changed the stimuli by
substituting some words to follow American Standard English (e.g., holiday -> vacation,
fashions -> trends). In addition, in the original stimuli, three words were repeated in the final
position. We slightly altered these three sentences so that the final word in each sentence was
unique and only appeared in the final position once. We created 4 versions of each sentence
(fluent, disfluent with a filler (um), disfluent with a pause, disfluent with a repetition) resulting in
640 sentence versions (Table 1). We created eight experimental lists that counterbalanced
sentences across conditions using a modified Latin square design. Each list contained 80
sentences, 20 in each of the four experimental conditions. Each participant was randomly

assigned to a single experimental list (~13 participants per list).

The auditory stimuli were recorded by a female research assistant with a North American accent
of English. Fluent and disfluent sentences were recorded at a natural speaking rate?. The
research assistant was instructed to record the sentences to sound as natural as possible.
Following Corley et al. (2007), Collard et al. (2008), MacGregor et al. (2009), and MacGregor et
al. (2010), the disfluencies always preceded the final word of the sentence, which was used as

the memory probe word.

2 A sample of 20 sentences indicated that the speech rate was, on average, 198.45 words per
minute (standard deviation = 35.88).

12
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Table 1. Example Stimulus Set for Experiment 1. The probe word is the final word of each

sentence (e.g., “leg”).

Condition Sentence

Fluent My sister had a skiing accident and she broke her leg
Filler My sister had a skiing accident and she broke her um leg
Pause My sister had a skiing accident and she broke her ... leg

Repetition My sister had a skiing accident and she broke her her leg

Procedure. At the beginning of the experiment, participants also completed five audio check
questions to ensure that their headphones worked properly and were set to a comfortable
volume. For each of the five audio check questions, participants heard one word and were
asked to type it out. There were two phases of the experiment. In the first phase, participants
listened to 80 fluent and disfluent audio sentences. Once the participant began listening to a
given sentence, they could only advance to the next listening trial once the current sentence
had finished playing. Participants also had to answer 8 comprehension questions about the
sentences but not about the probe word. These questions appeared in random locations
throughout the first phase of the experiment and were used to ensure that participants were
paying attention to the stimuli. Participants were instructed that they needed to answer at least
85% of the questions correctly. Phase 1 lasted approximately 15-20 minutes; immediately after
Phase 1, participants began Phase 2 which was a surprise recognition memory test.
Participants viewed 160 visual word probes in a random order, one word at a time. Half of the
words had appeared in the first phase of the study, and half were new (80 old + 80 new). Old
and new probes were counterbalanced across the experimental lists. New probes were the last
words in the other half of the experimental sentences (i.e., ones that were not presented to
participants on the current list). All memory probes were unique, meaning that, across all stimuli,
each probe occurred in the final position only once. Participants were asked to click to indicate

whether the probe word was old (present in the sentences they just heard), or new.
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Predictions

If disfluencies are in fact a type of cue to meaning (Clark & Fox Tree, 2002), the probabilistic link
between new information and disfluent pauses and fillers may result in improved encoding and
better memory for words preceded by pauses and fillers compared to repetitions. Alternatively, if
the disfluency-related memory boost is simply due to the fact that it orients attentions to the
upcoming speech stream (Collard et al., 2008), the disfluency-related memory boost may be
observed for any type of disfluent interruption, regardless of its probabilistic link to upcoming

meanings.

Results

We used a signal-detection theoretic mixed-effects analysis (Wright, Horry, & Skagerberg,
2009) for the response data. We fit a logistic mixed effect regression model to the participants'
old-new responses, with item status (whether the item was actually old vs. new) as a factor, and
then for old items, the presence and type of disfluency as predictors. These fixed effects were
coded using orthogonal Helmert contrasts (Table 2). The model included random intercepts and
slopes for the memory and disfluency effects by subject and item. We started the model
selection procedure with a maximal random effects structure following the recommendations by
Barr et al. (2013). However, the maximal random effects model resulted in convergence failure,
so we removed random slopes starting with the ones that explained the least amount of
variance until the model converged successfully. The analyses were performed in R (R Core
Team, 2020) through the RStudio interface (RStudio Team, 2018) using the “Ime4” (Bates et al.,

2015) package.

Table 2. Experiment 1 memory results: Mixed effect model with item status (old vs. new) and

type of disfluency as fixed effects. The dependent measure is binary - whether the participant
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responded "old" or "new" on the memory test. Values in bold indicate significant results at an

alpha level of .05.

response ~ 1 + memory + disfluency + disfluency.type + fillers.vs.pauses + (1+ memory +

disfluency | participant) + (1+ memory + disfluency | item)

Fixed Effects Estimate SE z-value p-value

Intercept -0.14 0.1 -1.19 0.23

Memory effect
(old (fluent, filler, pause, repetition) = each 0.5, new = - 15
0.5) 1.34 0.12 11.51 <10
Disfluency effect
(new = -0.125, fluent = -0.625, filler, pause, repetition = 5
each 0.375) 0.35 0.07 4.82 <10
Disfluency type effect
(new = -0.0625, fluent = -0.0625, filler, pause = 0.4375,

repetition = -0.5625) 0.18 0.06 2.84 < 0.001
Fillers vs. pauses
(filler = 0.5, pause = -0.5) 0.06 0.07 0.77 0.44

Random Effects Variance St. Dev. Correlations
Item (Intercept) 0.62 0.79

Memory 1.01 1.00 -0.29

Disfluency 0.16 0.40 -0.13 -0.06
Participant (Intercept) 0.91 0.95

Memory 0.55 0.74 -0.30

Disfluency 0.06 0.24 0.16 0.35

The results of this analysis are reported in Table 2. A negative intercept term (b =-0.14, z = -
1.19, p=0.23) was due to a non-significant response bias to say “new” (coded as 0) rather than
“old” (coded as 1). A significant effect of item type (actually old vs. new), indicated successful
recognition of the old probe words (b=1.34, z=11.51, p<107®). In addition, we observed
significantly better recognition for probes from disfluent vs. fluent sentences (b=0.35, z=54.82,
p<10%), and better recognition for pauses and fillers vs. repetitions (b=0.18, z=2.84, p=0.004)

(Figure 1).
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Figure 1. Memory results for Experiment 1. Error bars represent by-subject SEM. Data points
represent mean accuracies for each participant. Means per condition are 56%, 61%, 64%, 64%

for fluent, repetitions, pauses, and fillers respectively.

-

o

o
°
@

® - oe o

® @ @00 @l L L STl

o © o0 ® ad® W ®
e

o
N
a

e®| o
oy
Se)

-- False Alarm Rate

Proportion of OLD responses
o
()]
(e

0.25
0.00-
Fluent Repetition Pause Filler
Disfluency type
Discussion

The results from Experiment 1 replicate previous findings that disfluencies improve memory for
linguistic material (Corley et al., 2007; MacGregor et al., 2010; Fraundorf & Watson, 2011). The
odds of correctly recognizing the memory probes were 1.42 times higher when preceded by
disfluency compared to fluent utterances. In addition, pauses and fillers resulted in a larger
memory boost compared to disfluent repetitions. The odds of correctly recognizing a probe
preceded by a filler or a pause were 1.20 times higher than if preceded by a repetition.
Compared to previous studies examining the effect of disfluency on memory (Corley et al.,
2007; MacGregor et al., 2009; MacGregor et al., 2010), we used a larger sample size, which
may have contributed to our ability to detect the relatively small effect of disfluency type (i.e., the
larger memory benefit for pauses and fillers vs. repetitions). However, given that (to our
knowledge), this is the first demonstration of this disfluency type effect, along with the fact that

the effect is small (64% correct recognitions for pauses, 64% - for fillers, 61% - for repetitions,
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vs. 56% for fluent utterances), prompted us to test the reproducibility of this finding in a direct

replication.

Experiment 2

The primary goal of Experiment 2 was to replicate the findings of Experiment 1.

Methods
Experiment 2 was a direct pre-registered replication of Experiment 1. The preregistration is

available on the Open Science Framework (link: https://osf.io/upkh2/).

Participants. To determine our target sample size, we conducted an a-priori power analysis
using data simulation package “simr” (Green & MacLeod, 2016) in R (R Core Team, 2020)
through the RStudio interface (RStudio Team, 2018) to replicate the effect of disfluency type
(pauses and fillers vs. repetitions, b = 0.12; odds ratio 1.13 to 1) on memory from Experiment 1
with at least 95% power (at an alpha level of 5%). According to the analysis, our target sample
size was 160 participants. A total of 161 participants (70 female; mean age 38.6; range 21-69)
were recruited on Amazon Mechanical Turk through the research platform FindingFive
(FindingFive Team, 2019). Criteria for participation specified in the pre-registration were: >95%
acceptance rate, participating in the US, and did not participate in Experiment 1. Participants
received $4 for ~30 minutes of participation. At the beginning of the experiment, we collected
basic demographic information (native language, gender, age). Nine participants reported
themselves as non-native speakers of English and were excluded from further analyses, as
specified in the pre-registration. An additional two participants failed to answer comprehension
questions with at least 85% accuracy and thus, were excluded from further analyses, as

specified in the pre-registration. To replace the excluded participants, we recruited additional 12
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participants, which resulted in oversampling by 1 participant. All participants included in the final

dataset reported themselves as native speakers of English.

Materials. Materials were identical to Experiment 1.

Procedure. Procedure was identical to Experiment 1.

Predictions

The results of Experiment 1 indicated a small but significant memory benefit for disfluent pauses
and fillers compared to repetitions. Experiment 2 is well powered to detect this effect, if it is in
fact as large as estimated in Experiment 1. Such finding would point to the meaning-based
hypothesis as driving the disfluency-memory boost. Alternatively, if the disfluency-related
memory boost is simply due to the fact that disfluency orients attention, all three types of

disfluency would be expected to produce a similar memory benefit.

Results

Frequentist analysis. The data were analyzed in the same way as in Experiment 1. We fit a
logistic mixed effect regression model, with the item status (actually old vs. actually new) as a
factor, and then for old items, the presence and type of disfluency as predictors, random
intercepts and slopes for memory and disfluency by subject and item, and the response (old vs.
new) as dependent. Random effects included by-subject and by-item intercepts, and random
slopes were included in the model if the model converged with them (for more details on model
specification see Experiment 1). The analyses were performed in R (R Core Team, 2020)

through the RStudio interface (RStudio Team, 2018) using “Ime4” (Bates et al., 2015) package.
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Table 3. Experiment 2 memory results: Mixed effect model with item status (old vs. new) and
type of disfluency as fixed effects. The dependent measure is binary - whether the participant

responded "old" or "new" on the memory test. Values in bold indicate significant results.

response ~ 1 + memory + disfluency + disfluency.type + fillers.vs.pauses + (1+ memory |

participant) + (1+ memory + disfluency | item)

Fixed Effects Estimate SE z-value p-value
Intercept -0.19 0.08 -2.26 0.02
Memory effect -15
(old = each 0.5, new = -0.5) 1.38 0.10 14.37 <10
Disfluency effect
(new = -0.125, fluent = -0.625, filler, pause, repetition = each 0.42 0.06 6.73 <1070
0.375)
Disfluency type effect
(new = -0.0625, fluent = -0.0625, filler, pause = each 0.4375, 0.05 0.05 0.90 0.37
repetition = -0.5625)
Fillers vs. pauses
(new, fluent, repetition = each 0, filler = 0.5, pause = -0.5) -0.04 0.06 -0.71 0.48
Random Effects Variance St Dev. Correlations
Item (Intercept) 0.29 0.54
Memory 0.84 0.92 0.31
Disfluency 0.26 0.51 -0.21 -0.30
Participant (Intercept) 0.75 0.87
Memory 0.47 0.68 -0.11

The results of this analysis are show in Table 3. A significant intercept term reflected a response
bias to say "new" (b=-0.19, z=-2.26, p=0.02) rather than “old”. In addition, we replicated the
finding that recognition of the critical words was significantly above chance (b=1.38, z=14.37,
p<107°), and the finding that words preceded by disfluency were more likely to be correctly
recognized (b=0.42, z = 6.73, p<10-'%) (Figure 2). Surprisingly, however, words preceded by
pauses and fillers were not significantly better recognized than those preceded by repetitions
(b=0.05, z=0.90, p=0.37), thus failing to replicate the disfluency type effect observed in

Experiment 1.
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Figure 2. Memory results for Experiment 2. Error bars represent by-subject SEM. Data points
represent mean accuracies for each participant. Means by condition are 55%, 62%, 64%, 63%

for fluent, repetitions, pauses, and fillers respectively.
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Combined analysis. We conducted an additional frequentist analysis on the combined data from
Experiments 1-2. We fit a logistic mixed effect regression model to the participants' old-new
responses, with item status (whether the item was actually old vs. new) as a factor, and then for
old items, the presence and type of disfluency as predictors. Random effects included by-
subject and by-item intercepts, and random slopes were included in the model if the model
converged with them (for more details on model specification see Experiment 1). A combined
frequentist analysis of Experiments 1-2 yielded significant effects of memory (b = 1.12, z =
19.67, p < 107"%) and disfluency (b = 0.29, z = 7.61, p < 10™'3). Importantly, the analysis
additionally revealed a significant form-specific effect (b = 0.06, z = 2.12, p = 0.03), but the
estimated effect size was small and impractical to pursue: it would require 300 participants to
achieve only 65% power at alpha = .05 in a replication attempt. Further, a power analysis based

on the combined data across the two studies indicates that Experiment 1 (N=102) only had
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~26.2% power to detect the form-specific effect, indicating that Experiment 1 was underpowered
to detect the effect, if it in fact exists (see relevant discussion in Simonsohn, 2015 and
Simonsohn, Nelson, & Simmons, 2014). Finally, the sample size from the combined datasets
from Experiments 1-2 was relatively large (n = 263). A large sample size in frequentist analyses
can lead to the Meehl’'s paradox (Meehl, 1967, 1997) — a phenomenon when it is easier to

confirm than to disconfirm a hypothesis as a result of the increased estimation precision.

Bayesian analysis. To overcome potentially inconclusive results associated with an increased
sample size, we conducted a post-hoc Bayesian multilevel analysis to estimate the amount of
evidence for the null model without disfluency type as a fixed effect against the alternative
model with the effect of disfluency type. The analysis was conducted in R (R Core Team, 2020)
through the RStudio interface (RStudio Team, 2018) using the “brms” package (Burkner, 2017).
For each parameter as well as the intercept, we used normal priors with the mean of 0 and
standard deviation of 1, and for the random effects - default priors. We used the MCMC
estimation algorithm with 4 Markov chains and 10,000 iterations per chain (2,000 iterations for
the warmup). Both models converged as indicated by the r hat statistic values all equal to 1. The
prior and posterior predictive checks indicated good model fit and are available on the project
OSF page. The model comparison estimated the Bayes factor in favor of the null model
compared to the alternative model to be equal to 2.31. In other words, the data are only 0.43
times more likely under the alternative model with the disfluency type as a fixed effect compared

to the null model without the effect of disfluency type.

To further explore the evidence for and against the null hypothesis, we used an alternative
approach to assess the null value of the disfluency type parameter with the Bayesian posterior
distribution. More specifically, we tested the region of practical equivalence (ROPE), i.e., a

region of values that are practically equal to the null value, against the 89% highest density
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interval (HDI), i.e., the range of parameter values that includes 89% of most credible values in
the posterior distribution (note that while 95% HDI is accepted in the field, 89% HDI is
considered more stable, see Kruschke, 2010, 2011, 2014). If the ROPE completely excludes the
89% HDI, then the null hypothesis is rejected, if the ROPE completely includes the 89% HDI,
then the alternative hypothesis is rejected, and if the ROPE and HDI partially overlap, then the
decision remains inconclusive. Following Kruschke’s (2018) recommendations for the ROPE
range on the binary parameters, we used a ROPE from -0.18 to 0.18 (if a distribution of a
parameter value overlaps largely with this range, the parameter is practically equal to zero). The
resulting posterior distributions of the effect size for each parameter value of interest are
illustrated in Figure 3. From the posterior distribution of the disfluency type parameter, we
calculated that 89% of the most credible values lie between 0.03 and 0.14, and 99.5% of these
values overlap with the ROPE. These findings suggest that the effect of disfluency type is

practically equivalent to zero.

Figure 3. Posterior distributions on effect size for the fixed effects marked with 89% HDI and
ROPE. The ROPE limits, the percentage of the posterior distribution that falls below, within, and
above the ROPE are shaded in transparent green. The 89% HDI falls entirely inside the ROPE
for the effect of disfluency type and the effect of pauses vs. fillers, and there is 99.5% and 100%

probability respectively that these effect sizes are practically equivalent to zero.
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Discussion

In Experiment 2, we found that disfluencies boost memory for immediately following words,
replicating the same finding from Experiment 1 and similar findings in prior work (Corley et al.,
2007; MacGregor et al., 2010). However, we failed to replicate the effect of disfluency type --
unlike Experiment 1, in Experiment 2 words that had been preceded by pauses and fillers were
recognized at similar rates to words that had been preceded by disfluent repetitions (64% — for
pauses, 63% — for fillers, 62% — for repetitions, vs. 55% for fluent utterances). These findings
demonstrate that the three different types of disfluency that we tested have similar memory

benefits.

A post-hoc analysis using the combined data across the two experiments replicated the effect of
disfluency on memory. Additionally, the combined analysis revealed that words preceded by

pauses and fillers are recognized significantly better than those preceded by repetitions,
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however, according to both the frequentist and Bayesian analyses, this observed effect of
disfluency type on memory was practically equal to zero, corresponding to an odds ratio of only

1.09 in favor of pauses and fillers over repetitions.

Taken together, these findings provide evidence against the hypothesis that listeners make
form-specific predictions with regard to different disfluency types in the course of language
processing. The fact that all three types of disfluency boosted memory to similar degrees is,
however, consistent with the hypothesis that disfluencies orient listener’s attention to the
upcoming context, and as a result, improve memory for the words that immediately follow

(Collard et al., 2008).

Experiment 3

In Experiments 1-2, we found that all three types of disfluency that were tested improved
memory for spoken words, consistent with an interpretation by which disfluency orients attention
to the upcoming linguistic material. Note that in these studies, the critical memory probe words
were always immediately preceded by the disfluency, leaving open the question of whether the
boost in word memory is localized to the word immediately following the disfluency, or whether
the disfluency confers longer lasting word memory benefits. Critically, if the locus of the
disfluency-memory boost for words is an attentional orienting effect, it should be short-lived, as
orienting effects tend to fade out 100-300 ms after stimulus onset (Muller & Rabbitt, 1989;
Nakayama & Mackeben, 1989; Spence & Driver, 1994; Mulckhuyse & Theeuwes 2010).
Following this logic, if attentional orienting is the mechanism driving the memory benefit
associated with disfluency, then it should not last long and primarily extend to the word that
immediately follows disfluency. On the other hand, recall that Fraundorf and Watson (2011)

reported that plot points in spoken passages were more likely to be recalled when the passage
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contained disfluencies, and critically, that the disfluency boost was observed for all plot points --
not just the ones preceded by disfluency. These findings, along with the results of the present
Experiment 2 that all three types of disfluency boosted memory, suggest that the disfluency may

yield more general processing benefits.

To further develop the attentional-orienting account of the disfluency-related memory boost, in
Experiment 3, we examined the scope of the disfluency effect on memory for words in
sentences. To this end, we manipulated the position of a disfluency in the sentence (early,
middle, and late), and probed memory for the final word of the sentence as before. If the effect
of disfluency on word memory has a wide scope, we predict a memory benefit for the memory
probe word regardless of the disfluency position in a sentence. On the other hand, the effect of
disfluency on word memory is local, we predict an effect of the disfluency only when it

immediately precedes the probe word.

Methods

This study was pre-registered on the Open Science Framework (link: https://osf.io/upkh2/).

Participants. In planning this experiment, we initially conducted a power analysis using data
simulation package “simr” (Green & MacLeod, 2016) in R (R Core Team, 2020) through the
RStudio interface (RStudio Team, 2018) to determine the sample size needed to replicate the
effect of disfluency type (i.e., pauses & fillers vs. repetitions) from the combined data from
Experiment 1 and 2 (b=0.09). According to the power analysis, in order to replicate the effect of
disfluency type, we needed to recruit over 300 participants to achieve at least 65% power, which
we judged as not cost effective. As illustrated in more detail below, we therefore designed
Experiment 3 to focus on the two disfluency types with the numerically largest memory effect

(pauses and fillers) and selected a sample size to detect an effect of disfluency position (early,
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middle, or late). Recall that the power analysis used in planning Experiment 2 indicated that in
order to replicate the larger effect of disfluency type reported in Experiment 1 (effect size b =
0.18; odds ratio1.20 to 1) at 95% power, we needed to recruit 160 participants. Using this as a
benchmark, we selected a sample size of 200 participants to increase our chances of detecting

an effect of position, if it exists.

A total of 200 participants were recruited on Amazon Mechanical Turk through the research
platform FindingFive (FindingFive Team, 2019). Criteria for participation specified in the pre-
registration were: >95% acceptance rate, and participating in the US, and did not participate in
Experiment 1 and or Experiment 2. Participants received $4 for ~30 minutes of participation. In
the beginning of the experiment, we collected basic demographic information (native language,
gender, age). Two participants reported themselves as non-native speakers of English and were
excluded from the further analyses, consistent with the exclusion criteria specified in the pre-
registration. In our pre-registration, we specified that participants would be excluded if they did
not reach a criterion of 85% accuracy on the comprehension questions and 85% accuracy on
the sound check questions. However, we relaxed the sound check criterion post-hoc to 60%
because after data collection we discovered that one of the five sound-check questions was
unclear. Thus, participants were included in the analyses if they answered at least 3/5 sound
check questions correctly (60% accuracy). Fifty participants failed to answer the comprehension
questions with at least 85% accuracy or the sound check questions with at least 60% accuracy
and were excluded from further analyses. We therefore recruited additional 52 participants in
order to achieve the planned sample size of 200 participants (103 female; mean age 37.83;
range 21-76). All participants included in the final dataset reported themselves as native
speakers of English. Informed consent was obtained in accordance with the Vanderbilt

University IRB guidelines.
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Materials. The sentences were the same as in Experiment 1 and 2. In Experiment 3, we only
included sentences with fillers and pauses since these two types of disfluencies had resulted in
numerically better performance across Experiment 1 and 2, and it was not possible to fully cross
the three types of disfluency with three sentence positions with the number of stimulus materials
we had available to us. The novel manipulation in Experiment 3 was the position of the
disfluency in the sentence (early, middle, and late). We created 7 versions of each of the 160
items (fluent, disfluent pause early, disfluent pause middle, disfluent pause late, disfluent filler
early, disfluent filler middle, disfluent filler late), resulting in 1120 total sentences (Table 4). All
sentences were distributed across 16 experimental lists (~13 participants per list) following a
Latin square design such that each participant only heard a given sentence frame once.
Following the design of Experiments 1 and 2, the final word in the sentence was always used as
a memory probe. Note that we did not test memory for words immediately following the
disfluencies in the beginning and middle of the sentences because many of these words were
repeated across the items. For example, the word “sister”, which occurred after the early
disfluency in Item 1 also appeared in two other sentences in our stimulus set. As a result, it
would be difficult to tease apart the effect of disfluency on memory for these words vs. the effect

of repetition of these words throughout the experiment.

The auditory stimuli were recorded by a female research assistant with a North American accent
of English (due to scheduling constraints, this was a different speaker from Experiments 1-2).
Fluent and disfluent sentences were recorded at a natural speaking rate. The research assistant

was instructed to record the sentences to sound as naturally as possible.
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Table 4. Example Stimulus Set for Experiment 3. The last word in each sentence, e.g. “leg’,

was always the critical memory probe across the conditions.

Condition Sentence

Fluent My sister had a skiing accident and she broke her leg
Filler Early My um sister had a skiing accident and she broke her leg
Pause Early My ... sister had a skiing accident and she broke her leg
Filler Middle My sister had a skiing um accident and she broke her leg
Pause Middle My sister had a skiing ... accident and she broke her leg
Filler Late My sister had a skiing accident and she broke her um leg
Pause Late My sister had a skiing accident and she broke her ... leg

Procedure. At the beginning of the experiment, participants completed five audio check
questions to ensure that their headphones worked properly and to set the volume at a
comfortable level. For each of the five audio check questions, they heard one word and were
asked to type it. There were two phases of the experiment. In Phase 1, participants listened to
80 fluent and disfluent audio sentences (20 fluent + 10 disfluent per each disfluent condition,
i.e., 60 disfluent sentences in total). Participants could only advance to the next listening trial
once the current audio sentence finished playing. Participants also had to answer 8
comprehension questions about the sentences to ensure that they were paying attention to the
stimuli. The comprehension questions were randomly presented during the first phase of the
experiment. To ensure that participants were paying attention to the stimuli, we instructed them
that they needed to answer at least 85% of the questions correctly. In Phase 2, participants
viewed 160 single-word probes in a random order, one at a time (80 old + 80 new), and were
asked to indicate whether the probe was old (present in the sentences they just heard), or new.
Old and new probes were counterbalanced across the experimental lists. Phase 1 lasted
approximately 15-20 minutes; immediately following Phase 1, participants completed Phase 2.

The entire study took approximately 30 minutes to complete.
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Predictions

If the disfluency boost to word memory is due to short-lived attentional orienting, we predict
better memory for the probe words when they are immediately preceded by a disfluency (late
position), compared to when the disfluency occurs early or in the middle of a sentence.
Alternatively, the disfluency boost may confer broader memory benefits in spoken language
(Fraundorf & Watson, 2011); if so, we predict a similar recognition advantage for the sentence-

final probe words regardless of the position of the disfluency in a sentence.

Results

As in Experiments 1-2, we used a signal-detection theoretic mixed-effects analysis (Wright,
Horry, & Skagerberg, 2009) for the response data. Based on our pre-registration, we fit 2
separate logistic mixed effect regression models to probe the effect of disfluency and the effect
of disfluency position on participant responses (old vs. new). Model 1 included item status (old
vs. new) as a factor, then for old items, the presence of disfluency as a predictor. Because of
the unequal number of sentences in each condition, we used a weighted contrast coding
function (Fraundorf, 2021). Random effects included by-subject and by-item intercepts, and
random slopes were included in the model if the model converged with them (for more details
on model specification see Experiment 1). Because disfluency type and position are undefined
for new and fluent items, the planned Model 2 analyzed old items only and included disfluency
type as a centered fixed effect (pauses vs. fillers). Disfluency position was coded with the late
position as the reference level, which allowed for a direct comparison of the two new disfluency
positions (early and mid) with the late disfluency position tested in the prior studies. Both
analyses were performed in R (R Core Team, 2020) through the RStudio interface (RStudio

Team, 2018) using the “Ime4” (Bates et al., 2015) package.

29



Disfluencies and Memory

The results of Model 1 are shown in Table 5a. A significant intercept term reflected a response
bias to say "new" (b=-0.18, z=-2.32, p=0.02); participants also successfully recognized the
probe words above chance levels (b=1.23, z=16.72, p<107'%). In contrast, the effect of disfluency
on recognition memory (b=0.11, z =1.66, p=0.10) (Figure 4) was not significant, though as we
shall see, this is likely due to the fact that it includes all three disfluency positions. The results of
Model 2 are shown in Table 5b. Focusing on the old items only, Model 2 revealed a significant
effect of disfluency position such that disfluencies at the end of the sentence produced better
memory for the probe words than disfluencies at the beginning of the sentence (b=-0.23, z=-
3.20, p=0.001). When comparing disfluencies at the end of the sentence with the disfluencies at
the middle of the sentence, we do not find a significant difference (b=-0.14, z=-1.48, p=0.14). A
supplemental analysis directly compared each disfluency position to the fluent sentences (Table
6). This analysis revealed that the disfluencies at the end of the sentence significantly improved
memory for sentence-final words, relative to fluent control (b=0.28, z=3.21, p=0.001), thus
replicating the effect of disfluency on memory found in Experiments 1 and 2. On the contrary,
while sentences with disfluencies early (b=0.04, z=0.59, p=0.55) and in the middle (b=0.04,
z=0.52, p=0.60) produced numerically better memory than fluent sentences, neither effect was

significant.

Table 5a. Experiment 3 memory results: Mixed effect model 1 with item status (old vs. new) and
presence of disfluency as fixed effects. The dependent measure is binary - whether the
participant responded "old" or "new" on the memory test. Values in bold indicate significant

results.

response ~ 1 + memory + disfluency + (1 + memory + disfluency | participant) + (1 + memory +

disfluency | item)
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Fixed Effects Estimate SE z-value p-value
(Intercept) -0.18 0.08 -2.32 0.02
Memory effect -15
(fluent, disfluent = 0.5 each, ne%v =-0.5) 1.23 0.07 16.72 <10
Disfluency effect
(fluent = -0.625, disfluent = 0.375, newy= -0.125) 0.11 0.07 1.66 0.10
Random Effects Variance St. Dev. Correlations
Item (Intercept) 0.88 0.94
Memory 0.26 0.51 -0.24
Disfluency 0.03 0.18 -0.09 -0.39
Participant (Intercept) 0.1806 0.18 0.43
Memory 0.52 0.72 0.35
Disfluency 0.45 0.67 -0.08 -0.16

Table 5b. Experiment 3 memory results: Mixed effect model for old items only, with disfluency
type (filler vs. pause) and position of disfluency as fixed effects. The dependent measure is
binary - whether the participant responded "old" or "new" on the memory test. Values in bold

indicate significant results.

response ~ 1 + disfluency.type + early.vs.late + middle.vs.late + (1 + early.vs.late +

middle.vs.late | participant) + (1 + early.vs.late + middle.vs.late | item)

Fixed Effects Estimate SE z-value p-value
Intercept 0.64 0.09 7.28 <1071
Disfluency type
(pauses = -0.5, fillers = 0.5) -0.09 0.05 -1.66 0.10
Early vs. late
(early pause and filler = 1, middle and late pause and filler = 0) -0.23 0.07 -3.20 0.001
Middle vs. late
(middle pause and filler = 1, early and late pause and filler = 0) -0.14 0.09 -1.48 0.14
Random Effects Variance St. Dev. Correlations
Item (Intercept) 0.39 0.62
Early vs. late 0.27 0.52 -0.16
Middle vs. late 0.41 0.64 0.06 0.75
Participant (Intercept) 0.79 0.89
Early vs. late 0.18 0.42 -0.21
Middle vs. late 0.28 0.53 -0.08 0.91
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Figure 4. Memory results for Experiment 3. Error bars represent by-subject SEM. Data points

represent mean accuracies for each participant.

Table 6. Experiment 3 memory results: Supplemental mixed effect model for old items only, with
position of disfluency as a fixed effect. The dependent measure is binary - whether the
participant responded "old" or "new" on the memory test. Values in bold indicate significant

results.

response ~ 1 + early + middle + late + (1 + late | participant) + (1 + early + middle + late | item)

Fixed effects Estimate SE z-value p-value
Intercept 0.36 0.10 3.68 0.0002

(early = 1, middle, late, ﬂueEta v Igg 0.04 0.07 0.59 0.55

(middle = 1, early, late, ﬂﬁ/'e'n?c:“S 0.04 0.08 0.52 0.60

Late g 0.09 3.21 0.001

(late = 1, early, middle, fluent = 0)
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Random effects Variance St. Dev. Correlations
Item
(Intercept) 0.67 0.82

Early 0.41 0.64 -0.49

Middle 0.49 0.70 -0.49 0.92

Late 0.63 0.79 -0.7 0.74 0.87
Participant (Intercept) 0.85 0.92

Late 0.14 0.38 -0.28

Discussion

In Experiment 3, we tested the scope of the beneficial effect of disfluency on recognition
memory for final words in sentences. Consistent with the findings from Experiments 1 and 2, we
found that both pauses and fillers improved memory for the sentence-final word that followed
the disfluency. Critically, however, we found that this effect was short-lived, consistent with
previous literature showing that attentional orienting is transient (Muller & Rabbitt, 1989;
Nakayama & Mackeben, 1989; Spence & Driver, 1994; Mulckhuyse & Theeuwes 2010). Only
disfluencies that immediately preceded the probe word significantly improved memory over
fluent sentences. The odds of correct recognition of probes with late disfluency were 1.26 times
higher than probes with early disfluency (and 1.32 times higher than fluent sentences). In
contrast, when disfluencies appeared early or in the middle of the sentence, the recognition

memory for the probe word was similar to fluent sentences.

Experiment 4

The results of Experiment 3 demonstrate a short-lived disfluency-memory boost for sentence-
final words that is consistent with the idea that disfluency orients attention, and that orienting is
short-lived (Muller & Rabbitt, 1989; Nakayama & Mackeben, 1989; Spence & Driver, 1994;
Mulckhuyse & Theeuwes 2010). An open question, then, is whether this short-lived memory
boost is present throughout a sentence, or if it is localized to sentence-final words. One reason

to think that the short-lived memory boost would occur throughout a sentence is that Fraundorf
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and Watson (2011) observed a disfluency-memory boost for all plot points in stories, regardless
of where in the story the disfluencies occurred. On the other hand, the serial position of words in
word lists affects memory (i.e., primacy and recency effects, Deese & Kaufman, 1957; Murdock,
1962), and serial position can affect memory for words in sentences to a certain extent as well
(Baddeley, Hitch, & Allen, 2009). Thus, some word positions may be more susceptible to a
disfluency-related orienting of attention and subsequent memory boost. In Experiment 4, we
address these questions by manipulating the position of the probe word in addition to position of

disfluency in the sentence.

Methods

This study was pre-registered on the Open Science Framework (link: https://osf.io/upkh2/).

Participants. In planning this experiment, we conducted a power analysis using data simulation
package “mixedpower” (Kumle et al., 2021) in R (R Core Team, 2020) through the RStudio
interface (Rstudio Team, 2018) to determine the sample size needed to replicate the disfluency
position effect from Experiment 3 (i.e., early vs. late probes; b= -0.23). According to the power
analysis, in order to replicate this effect, we needed to recruit 200 participants to achieve 93%

power at an alpha level of 5%.

A total of 293 participants were recruited on Amazon Mechanical Turk. Criteria for participation
specified in the pre-registration were: > 95% acceptance rate, participating in the US, and did
not participate in Experiment 1, Experiment 2, or Experiment 3. Participants received $4 for ~30
minutes of participation. We excluded 145 participants because they failed to or didn’t attempt to
answer sound check and / or comprehension questions, leaving 147 participants. We suspect
the large number of the excluded participants reflects an increase in the number of bots

(automated responses). In order to approach the planned sample size, an additional 44
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participants from the Vanderbilt University participant pool were recruited in exchange for partial
course credit. One participant completed the study twice, and their second study response was
excluded from analysis. Recruitment of the for-credit participants was a change from the
preregistration, and was undertaken due to data quality issues that arose on MTurk. All
participants completed the study through the research platform FindingFive (FindingFive Team,
2019). At the beginning of the experiment, we collected basic demographic information (native
language, gender, age). 8 participants reported themselves as non-native speakers of English,
and were excluded from further analyses, leaving 183 participants in the final analysis (99
female; mean age 34.04; range 18-66; 140 from MTurk, 43 from the for-credit participant pool).
While this sample size is less than the preregistration goal of 200, it was as close as we were
able to achieve within a reasonable amount of time. Informed consent was obtained in

accordance with the Vanderbilt University IRB guidelines.

Materials. The sentences were a subset of the materials used in Experiment 3. Recall that the
materials were initially designed to test memory for the final word in each sentence, which were
unique across the stimulus set. Because Experiment 4 additionally manipulated probe position
(early and late), we first identified the 66 sentences with unique early probes. Each of the 66
sentences had a unique word that served as an early probe, and a unique word that served as a
late probe (note that the early and late probes are necessarily different words as it is not
possible to swap them without disrupting the sentence meaning) (Table 7). We recorded 5
versions of each of the 66 sentences (fluent, disfluent pause early, disfluent pause final,

disfluent filler early, disfluent filler final), resulting in 330 total sentence versions.

Table 7. Example Stimulus Set for Experiment 4. Early (“sister”) and late (“leg”) memory probe
for each condition is underscored.

Condition Sentence
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Fluent My sister had a skiing accident and she broke her leq

Early disfluency My (um/ ...) sister had a skiing accident and she broke her leg

Late disfluency My sister had a skiing accident and she broke her (um/...) leg
All sentences were distributed across 9 experimental lists (~22 participants per list) following a
modified Latin square design such that all sentences were counterbalanced across the

conditions and each participant only heard a given sentence frame once. The novel

manipulation in Experiment 4 was the position of the probe word in the sentence (early vs. late).

Procedure. At the beginning of the experiment, participants completed five audio check
questions to ensure that their headphones worked properly and to set the volume at a
comfortable level. For each of the five audio check questions, they heard one word and were
asked to type it. Next, there were the two phases of the experiment. In Phase 1, participants
listened to 40 fluent and disfluent audio sentences (8 fluent + 8 disfluent per each disfluent
condition, i.e., 32 disfluent sentences in total). Participants could only advance to the next
listening trial once the current sentence finished playing. Participants also had to answer 4
comprehension questions during the sentence listening task to ensure that they were paying
attention to the stimuli. The comprehension questions were randomly presented during the first
phase of the experiment, and inquired about the sentence but not about the probe words. To
ensure that participants were paying attention to the stimuli, they were instructed that they
needed to answer at least 85% of the comprehension questions correctly. Immediately after
completing Phase 1, participants began Phase 2, where they viewed 160 single-word probes in
a random order, one at a time. Half of the probes were old, and half were new. For each probe,
participants were asked to indicate whether the probe was old (present in the sentences they
just heard), or new. The 80 old probes came from the 40 sentences participants listened to (2
probes from each sentence), 52 new probes came from the sentences that participants did not

listen to (2 probes from each sentence). Note that which probes were among the 80 old probes,
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and which were among the 52 new probes was counterbalanced across experimental lists.
Finally, we included an additional 28 new probes from sentences that were not used in the
design of Experiment 4 (but that had been used in Experiments 1-3), to ensure that participants
saw an equal number of new and old probes at test. Because they were not counterbalanced
across lists, these 28 additional new probes were excluded from the analyses. Phase 1 of the
experiment lasted approximately 10-15 minutes, and Phase 2 lasted <10 minutes, such that the

entire study took about 20 minutes to complete.

Due to changes in data quality on MTurk, after collecting responses from 177 respondents,
approximately half of which had to be excluded for failing to answer either sound check or
comprehension questions, we strengthened the participation criteria to > 99% acceptance rate,
and > 300 completed HITs, and added four new catch-trials, which participants had to answer
correctly to proceed with the study. The first three catch-trials appeared at the very beginning of
the experiment before the sound check question, and asked participants to listen to two short
(3s each) phrases and transcribe them. If participants failed to transcribe the phrases correctly,
they could not advance to the actual experiment. The fourth catch trial appeared after
completing Phase 1, but before starting Phase 2 of the experiment, and asked participants to
answer a simple arithmetic question (Add 2 to 4, and type the answer in lower-case word form).
If participants failed to answer the question correctly, they could not advance to Phase 2 of the

experiment. For all four new catch trials, participants had an unlimited number of attempts.

Predictions

If disfluency briefly orients attention to upcoming linguistic material, and this effect obtains
throughout the sentence, for sentence-final probe words, we would expect to replicate the
finding from Experiment 3 that memory for the probe word is boosted when the disfluency

immediately preceded the probe word, compared to when the disfluency occurred earlier in the
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sentence (i.e., the late > early effect from Experiment 3). Critically, we would predict the
opposite pattern for sentence-early probes, with better memory when the disfluency came early
in the sentence as opposed to later. Alternatively, disfluency may orient attention to upcoming
linguistic material, but only at certain points in the sentence. If so, we would expect to replicate
the short-lived disfluency-memory boost for sentence-final probe words seen in Experiment 3,

but this short-lived effect may be attenuated or absent for earlier words in the sentence.

Results

Similar to Experiments 1-3, we used a signal-detection theoretic mixed-effects analysis (Wright,
Horry, & Skagerberg, 2009) for the response data. Based on our pre-registration, we fit 2
separate logistic mixed effect regression models to probe the effect of disfluency and the
interaction between probe position and disfluency position. Model 1 included item status (old vs.
new) as a factor, then for old items, the presence and position of disfluency as a predictor.
Because of the unequal number of sentences in each condition, we used weighted contrast
coding (Fraundorf, 2021). Random effects included by-subject and by-item intercepts, and
random slopes were included in the model if the model converged with them (for more details
on model specification procedures see Experiment 1). Model 2 analyzed old disfluent items only
and included the main effects and the interaction term for probe position and disfluency position
as fixed effects; random slopes were included in the model if the model converged with them.
Both probe position and disfluency position were coded with early probes and early disfluencies
as reference levels. Both analyses were performed in R (R Core Team, 2020) through the

Rstudio interface (Rstudio Team, 2018) using the “Ime4” (Bates et al., 2015) package.

The results of Model 1 are shown in Table 8a. A significant negative intercept term reflected a
response bias to say “new” (b=-0.21, z= -2.86, p= 0.004); participants also successfully

recognized the probe words above chance levels (b= 1.74, z= 26.65, p < 107%), and the effect of
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disfluency on recognition memory was significant (b= 0.12, z = 2.34, p= 0.02). Finally, Model 1
revealed a main effect of probe position on memory (b=0.18, z = 3.62, p < 10°'°) such that late
probes were more memorable than early probes regardless of the position of disfluency. The
results of Model 2 are shown in Table 8b. Focusing on the old disfluent items only, Model 2
revealed a significant disfluency position by probe position interaction (b= 0.58, z= 3.11, p=
0.002). The effect of disfluency in this model was not significant, indicating that for early probe
words (which were coded as the reference level), the effect of disfluency position was not
significant (b= 0.04, z= 0.63, p=0.53). In contrast, when we flip the reference level for probe
position to be late probes, the effect of disfluency position was significant: late probes were
significantly more likely to be recognized when the disfluency occurred immediately before the

probe word (b= 0.29, z= 4.60, p = 0.002) replicating the late > early effect from Experiment 3.

Table 8a. Experiment 4 Model 1 memory results: Mixed effect model with item status (old vs.
new), presence and position of disfluency as fixed effects. The dependent measure is binary —

whether the participant responded “old” or “new” on the memory test.

response ~ 1 + memory + disfluency + early.vs.late + (1 + memory + early.vs.late | participant) +

(1] item)

Fixed effects Estimate Std. Error z value Pr(>|z|)

Intercept -0.21 0.07 -2.84 0.004

Memory effect

(new = -0.61; fluent, early, late =
0.39 each) 1.73 0.07 26.12 <107

Disfluency effect

(new = -0.18; fluent = -0.68; early,
late = 0.32 each) 0.12 0.05 2.70 0.007

Late > early effect

(new, fluent = 0; early = -0.5; late =

0.5) 0.18 0.05 3.60 0.0003

Random effects Variance Std. Dev. Correlations

Participant (Intercept) 0.52 0.72
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Memory 0.56 0.75 -0.17
Late > early 0.14 0.38 -0.18 0.13
Item (Intercept) 0.15 0.39

Table 8b. Experiment 4 Model 2 memory results: Mixed effect model with item status (old vs.
new), presence and position of disfluency as fixed effects. The dependent measure is binary —

whether the participant responded “old” or “new” on the memory test.

response ~ 1 + probe.position*disfluency.position + probe.position + disfluency.position + (1 +

disfluency.position | participant) + (1| item)

Fixed effects Estimate Std. Error  z value Pr(>|z])
Intercept 0.45 0.09 4.83 <10°
Probe x disfluency position 0.25 0.08 3.10 0.0002
Probe position
(early probe = 0, late probe = 1) -0.04 0.06 -0.71 0.48
Late > early disfluency for early probes
(early disfluency = 0, late disfluency = 1) 0.04 0.06 0.63 0.53
Late > early disfluency for late probes 0.29 0.06 4.60 <105

(early disfluency = 0, late disfluency = 1)

Random effects Variance Std.Dev. Correlations
Participant (Intercept) 0.64 0.80

Disfluency position 0.10 0.32 -0.40
Item (Intercept) 0.25 0.50
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Figure 5. Memory results for Experiment 4. Error bars represent by-subject SEM. Data points
represent mean accuracies for each participant. Means by condition are 58%, 59%, 61%, 59%,
and 65% for fluent, Pr. Early — Dis. Early, Pr. Early — Dis. Late, Pr. Late — Dis. Early, Pr. Late —

Dis. Late respectively.

Discussion

We hypothesized that if disfluency orients attention to upcoming linguistic material, and this
effect obtains throughout the sentence, that we would observe a short-lived disfluency-memory
boost both for probes early in the sentence, and probes later in the sentence. Replicating the
key finding from Experiment 3, we observed that memory for sentence-final probe words was
boosted when the disfluency immediately preceded the probe word, compared to when the
disfluency occurred earlier in the sentence, consistent with a short-lived orienting of attention
(Muller & Rabbitt, 1989; Nakayama & Mackeben, 1989; Spence & Driver, 1994; Mulckhuyse &
Theeuwes 2010). However, this short-lived effect was absent for probe words that appeared

early in the sentence. For early probes, the odds of correct recognition were only 1.04 times
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higher with early disfluency than with late disfluency. In contrast, for late probes, the odds of
correct recognition were 1.34 times higher with late disfluency than with early disfluency. One
explanation for the locus of the disfluency-memory boost being at the end of the sentence is that
the penultimate position may be an atypical location for disfluency to occur (Shriberg, 1994; also
see Beattie, 1979; Swerts, 1998). Thus, the atypicality of the disfluency position may have
increased the overall salience of the disfluencies in our materials. Another possibility is that the
disfluency-memory boost is enabled by more general sentence wrap-up effects (Warren, White,
& Reichle, 2009). We also note that the materials we used were originally designed to test
memory specifically for the final word. It was not possible to manipulate the position of individual
probe words in this stimulus set without altering the semantic and syntactic structures in ways
that could also affect sentence memorability (e.g., My sister had a skiing accident and she broke
her leq; The leg of my sister was broken in a skiing accident). Thus, idiosyncratic differences
between the early and late probe words may be in play; a future study with materials that afford
a manipulation of probe position, holding other factors constant, may be worthwhile. In sum, the
results of Experiment 4 replicate the findings of Experiment 3 and further demonstrate that this
disfluency-related attentional orienting results in a detectable memory boost that may be

localized to sentence-final words.

General Discussion

Disfluencies are ubiquitous in spontaneous speech. Their use in speech is patterned, with
pauses and fillers occurring before the articulation of a new message and repetitions occurring
when the articulation has already begun and the planned material is available to be repeated
(Fraundorf & Watson, 2014). Disfluencies also inform language processing both online and
offline (Fox Tree, 1995; Bailey & Ferreira, 2003; Corley & Stewart, 2008; Heller et al., 2015),
and allow listeners to make predictions about upcoming material (Arnold et al., 2004; Arnold et

al., 2007; Lowder & Ferreira, 2016a,b). Studies investigating the impact of disfluency on
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memory for language offered initial evidence that some but not all disfluencies have a beneficial
effect on memory, with some studies showing a memory boost for fillers and pauses (Corley et
al., 2007; MacGregor et al., 2010), and others showing no such benefit for repetitions

(MacGregor et al., 2009).

In Experiments 1-2, we tested the hypothesis that different forms of disfluency, due to their
different patterns of use in language production (Fraundorf & Watson, 2014), would differentially
cue upcoming meanings to listeners. On this meaning-based view, we hypothesized that forms
of disfluency that cue that new information is upcoming (pauses and fillers) would guide
predictions regarding the type of the upcoming information (i.e., new and important) resulting in
better encoding and subsequently, a larger memory boost. The meaning-based account also
suggests that the forms associated with speaker difficulty for already planned material
(repetitions) would serve as a cue that the articulated information is about to be repeated, and
as a result, generating neither an encoding nor a mnemonic benefit. We contrasted this view
with an attentional-orienting hypothesis that disfluency simply acts as a cue to orient attention to
upcoming speech, resulting in improved processing and encoding of that speech, and as a
result a memory boost that is not tied to the specific form-meaning mappings for different
disfluent forms. In Experiments 3-4 we addressed the temporal and positional scope of the

disfluency-based memory boost.

The results of Experiment 1 were potentially consistent with the meaning-based view, however
the results of Experiment 2 were not: all three types of disfluency tested conferred a memory
boost and the form-specific benefit was not significant based on the planned frequentist
analyses. While a combined analysis of Experiments 1-2 did reveal a significant form-specific
effect, the estimated effect size was small and impractical to pursue (it would require 300

participants to achieve only 65% power at alpha = .05 in a replication attempt). Further, the
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power analysis based on the combined data across the two studies indicates that Experiment 1
(N=102) only had ~26.2% power to detect the form-specific effect, indicating that Experiment 1
was underpowered to detect the effect, if it in fact exists (see relevant discussion in Simonsohn,
2015 and Simonsohn, Nelson, & Simmons, 2014). Finally, the Bayesian analysis on the
combined data indicated that the posterior distribution of the parameter values for the form-
specific effect overlapped with the region of practical equivalence by 99.5%, demonstrating that
the observed effect is practically equivalent to zero. In sum, we can clearly conclude that these
three types of disfluency improve memory for immediately following words, regardless of the
fact they are used in different ways by speakers. Across the two studies, the odds of correct
recognition were 1.45 times higher for disfluent compared to fluent utterances. By contrast,
based on the combined data for Experiments 1-2, fillers and pauses increased the odds of
correct recognition by only 1.09 over disfluent repetitions. In sum, here we show that all three
types of disfluency (pauses, fillers, and repetitions) confer a clear and practically equivalent

memory boost for subsequent words.

Given the findings of Experiments 1-2 support an attentional orienting account of the disfluency-
memory boost, Experiments 3 and 4 probed the locus of this effect, focusing on how long the
orienting effect lasts, and where it is likely to occur in a sentence. Using the same sentence
materials as Experiments 1-2 but manipulating the disfluency location, Experiment 3
demonstrated that the scope of the disfluency-based memory benefit for sentence-final words is
brief, primarily extending to the immediately following word. In Experiment 4 we further
determined that the disfluency memory boost is position-dependent, and only manifested at the

end of the sentence.

Attention and disfluency
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Taken together, our findings are consistent with the hypothesis that disfluency orients auditory
attention to upcoming speech. Across the four experiments, we found a significant memory
boost for probe words immediately preceded by disfluency. Importantly, the recognition memory
advantage was observed regardless of disfluency type, demonstrating that the probabilistic link
between new information and disfluent pauses and fillers, and already planned material with
repetitions (Fraundorf & Watson, 2014) does not differentially impact the cognitive processes
that enhance memory for words in sentences. Evidence consistent with our findings include
ERP evidence that disfluent fillers act to orient attention to upcoming speech (Collard et al.,
2008), as well as findings that word recognition is enhanced following disfluency (Fox Tree,
2001; Corley & Hartsuiker, 2011). Given that spoken words are better remembered when
attended (Christensen et al., 2012; Wallace et al., 2001; Bentin, Kutas & Hillyard, 1995), the
downstream consequence of directed attention and enhanced word recognition, then, may be
the subsequent memory boost for words following disfluency. Notably, the acoustic
distinctiveness (von Restorff, 1933) of disfluency does not appear to capture attention (Collard
et al., 2008), but instead orients attention to upcoming words, improving encoding of those
words into memory (see Addleman & Jiang, 2019; Gazzaley & Nobre, 2012). Lastly, the fact
that the observed effect was short-lived, primarily manifesting on the word that immediately
followed the disfluency, is consistent with previous findings establishing that attentional orienting
is transient and dissolves rapidly 100-300 ms after the stimulus onset (Muller & Rabbitt, 1989;
Nakayama & Mackeben, 1989; Spence & Driver, 1994; Mulckhuyse & Theeuwes 2010), thus
offering further support for the attentional-orienting interpretation of the observed disfluency-

memory boost.

Other related findings show that rhythm in speech can create expectations, shifting attention to
syllables that are expected to receive stress (Pitt & Samuel, 1990; Zheng & Pierrehumbert,

2010), and that the listener’s attention can be attenuated by unpredictability in the speech
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stream (Kakouros & Rasanen, 2016). Extended to disfluency, then, to the extent that disfluency
is relatively surprising or unpredictable, it may function to orient attention to speech. While this
account does not rule out the possibility that language users learn detailed, context-specific
mappings between specific disfluent forms and speaker meanings (and possibly use them in
processing speech), it does suggest that the mechanism underlying the disfluency-memory

boost is considerably simpler and based on orienting of attention.

Our findings raise the possibility that disfluencies of different types might not be as distinct with
respect to how they influence attentional processes as previously thought. The results of
Experiments 1 and 2 provide sufficient evidence against the differential effect of the three
different disfluency types on memory. Consequently, in the context of memory, different
disfluency types should be treated similarly. Related to this point, recall that Fraundorf and
Watson (2014) argued repetitions, unlike pauses and fillers, tend to occur when a message has
already been planned and articulated. However, in a corpus analysis, Clark and Wasow (1998)
report that repetition of an initial determiner was more likely when it was a part of complex rather
than a simple noun phrase. These findings suggest that repetitions might indicate planning
difficulty in some contexts. The discrepancy may owe to the fact that Clark and Wasow (1998)
looked at the repetition of determiners (e.g., the, the diesel), while Fraundorf and Watson (2014)
examined repetition of content words (e.g., that cats that cats). That said, additional evidence
for the different patterns of usage of repetitions vs. fillers and pauses comes from findings
showing that unlike repetitions, fillers and pauses do tend to occur at the linguistic (prosodic,
syntactic, and semantic) boundaries (Butterworth, 1975; Shriberg, 1994; Swerts, 1998; Clark &
Fox Tree, 2002) — the places where message planning is most likely to occur (Butterworth,
1975; Clark & Fox Tree, 2002). In sum, while pauses, fillers, and repetitions may be

probabilistically linked to different contexts in language production, the present findings show
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that the downstream consequences of these disfluent forms on memory following language

comprehension, are similar.

Disfluency in online language processing

While our research questions focused on the impact of disfluency on enduring memory for what
was said, the effect of disfluency on memory begins with how it is processed in the moment. It is
well known that language comprehension involves predictive processing (Altmann & Kamide,
1999; Pickering & Garrod, 2013; Dell & Chang, 2013; Federmeier, 2007), yet, if and how
listeners use distributional cues related to different disfluency types during language
comprehension remains an open question. For example, Bosker and colleagues (2019)
demonstrated that after being exposed to audio passages with typical and atypical disfluency
distributions (typical: fillers before low-frequency words, no fillers before high-frequency words,
atypical: fillers before high-frequency words, no fillers before low-frequency words), listeners
modulated their predictions about the frequency of the upcoming words (i.e., learned to predict
high-frequency words upon hearing disfluency). The authors proposed that the associations
between disfluency and the frequency of following referents can be learned and can shape the
disfluency bias. Additionally, Fox Tree (1991) observed differential effects of two filler types
(ums and uhs) on subsequent word recognition with faster recognition of words preceded by
uhs but not ums. Together these findings leave open the possibility that different disfluency
types indeed vary in terms of their impact on language processing, even if they do not

differentially affect memory.

On the other hand, predictions may not be necessary or universal (Pickering & Gambi, 2018;
Huettig & Mani, 2015), and may be attenuated if they do not confer a clear processing benefit
(Ryskin, Levy, & Fedorenko, 2020). Recall that Karimi et al. (2019) found that participants

possessed implicit knowledge that focus constructions tend to be followed by semantically
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related words (e.g., not the hammer but the nail), but that repairs tend to be followed by
phonologically related words (e.g., a hammer, uh | mean a hammock ) based on norming
studies. However, this knowledge did not modulate predictions during a study of online
language comprehension, leading Karimi et al. (2019) to conclude that the language processing
system is not “smart” or flexible enough to use this distributional knowledge to generate
differential predictions. This disconnect between having knowledge but not using it resembles
evidence from the directed forgetting literature that indicates that participants can choose to
temporarily ignore or set aside information that they are nonetheless able to later recognize if
needed (Elmes, Adams, & Roediger, 1970). Thus, another possibility is that the lack of a strong
disfluency type effect in the present work may be due to participants choosing not to use the

cues, rather than a lack of awareness about them.

What factors determine when and how listeners utilize distributional knowledge about form-
meaning mappings during language processing? One possibility is that in the presence of other
cues such as pragmatic knowledge, listeners discount distributional knowledge or re-weight
attention to different cues. Consider that in Arnold et al.’s (2007) study, listeners made
anticipatory fixations to low-frequency or discourse-new objects when hearing a disfluency.
However, when listeners were informed that the speaker had a disorder of object naming, the
effect of disfluency was attenuated. These findings suggest that in some cases, top-down cues
(i.e., pragmatic inference) modulate consideration of bottom-up cues (i.e., distributional
knowledge) in language processing. Differences in linguistic exposure may result in changes to
the distributional knowledge that relates form to meaning (Levy, 2008; Ryskin, Kurumada, &
Brown-Schmidt, 2019; Ryskin, Levy, & Fedorenko, 2020). In the case of disfluency, it may be
perceived as a disruption to the speech stream that acts as a low-level orienting cue, but also a

cue to speaker meaning in some cases.
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Further questions

A few open questions remain. First, it is not clear how the localized memory boost observed in
the present studies and prior work (Corley et al., 2007; MacGregor et al., 2010) relates to the
more general boost to gist memory for story plot points reported by Fraundorf and Watson
(2011). One possibility is that when disfluency appears in multiple places throughout a passage
(as it did in Fraundorf & Watson, 2011), attention to the overall passage is heightened, which in
turn, results in better memory for the meaning of the passage in general. Another possibility is
that disfluency does confer local benefits in word recognition and processing, and that by
improving memory for that one word, that word in turn serves as a retrieval cue, thereby
boosting sentence or propositional level memory for the entire story. If so, this would suggest
that one could observe a disfluency-conferred boost in gist memory for a sentence when, if
tested on a word-by-word basis, it is only the immediately following word that itself sees that

disfluency benefit at a word memory level.

Second, our study focused on language comprehension and memory. Whether producing
disfluencies in spontaneous speech results in a similar beneficial effect on memory remains an
open question. Fraundorf and Watson (2014) suggested that different disfluency types reflect
different difficulties that speakers experience in language production. It is possible that different
production difficulties that result in different disfluencies might have differential long-term effects

for memory.

Finally, our study used the materials that were meticulously designed for an earlier experimental
study (Corley et al., 2007). The four experiments presented here, along with earlier work using
sentence stimuli (Fox Tree, 1991; Corley et al., 2007; MacGregor, Corley, & Donaldson, 2009;
MacGregor, Donaldson, & Corley, 2010) and recorded stories (Fraundorf & Watson, 2011) all

find that disfluency is beneficial to memory for recorded linguistic material. Whether disfluency
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improves memory in for unscripted speech and in interactive settings remains an open question.
Related to this question, Toftness and colleagues (2017) examined the effect of a professor’s
fluency in recorded instructional videos on students’ metacognitive judgments and learning.
While students rated disfluent professors as less effective at teaching compared to the fluent
professors, the actual learning outcomes did not differ between the two types of instruction.
Future research, then, is needed to assess the generalizability of the disfluency-memory benefit

across various forms of language use in natural and interactive contexts.

Conclusion

Considerable evidence now shows that disfluencies, rather than a nuisance to be ignored, are
used in meaningful ways by speakers, and are used as a cue to guide online processing of
language. An emerging body of research shows that in addition to these real-time processing
effects, disfluencies also have downstream consequences, shaping the enduring memory of the
discourse. The present research explored two key questions regarding the nature of the
disfluency-related memory boost. Given that there exist regularities in form-meaning mappings
in the way different forms of disfluency are used in spoken language, we asked if different forms
of disfluency would result in different degrees of a memory boost. Tentative evidence for such a
link existed in the literature, with pauses and repetitions (which are linked to the planning of new
information) linked to a memory boost, but not repetitions (which reflect speaker difficulty). In a
pair of well-powered studies, we find that disfluent pauses, fillers, and repetitions all conferred a
memory boost to the immediately following word. The results of Experiment 3 clarified that this
memory boost was local, manifesting most strongly on the immediately following word,
consistent with an attentional-orienting account of the observed disfluency-memory boost. The
results of Experiment 4 replicated this short-lived disfluency-related memory boost, and clarified
that it primarily occurs at the end of the sentence. Taken together, our findings reveal a short-

lived disfluency boost in memory for words that occur at the end of the sentences, and that is

50



Disfluencies and Memory

evoked by multiple types of disfluency, consistent with the idea that disfluencies briefly bring
attentional focus to immediately upcoming linguistic material. We speculate that the downstream
consequence of this localized memory benefit to individual words that immediately follow
disfluent interruptions, is better understanding and encoding of the speaker’s message as a

whole.
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