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Multiple Perspectives Theory

Abstract

Inspired by early proposals in the philosophy, dominant accounts of language posit a central
role for mutual knowledge, either encoded directly in common ground, or approximated
though other cognitive mechanisms. Using existing empirical evidence from language and
memory, we challenge this tradition, arguing that mutual knowledge captures only a subset of
the mental states needed to support communication. In a novel theoretical proposal, we argue
for a cognitive architecture that includes separate, distinct representations of the self and
other, and a cognitive process that compares these representations continuously during
conversation, outputting both similarities and differences in perspective. Our theory accounts
for existing data, interfaces with findings from other cognitive domains, and makes novel
predictions about the role of perspective in language use. We term this new account the

Multiple Perspectives Theory of mental states in communication.
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In dominant accounts of natural language, philosophers have long posited that the notion of
mutual knowledge is required to support the most basic aspects of communication (e.g., Lewis
1969; Schiffer 1972). Mutual knowledge has standardly been encoded in a representation
known as common ground (Stalnaker, 1978). While the utility of mutual knowledge was
criticized early on (Grice, 1975; Sperber & Wilson, 1982; Johnson-Laird, 1982), common ground
has been widely adopted as the representation that supports communication, in both linguistics
(e.g., Heim, 1982, Beaver, 2001, Farkas & Bruce, 2010) and psychology (e.g., Clark & Marshall,
1981; Clark, 1996; Brennan, et al. 2010; Nadig & Sedivy, 2002; Gibbs, et al., 1988). Some
psychologists have rejected the idea that common ground plays a role in real-time language
use, arguing that this complex representation is only used as a last resort (e.g., Horton &
Keysar, 1996; Keysar, et al., 2000). Others have argued that it is possible to derive effects of
mutual knowledge through emergent shared representations (e.g., Pickering & Garrod, 2004;
2021; Horton & Gerrig, 2005). Importantly, however, the focus on mutual knowledge as the

type of mental state supporting communication has generally remained unchallenged.

The goal of the current paper is to introduce the Multiple perspectives Theory, a
cognitive architecture of mental states in communication. We motivate our theory by
demonstrating that mutual knowledge captures only a subset of the mental states needed to
support communication. First, one type of mental state that has received limited attention is
private information: while private information of the self has been studied empirically in
comparison to mutual knowledge, the assumed private information of the other has been
completely overlooked, and theories have not considered how it is estimated, represented or

used. We argue that in order to represent the private information of the other, a theory must
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include a representation of the other which is separate and independent from the
representation of self, motivating a theory of multiple perspectives. Second, by focusing
primarily on mutual knowledge, existing theories fail to capture the fact that communication
also depends on partners having different perspectives. Existing theories have characterized
communication as the growing of common ground or as increased alignment between partners;
however, no proposal exists for how differences in perspective are computed or represented to
enable the exchange of information. Importantly, as we elaborate below, the mechanisms
proposed for encoding mutual knowledge, which is a type of similarity in perspective, cannot

simply be extended to accommodate the representation of perspective differences.

We begin by reviewing the relevant background on the role of mutual knowledge in
communication, and the theories that have been proposed to support these phenomena
(section 1). In section 2, we discuss cases of existing empirical evidence from language and
memory that reveal that mutual knowledge is only one of the types of mental states needed to
support communication. In discussing these cases, we compare potential accounts under
existing theories to the account of our proposed architecture, which includes a representation
of self, a representation of other, and a cognitive process that compares the two to output
similarities and differences in perspective. We further detail our theory in section 3, and in
section 4, we discuss additional linguistic and conversational phenomena that become relevant

under our new cognitive architecture, and identify directions for future research.
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1. Mutual knowledge, common ground, and other shared representations

Communicative success has long been argued to depend on the ability to operate on the
information that conversational partners can assume they both know, a concept known as
mutual knowledge (cf. shared, where sharing is not acknowledged and could be accidental).
Building on earlier work by Lewis (1969) and Schiffer (1972), Stalnaker (1978) introduced the
notion of common ground: the set of propositions that encode mutual knowledge. Against this
model of conversation, Stalnaker argues that an assertion should encode information that is not
already common ground: uttering I let the dog out is appropriate when this information is not
already taken to be known by both partners; following the assertion, this information would be
added to common ground. Clark and colleagues (e.g., Clark & Marshall, 1978, 1981; Clark, 1996)
pointed out that information enters common ground not just through language, but also
through perception (e.g., if both partners are aware that they both witnessed me letting the
dog out). In addition, information can be assumed to be common ground due to background
world knowledge: for example, if you find out your interlocutor also attended the University of

Toronto, you can assume they also know the names of campus buildings (Isaacs & Clark, 1987).

The ability to determine what information can be classified as mutual knowledge was
criticized early on, because this computation was argued to require infinite recursion (e.g., Bach
& Harnish, 1979). Specifically, for a proposition p to count as mutual knowledge, it is not
sufficient to assume that your conversational partner knows the proposition p: they also need
to know that you know that they know p, and you need to know that they know that you know
that they know p, and so on, ad infinitum. Clark and Marshall (1978, 1981) suggested that

conversational partners do not engage in such computations, and instead use heuristics (based
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on shared physical and linguistic experiences) to draw inferences about what information can
be considered mutual knowledge (e.g., if we attended a movie together, we can infer the layout
of the theater and the names of the characters to be mutual knowledge). Later work
demonstrated that conversational partners sometimes produce utterances that are intended to
signal to their partner that they have understood and accepted what the partner has said (e.g.,
“OK”, “Yeah”), and are taking it to be mutual knowledge, behavior known as grounding (Clark &

Schaefer, 1989; Clark & Krych, 2004, Brennan, 2005).

In the rest of this section, we first review empirical findings about linguistic phenomena
that have been argued to be sensitive to mutual knowledge (section 1.1.); these findings need
to be accounted for independent of whether and how mutual knowledge is encoded or
represented. We then turn to discuss three prominent theories that provide cognitive
mechanisms that can account for these linguistic patterns (section 1.2.), either by directly
encoding mutual knowledge (in a representation of common ground), or by positing alternative

mechanisms that aim to derive the same effects.

1.1 Mutual knowledge in language use: empirical findings

The bulk of the data for the role of mutual knowledge in language use comes from the
referential communication task, in which partners work together to arrange a series of images
or objects. Successfully referring to objects, events, and other entities depends on the
assumption that the mapping between entities and linguistic forms is the same for both
partners. For example, a definite description (e.g., the dog) is used to refer to an entity when

the speaker can reasonably assume the addressee would consider the referent to be ‘uniquely
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identifiable’ in the context (Gundel, Hedberg, & Zacharski, 1993). Thus, referring expressions in

general, and definite descriptions in particular, are a natural test bed for studying effects of

mutual knowledge.

A classic example of the way referring expressions are thought to make use of mutual

knowledge is the way they change over time. Krauss and Weinheimer (1964) noted that

repeated reference to the same entity leads to a decrease in the length of referring expressions

(see also Ariel, 1990), and relate this decrease to Zipf's (1935) generalization about the

relationship between frequency and word length (see Krauss & Weinheimer, 1966; Krauss, et

al., 1977). This is illustrated in Figure 1 which includes a set of tangrams — geometrical shapes

that lack conventional labels — along with an example of how referring to the leftmost tangram

in the top row shortens over time (see Clark & Wilkes-Gibbs, 1986).

| a woman climbing the stairs but her head is falling off kinda to the right ]
/

4' that woman climbing the stairs with her head falling off to the right ]

Director Lo
the woman climbing

¥ ixX

BARRIER

1L 4

Figure 1. Example tangrams used in a referential communication task (adapted from

Matcher

¥ix
s B

Clark and Wilkes-Gibbs, 1986), along with the referring expressions used across several

rounds to refer to the top-left tangram.
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This shortening effect is partner-specific: When speakers switch to a new partner, they
tend to use longer labels; however, these longer labels are not as long as in the initial use,
indicating some partner-independent effects (Brennan & Clark, 1996; Wilkes-Gibbs & Clark,
1992; Yoon & Brown-Schmidt, 2014; 2018). While the partner-independent shortening of
referential forms can be taken to reflect the salience or accessibility of the referent (e.g., Ariel,
1990; Gundel et al., 1993), these accounts are not sensitive to the identity of the partner, and

therefore cannot account for the length difference between an old and a new partner.

What remains stable over repeated reference are the concepts encoded in the referring
expressions. For example, when a certain abstract figure is referred to using language that
conceptualizes it as a woman climbing, this conceptualization continues to be used with the
same partner, rather than a re-encoding as, for example, as a dancer (Fleming & Darley, 1991;

Mason, 2004; Clark & Schaefer, 1987).

Other past experiences also affect the form of referring expressions (Yoon & Brown-
Schmidt, 2014, 2019) as well as their interpretation (Orena & White, 2015; Barr &
Seyfeddinipur, 2010). For example, speakers choose a name for an object if they assess that
their partner would know this name, whether because the partners learned the names together
(Wu & Keysar, 2007; Heller, Gorman & Tanenhaus, 2012; Gorman et al. 2013), or because the
partner exhibits expertise on the topic (Isaacs & Clark, 1987). A related effect is observed in
describing events: speakers are less likely to mention information (such as the instrument used
to perform a specific action) when they assess that this information can be inferred by their

partner (e.g., because it is typical: Lockridge & Brennan, 2002; cf. Brown & Dell, 1987).



Heller and Brown-Schmidt

Mutual knowledge is also relevant to listeners’ interpretation of referring expressions:
listeners are sensitive to whether or not referents are mutually known (Nadig & Sedivy, 2002;
Hanna, et al., 2003; Sikos, et al., 2019; Rubin, et al., 2011), how the shared vs. privileged status
of some referents affects labels for other, mutually-known referents (Heller, Grodner &
Tanenhaus, 2008), and what labels have been previously used with a particular partner
(Metzing & Brennan, 2003; Brown-Schmidt, 2009b). For example, in a situation where one glass
is visible to both the listener and the speaker and a second glass is visible to the listener alone,
listeners rapidly identify the mutually-visible glass as the intended referent (Nadig & Sedivy,

2002; Hanna, et al., 2003; Sikos, et al., 2019; Rubin, et al., 2011).

In sum, both the production and the comprehension of referring expressions exhibit
sensitivity to mutual knowledge (independent of how this is encoded or represented), and this
information may be inferred based on different types of cues, including the physical
environment, prior conversation, and background assumptions (see Clark, 1996's discussion of

physical co-presence, linguistic co-presence and community membership).

1.2. Theories of mutual knowledge: Common ground and alternatives

One way to encode mutual knowledge is to represent it as such in a common ground model. On
this approach (e.g., Clark, 1996), conversational partners create and continuously update a
representation that includes both the discourse record and non-linguistic information (e.g., the
physical environment). Because we learn about mutual knowledge from indirect cues, some
have argued that common ground representations are probabilistic (e.g., Hanna, et al., 2003;

Brown-Schmidt, 2012), meaning that information is considered to be common ground with a
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certain probability — if there is a lot of evidence that something is common ground, the
probability will be high; if there is little evidence for common ground, that probability will be
low. In contrast, the one-bit model of common ground (Galati & Brennan, 2010; Brennan &
Hanna, 2009) encodes this information as binary (e.g., encoding whether the speaker has

discussed this topic with this particular addressee before, or not).

The fact that labels are retrieved from an existing representation of common ground
rather than being constructed on the fly accounts for the repeated use of established
conceptualizations, known as conceptual pacts (Brennan & Clark, 1996). For example, with
repeated reference to the top-left tangram from Figure 1 with the same partner, the speaker
will retrieve a label from the common ground representation developed earlier with that
partner, therefore reusing the conceptualization of a climbing woman (in a probabilistic
representation, the entity-label link needs to be above a certain probability threshold). Note,
however, that this explanation does not account for why referring expressions tend to become
shorter over timel. When the partner is new, there is no existing common ground
representation from which labels can be retrieved: this could explain the use of longer
descriptions, but not why the same conceptualization is often used with a new partner who
lacks common ground for it. In sum, a representation of common ground can account for some

of the partner-specific effects in the production of referring expressions (but not all).

L|f this shortening is attributed to the increased salience or accessibility of the referent (e.g., Ariel, 1990;
Gundel et al., 1993), the account would incorrectly predict the same shortening to happen with a new
partner.

10
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Because constructing a representation of mutual knowledge requires integrating
information from multiple sources and dynamically updating the representation over time,
some researchers have proposed that such representations are not used in real-time language
processing. Early alternatives were inspired by findings from the judgement and decision-
making literature that people favor highly available information when making decisions
(Tversky & Kahneman, 1973). For language, the proposal was that, due to its availability in the
mind, speakers use their own “egocentric” perspective as a first approximation of mutual
knowledge, and only resort to using common ground if communication fails (Horton & Keysar,
1996). Over time, however, empirical evidence has accumulated, demonstrating that mutual
knowledge is, in fact, used during real-time language processing (see Brown-Schmidt & Heller,
2018, for a review). This evidence triggered a family of proposals that aim to explain how
apparent use of mutual knowledge can fall out of simpler, non-dedicated mechanisms, and

without maintaining an explicit representation of common ground.

One proposal for how mutual knowledge might play a role without calling on specialized
common ground representations appeals to ordinary memory (Horton & Gerrig, 2005; 2016).
On the ordinary-memory view, one’s partner acts as a retrieval cue which can automatically
activate shared information via a resonance process. When referring to an entity, speakers
access their memory for that entity, which may include a memory trace for an event that
involved their conversational partner. For example, when accessing the memory representation
for the top-left tangram from Figure 1, an old conversational partner would serve as a cue for
the conceptualization of a climbing woman, whereas a new partner would not. Horton and

Gerrig posit that these determinations about what is and is not mutual knowledge can inform

11
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language use through either automatic or strategic cognitive processes, leading speakers to
utter the climbing woman with some partners but not others. Horton and Brennan (2016)
consider several aspects of the ordinary-memory view that are in line with the one-bit view
(Galati & Brennan, 2010). Most relevant to the current proposal is the notion of
metarepresentations: a representation of their partner’s representation of something (e.g., my
partner cannot see my workspace). Horton and Brennan (2016) suggest that while forming a
metarepresentation of a partner’s mental state might be time-consuming to calculate initially,
once that metarepresentation has been calculated, it is accessed in subsequent conversation

with relative ease.

A second alternative to the standard common ground model is Interactive Alignment
(Pickering & Garrod, 2004; 2013) which explicitly rejected the idea that communication requires
modeling the partner’s mind, and instead posited that partners achieve aligned representations
through the activation of linguistic forms produced by the self and partner (Pickering & Garrod,
2004). In this theory, conversational partners converge on a conceptualization for an object
because they reuse their own and/or their partner’s linguistic forms (also see Garrod &
Anderson, 1987). For the example in Figure 1, activation of linguistic forms can explain reuse of
the words “climbing” and “woman” with the same partner, but this does not account for why
labels become shorter over time. Thus, the development of aligned representations can

account for a subset of the linguistic phenomena that are attributed to mutual knowledge.

Pickering and Garrod further develop alignment in the more recent Shared Workspace

framework (Pickering & Garrod, 2021), where alignment between partners is achieved using

12
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information from the “shared workspace” —the publicly accessible communicative behavior
and other shared aspects of the context. While this framework also rejects the idea of
representing the other’s mind, some information about the other is nevertheless encoded via
“m-tagging”, whereby interlocutors augment their own situation model to reflect what
information is shared with a particular partner (see also Westra & Nagel, 2021) and how certain
one is that it is shared (akin to Hanna et al., 2003 and Brown-Schmidt, 2012). In this framework,
repeated conceptualization with the same partner is a result of a situation model where this
conceptualization is m-tagged as shared with the old partner. While such tagging is not
available for the new partner, the same conceptualization is predicted to be used because of its
availability in one’s own situation model. The shortening of referring expressions over time,
meanwhile, is attributed to the limited capacity of the “shared workspace” which is said to
dictate efficiency. In addition, information from the “shared workspace” is also used to create
meta-representations of alignment and misalignment with the partner: a positive response
from the partner (e.g., yeah, OK, mm) leads to a meta-representation of alignment, whereas a
negative response from the partner (e.g., eh?, what?, mm?) leads to a meta-representation of

misalignment (Pickering & Garrod, 2021: section 8.2).

The idea of partner alighment is shared by other researchers. For example, the
phenomenon of coordinated eye-gaze in a shared visual world reflects attentional alignment
between partners (Richardson, Dale & Kirkham, 2007; Richardson, et al., 2009; 2012; Dale, et
al., 2013). Relatedly, neuroimaging findings suggest that persons with similar interpretations of

narratives exhibit alignment at the neural level (Nguyen, Vanderwal, & Hasson, 2019). These

13
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findings support the idea that language, attention, and even brain activity, align as partners

converse, consistent with the idea that conversation is based on aligned representations.

More generally, the alternative approaches are similar to common ground theory in
their goal of deriving effects of mutual knowledge. But unlike the common ground theory which
posits, for each partner, an explicit representation of mutual knowledge, these other theories
achieve this goal without positing a dedicated mechanism that encodes mutual knowledge, or
any other direct representation of the other. This difference is reminiscent of the debate in the
developmental literature, where Heyes (2014) argues that what appears to be “automatic”
reasoning about the belief states of others may instead be captured using domain-general
representations of association (see also Westra, 2017; Apperly & Butterfill, 2009). Important for
our purposes is the fact that, despite disagreements on mechanisms, the different theories all

share the idea that mutual knowledge is the cognitive basis for successful communication.

2. Going beyond mutual knowledge, or why we need a new theory of mental states

In this section, we pivot to discuss existing empirical findings from language and memory that
reveal the limited utility of mutual knowledge as the representational basis for communication,
whether directly encoded in a common ground representation (Clark & Marshall, 1978; 1981;
Hanna, et al. 2003), or derived indirectly via ordinary memory (e.g., Horton & Gerrig, 2005;
2016), aligned situation models (Pickering & Garrod 2004, 2021), or any other emergent
coordinated representations (e.g., Richardson, Dale, & Shockley, 2008; Hasson, et al. 2012;

Coman, Momennejad, Drach, & Geana, 2016; Fay, Garrod, Roberts, & Swoboda, 2010). This

14
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discussion points to three types of mental states that need to be captured by a theory of

mental states.

Our first topic is information questions (section 2.1). Empirical findings concerning the
production and comprehension of questions (section 2.1.1.) reveal that the private information
of the other is represented and used as part of this basic conversational move: this is
information we assume the other knows without actually having those details ourselves
(desideratum #1). In the literature, private information has been discussed primarily in contrast
to mutual knowledge, and existing theories fail to detail how private information is calculated,
represented and used. This is especially true as it concerns the private information assumed
about the other (we are aware of a single study on this topic, Hawkins, Gweon & Goodman
2021). As we demonstrate in section 2.1.2., private information about the other is estimated
and represented in some detail. A second point that arises from the way questions are
processed (section 2.1.1.) is the need to represent differences between perspectives: this type
of information does not have a clear place in theories where the other is only represented
through the lens of mutual knowledge. The observation that differences need to be
represented alongside similarities (desideratum #2) is novel and has not been previously
discussed in the literature. In section 2.2, we return to the topic of referring expressions, which
has been the central empirical phenomenon on which theories of mental states are based (see
section 1.1). We argue that a closer examination of existing empirical findings from both
language comprehension (section 2.2.1) and language production (section 2.2.2) point to the
need to separately represent the perspectives of self and other (desideratum #3); these

findings cannot be explained when representing the other through the lens of the self. The
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need for separate representations of the self and other is further indicated by findings from the
memory literature (section 2.3) that identify asymmetries in representations of the
conversation record. Despite ample evidence for these memory asymmetries, they have not
been considered in developing the cognitive architecture that supports language use. In sum,
these findings point to a theory that must fulfill three desiderata: (1) the (assumed) private
information of the other, (2) differences in perspective between the self and other (alongside
similarities which includes mutual knowledge), and (3) separate representations of self and

other.

Our novel Multiple Perspectives Theory is a cognitive architecture that is intended to
capture the ways in which mental states are represented and used in communication. Some
components of our theory are similar to aspects of other work, whereas other aspects are new.
The novel contribution arises from specifying the calculation, representation and use of mental
states that have not been represented in previous theories. Our theory includes three

components:

1. A representation of self. What do | know that is relevant to the current conversation?

We propose that partners only activate representations that are relevant to the current
exchange (Grice, 1975; Sperber & Wilson, 1986, 1995). Similar to the “egocentric” perspective
discussed in some prior work (e.g., Keysar, et al., 2000, 2003; Heller et al., 2016; Mozuraitis et
al., 2018), this is a representation of what you know. Different from prior work, we distinguish
different types of self-knowledge (knowing what you do know vs. what you don’t know), and

use this representation in computing similarities and differences with the other.

16
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2. A representation of other. What do / assume you know that is relevant to the

conversation? As we do not have direct access to other minds, creating this representation
depends on inferences based on indirect cues from multiple sources of information. As with the
representation of self, we propose that partners only activate representations of the other that
are relevant to the current exchange. This representation may seem familiar from other
research. For example, in his seminal work on conversational implicatures, Grice (1975)
suggests that implicatures are computed relative to the other’s intentions (see also Sperber &
Wilson’s Relevance Theory: 1982, 1986, 1995); Grice’s logic has been further formalized within
the probabilistic Rational Speech Act framework (RSA: Frank & Goodman, 2012; Goodman &
Stahlmueller, 2013). However, these theories have not generally aimed to account for
phenomena that involves different perspectives like those reviewed here. Another line of
research that posits a representation of the other is non-linguistic mentalizing, or the Theory of

Mind literature outside language: we come back to this research in section 2.2.3.

3. A cognitive process that actively compares the representations of self and other. This is

the heart of our theory. We hypothesize that this comparison process occurs continuously over
time as speaker meaning is computed. The output of the comparison process is transient, and it
may reveal (i) similarities between self and other (including mutual knowledge), and (ii)

differences between self and other.

The need for separate representations of the self and other has been recognized in the
formal semantics literature since the groundbreaking work of Gunlogson (2003) on declarative

guestions. Since then, semantic theories have widely incorporated separate representations of

17



Multiple Perspectives Theory

the discourse commitments of the conversational partners (e.g., Farkas & Bruce, 2010, Faller,
2019 among others), which bear some similarity to our separate representations of self and
other. However, these theories differ in their overall goal: while here we focus on mental
states, semantic theory aims to model the conversation record, addressing the question of how
given utterances change the context. Perhaps more importantly, semantic theories have also
maintained a common ground that represents mutual knowledge, which is not part of the
cognitive architecture in the Multiple perspectives Theory, a point we return to at the end of
section 2. Nevertheless, exploring connections between these literatures is a worthwhile goal

for future work.

In discussing the empirical cases, we point out limitations of existing mental state
accounts, specifically the standard common ground model of Clark and colleagues, the ordinary
memory account (Horton & Gerrig, 2005; 2016) and the shared workspace framework
(Pickering & Garrod, 2021), detailing how these cases are accounted for within the Multiple

Perspectives Theory.

2.1. Questions
The communicative goal of information questions is to elicit information from the partner. It
has long been observed that speakers ask about information they themselves lack, and they

address their question to an addressee they assume has the desired information? (Searle,

2 While other types of questions are of course possible (e.g., rhetorical questions), here we constrain ourselves to
information questions. We note that, for information questions, it may be sufficient for the speaker to assume that
the addressee can help them find a path to the answer. This is illustrated by the felicity of conditional answers
(Tellings, 2019). For example, you have just installed a new printer driver and are not sure if you did this correctly,
so you call the I.T. desk.

YOU: Have | installed the printer correctly?

18
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1969). In the sociologically-oriented field of conversation analysis, this is known as determining
one’s epistemic status (Heritage, 2012a, 2012b): whether your partner is more or less
knowledgeable, which is crucial in order to decide whether to ask or tell, respectively. The fact
that all 803 languages surveyed in the World Atlas of Language Structures (WALS) are reported
to have questions (Dryer, 2013) reflects how basic this conversational move is in human

interaction.

In the case of the Pig with the Hat (section 2.1.1), we discuss empirical findings showing
that speakers ask about the (assumed) private knowledge of the partner, and that listeners
expect questions to be about their private knowledge (desideratum #1). The case of the Pig
with the Hat illustrates a second point, which has not been previously noted in the literature:
that interpreting a question requires not just a focus on one’s own private knowledge (which is
different from the perspective of the asker), but also the representation of similarities in
perspective, which includes mutual knowledge. This observation suggests that similarities and
differences in perspectives should be available all at once (desideratum #2). In section 2.1.2. we
turn to the case of the Knowledgeable Dentist, where we illustrate the level of detail at which

the other’s private knowledge needs to be represented (desideratum #1).

2.1.1. Empirical findings about questions: the case of the Pig with the Hat
The case of the Pig with the Hat provides empirical evidence that information questions require

modeling and utilizing information that is private to the other. Brown-Schmidt, Gunlogson and

IT: If the icon shows in your bar, you have.
Here, IT does not know the answer to the question—they do not have visual access to your screen—but they can
direct you to the answer. Importantly, this phenomenon relies on one’s ability to represent the other’s private
knowledge.
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Tanenhaus (2008) examined the production and comprehension of information questions that
were uttered in the context of a conversational game. Figure 2 provides an example of a game
board from two perspectives, where the color of the background indicates the shared vs.
private status of the objects (note that Brown-Schmidt, et al. examined both physical displays
with objects that were and were not mutually visible, as well as computerized displays like the
one in Figure 2). Let us imagine that one partner, Abbi, sees panel (a): it contains three objects
with a white background which indicates that her partner, llana, can also see them, four objects
with a grey background which indicates that only Abbi herself can see them, and one black
square whose contents, she assumes, are only visible to llana. llana sees panel (b) which has
three shared objects, one private object, and four objects visible only to her partner Abbi. In the
game, the partners converse in order to figure out whether their combined board follows

certain rules (e.g., are there two animals of the same type in adjacent squares?).

[ What’s in the bottom right? I
| A horse with lipstick
-

Abbi
: e e e liana

=7
&_)'\
E3)
§
£
BARRIER

Figure 2. The game boards used to elicit questions and examine their interpretation
from the perspective of Abbi (a) and Ilana (b). The colored backgrounds reflect
information status: White background for mutually-visible objects, grey background for

private objects, and black squares for objects only visible to the partner. All animals had
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accessories, thus requiring modifiers (e.g., “with a hat”) to distinguish two of the same

kind.

To begin, llana might ask, What’s in the bottom right? The question is felicitous because
Ilana does not know the answer, and, at the same time, she can use the cues in the display to
assume that Abbi does know the answer. Empirical findings indicate that speakers consistently
inquire about information which they assume to be known to the partner, but not to
themselves. If Abbi responded, A horse with lipstick, then the existence of the horse in this
cubby becomes mutual knowledge. Next, llana may ask, What’s below the pig with the hat? In
interpreting this question, Abbi expects llana to ask about objects that llana does not know

about.

Empirical findings show that listeners interpret information questions as inquiring about
information that is known to themselves but not the speaker (Nurmsoo & Bloom, 2008; Brown-
Schmidt, et al., 2008; Brown-Schmidt, 2009a; Brown-Schmidt & Fraundorf, 2015). Specifically,
eye-tracking data reveals that as the listener hears What’s below the pig with ... (but has not
yet heard the end), listeners direct attention towards the pig with the hat, presumably because
below this pig is a fish the asker doesn’t know about (whereas below the pig with the bow is the

horse that became mutual knowledge in the previous conversational turn).

Despite the simplicity of this example, the case of the Pig with the Hat illustrates two
important points about mental states in communication. First, it provides clear empirical
evidence that information questions require representing the (assumed) private knowledge of

the other (desideratum #1). But what are the cognitive mechanisms that allow speakers to
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determine that the addressee knows — or is likely to know — the answer to a question? First, we
note that a common ground model would only allow a speaker to infer that the answer to the
guestion is not mutually known. But the set of information that is not mutual knowledge is
unbounded and undifferentiated, and thus is not sufficient to determine whether the
addressee is likely to know the answer; similar reasoning applies to the ordinary memory
account which tags shared information in memory. While we acknowledge that neither theory
has aimed to account for information questions, the fact that these theories are a non-starter in

trying to model questions reveals the need for a new theory.

The only existing theory to consider questions — albeit briefly — is Pickering and Garrod’s
(2021) Shared Workspace framework. They discuss a single example (p. 172), proposing that
guestions are asked when there is a meta-representation of misalignment between partners.
Can the questions in the case of the Pig with the Hat be explained using a meta-representation
of misalignment? Recall that in the Shared Workspace framework misalighnment is gleaned from
information in the “shared workspace”; however, in the case of the Pig with the Hat, there is no
point at which the partner responds negatively that could be taken to indicate misalignment. As
the “shared workspace” is said to include other contextual information, one may wish to extend
their account, suggesting that a meta-representation of misalignment can be gleaned from the
properties of the physical display. However, Pickering and Garrod are clear that the “shared
workspace” only includes shared information, and so it would not include information about
those animals that are not mutually visible (see further discussion in section 2.2.2: the case of
the Deceitful Lego). Thus, while meta-representations of misalignment could trigger questions

in some situations, this framework does not have the necessary components to capture the
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perspective asymmetries illustrated in the case of the Pig with the Hat, or any other information
guestion beyond the narrow cases in which misalignment is detected based on a partner’s
negative response. This is because this framework eschews any representation of the other,
and so it cannot capture cases where the other is assumed to know information that you don’t,
which constitutes the informational basis for asking questions (note that an m-tagged situation

model only encodes the opposite situation: information you do know and the other doesn’t).

In the Multiple Perspectives Theory, the (assumed) private information of the other is
encoded directly as part of the representation of the other, which exists alongside the
representation of self; we discuss these representations in detail in sections 3.1 and 3.2. The
guestion is prompted by the speaker’s comparison of their own visual perspective with their

partner’s perspective which reveals an information asymmetry between them.

The second point illustrated by the case of the Pig with the Hat arises from the fact that
while the question word “what” delimits the space of answers to the addressee’s private
knowledge, the definite description “the pig with the hat” is nevertheless relativized to the set
of referents that are mutually known to both partners. The fact that both phrases occur in the
same question demonstrates that listeners cannot simply focus on their own perspective, even
for a (relatively) small window of interpreting a single sentence. A strategy of adopting the
perspective of the other — either fully, or in a serial adjustment process (Epley, Morewedge, &
Keysar, 2004; Epley, Keysar, Van Boven, & Gilovich, 2004; cf., Eyal, Steffel, & Epley, 2018),

would also fail here, as this would not allow the listener to find the answer. Instead, what we
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need is a representation of the similarities in perspective between partners alongside the

differences between them (desideratum #2).

Because this point has not previously been made in the literature, we can only speculate
on how other theories could be extended to account for it. The standard common ground
model, as well as the ordinary memory model, are both dedicated to the encoding of the
similarities, representing mutual knowledge directly, or tagging information in one’s own
memory as mutual (this also applies to m-tagging in the Shared Workspace framework). We
note that these mechanisms cannot be extended to the representation of perspective
differences because the relevant information for which we hold different perspectives is not
simply equal to the set of information that is not similar. In the Multiple Perspectives Theory,
similarities and differences are both calculated by the comparison process that is hypothesized
to continuously compare the representations of self and other — we discuss this process in

detail in section 3.3.

2.1.2. Tracking sources of evidence for the other: the case of the Knowledgeable Dentist

This section presents a thought experiment that illustrates how speakers choose an appropriate
addressee for a question. This case reveals that conversational partners not only represent
what private information their partners may have, but, in addition, they keep track of the
assumed source of this information. This example provides further evidence for the direct
encoding of the private information of the other by revealing the level of detail needed to be

represented in the (assumed) private knowledge of the other (desideratum #1).
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The case of the Knowledgeable Dentist concerns a situation where you take your son,
James, to the dentist. There you are, talking to the dentist about James’ teeth. When you seek
an answer to the question of whether James has brushed his teeth that morning, who do you
ask? (Let us assume for now that everyone provides truthful answers). The intuitive answer is
clear: you ask James, because you know that he has direct evidence for the answer (he was
there), whereas the dentist only has indirect evidence (she can draw an inference based on the
examination). This simple example where speakers are able to choose the best addressee for a
guestion reveals that speakers are tracking potential information sources and using these

information sources to construct the representation of the other.

How can we apply the mechanisms of existing theories to account for this case? On the
standard common ground model (e.g., Clark & Schaefer, 1989), your past conversation with the
dentist — including on the topic of James’ oral hygiene — were recorded into the common
ground, whereas on the ordinary memory account you retrieve memory traces shared with the
potential addressees that relate to the topic (e.g., Horton & Gerrig, 2005); this also applies to
the “m-tagged” situation model of Pickering and Garrod (2021). If we extend the function of
these representations to choosing an addressee for a question (which, admittedly, goes beyond
their original function), we believe that these views would wrongly point to the dentist as the
chosen addressee, because the dentist is the stronger association on the topic of James’ oral
hygiene. The skeptical reader may counter that, for this topic, you actually have more
experience talking to James (because you nag him twice a day to brush his teeth): this would
mean that you have more common ground with James or that the associations with James are

stronger than the ones with the dentist, and so those accounts would correctly predict that you
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would ask James and not the dentist. Be that as it may, these accounts miss the fact that an
addressee for a question is not intuitively chosen based on how much past experience you
share with them, but rather based on who you expect to have the better evidence for the
answer. This can be further illustrated by a situation where your neighbor Liz takes James to the
dentist: despite never having had a conversation about James’ oral hygiene with either James
or the dentist (or anyone else, for that matter), the neighbor would intuitively still ask James. In
other words, the case of the Knowledgeable Dentist demonstrates the limited utility of mutual
knowledge as the basis for mental states in communication, as it is unable to explain a basic

conversational move like choosing an appropriate addressee for a question.

What about the Shared Workspace framework? Recall that this framework proposes
that speakers ask questions when there is a meta-representation of misalignment. As in the
case of the Pig with the Hat, here too there is no negative response from the partner that is
used in that framework to indicate misalignment. But this case actually contains no other
situational cues to misalignment, and so in the absence of a representation of the other, the
Shared Workspace framework lacks mechanisms that could detect misalignment. Crucially,
even if the framework was extended to detect misalignment in this case, there are no
mechanisms that would distinguish between the misalignment with James and the
misalignment with the dentist, meaning there is no basis for choosing between the two

potential addressees.

In sum, the case of the Knowledgeable Dentist illustrates the important role that

sources of information play in communication, and in doing so, reveals the level of detail
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needed when representing the private information of the other (desideratum #1). In the
Multiple Perspectives Theory, (assumed) information sources are encoded in the
representation of the other (and also in the representation of self), and so this information will
become available as part of the comparison process that reveals the other’s epistemic

advantage.

2.2. Reference

This section returns to the linguistic phenomenon that has been the focus of the perspective-
taking literature, namely reference. Mutual knowledge has had explanatory success in the
domain of reference for both comprehension (e.g., Nadig & Sedivy, 2002; Heller et al., 2008;
Metzig & Brennan, 2003; Brown-Schmidt, 2009b; Brown-Schmidt, 2012) and production (e.g.,
Isaac & Clark, 1987; Wardlow Lane & Ferreira, 2008; Heller et al., 2012; Gorman et al., 2013;
Vanlangendonck, et al., 2016). This is because the act of referring requires coordination: a

speaker should choose a label the addressee can map onto the intended referent.

Yet, we demonstrate that, even in for reference, there are empirical findings that point
to the need to separately represent the perspectives of the partners (desideratum #3), rather
than having the representation of the other tied to the representation of self, either in common
ground or via tagging (see Breheny & Zheng, 2020 for arguments about other limitations of
common ground in explaining behavior in referential communication tasks). This point is
illustrated by the case of the Empty Martini Glass for language comprehension (section 2.2.1)

and by the case of the Deceitful Lego for production (section 2.2.2). Since both cases involve
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representations of false belief, a common topic in the Theory of Mind literature, we conclude

by commenting on the relationship between language use and Theory of Mind (section 2.2.3).

2.2.1. Reference comprehension: The case of the Empty Martini Glass

In the case of the Empty Martini Glass, there is a discrepancy between the physical context and
information expressed linguistically — see Figure 3. Hanna, et al. (2003, Exp. 2) created
situations where the partner giving instructions (the speaker) could not see the objects in the
display and only heard the experimenter describe these objects, whereas the partner following
instructions (the addressee) both saw the physical display and heard the experimenter's
linguistic description. Crucially, the description given by the experimenter was incorrect,
creating a situation where the speaker and addressee had different—and inconsistent—
assumptions about the display. In addition, the addressee was in a position to assume that the

speaker had a false belief about the display due to the experimenter's faulty description.

There are two empty jars,
an empty martini glass,
and a martini glass with olives in it

Pick up the empty martini glass
and put it in area 2.

XY

speaker addressee

BARRIER |\

Figure 3. Example trial from Hanna et al., (2003). Only the participant addressee saw the
physical display, but both the speaker and addressee heard the experimenter's
description: “there are two empty jars, an empty martini glass, and a martini glass with
olives in it”. In processing the speaker’s instruction, addressees showed sensitivity to

both linguistic and physical context.
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In a referential task such as this one, a referring expression starting with “the empty”
tends to create the expectation that the referent would be the empty jar; “empty” is less likely
to be used for a martini glass because this information would not distinguish between the two
glasses (see Heller, 2020 for a review). In contrast, the linguistic information given by the
experimenter incorrectly described the situation as containing two empty jars, one empty
martini glass, and one martini glass with olives. Against this (counterfactual) linguistic context, a
referring expression starting with “the empty” would instead create the expectation that the
speaker is referring to a martini glass, because “empty” distinguishes between the two martini
glasses. Thus, depending on what contextual information is used—physical (real) or linguistic
(counterfactual)—the expression “the empty” leads to different, inconsistent expectations about

the upcoming referent (note this uncertainty ends at the noun “martini glass”).

Since definite referring expressions have been argued to be interpreted relative to
mutual knowledge (e.g., Gundel et al., 1993; Clark & Marshall, 1978; Horton & Gerrig, 2005), we
ask what counts as mutual knowledge between the speaker who is giving instructions and the
addressee who needs to follow that instruction (see again Figure 3). The answer could not be
the physical context, because that information is only available to one partner, the addressee.
Instead, the mutual information here is the (counterfactual) description given by the
experimenter. Thus, theories that rely on what is mutual would predict that the unfolding
expression (e.g., “the empty”) would be processed relative to the linguistic information that
was heard by both partners, and as such, addressees should anticipate the empty martini glass
to be the referent. This prediction holds independent of whether this information is encoded

directly in a representation of common ground (a la Clark and colleagues) or whether it is
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shared information retrieved from memory (as per Horton & Gerrig, 2005) or represented in a

situation model (m-tagging in Pickering & Garrod, 2021).

The empirical findings of Hanna et al., however, are inconsistent with this prediction.
Instead, the pattern observed was intermediate between an interpretation based on the
mutual counterfactual information (anticipating a martini glass), and an interpretation based on
the addressee’s private knowledge of the physical context (anticipating an olive jar; see also

Heller et al., 2008 for a related intermediate pattern).

The reader may argue that this pattern is, in fact, consistent with the standard common
ground model, and it reflects processing relative to two representations: common ground and
the addressee’s egocentric perspective (we note that this alternative is not available in theories
where one’s own representation is tagged for what is shared, because those theories only have
a single representation). This alternative account of these data may point to interference from
the egocentric perspective during interpretation relative to common ground, or alternatively,
the idea that the combination of the two perspectives is the mechanism that underlies
perspective-taking (e.g., Heller, Parisien & Stevenson, 2016). While this alternative will correctly
account for the case of the Empty Martini Glass, it suffers from a conceptual limitation. This is
because the information encoded in common ground —the counterfactual description coming
from the experimenter — is actually just the speaker’s own perspective (which is different from
the addressee’s perspective who also has visual information about the display). Thus, the case
of the Empty Martini Glass is the first to suggest that referential processing during language

comprehension, which has motivated much of the research on common ground, does not, in
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fact, rely on mutual information. Instead, on the Multiple Perspectives Theory, interpretation
proceeds relative to the two separate perspectives of self and other (see also Ryskin, Stevenson

& Heller, 2020), correctly predicting this intermediate pattern.

2.2.2. Reference production: The case of the Deceitful Lego

In the case of the Deceitful Lego, it is the addressee who holds a false belief, and this false
belief concerns object function. Mozuraitis, Stevenson and Heller (2018) examined the
production of referring expressions in contexts that included a visually-misleading object, such
as a crayon shaped to look like a Lego block, or a yoyo shaped to look like a baseball. While the
speaker and addressee could both see the visually-misleading object, only the speaker knew its
deceitful function (e.g., because the experimenter demonstrated that what looks like a Lego
could actually be used for drawing). The addressee, who was not shown the surprising function
of the object, presumably inferred—as people normally do—that the object’s function was
consistent with its appearance (i.e., that what looks like a Lego is indeed a Lego). Importantly, in
this context there is no mutual knowledge about the function of the visually-misleading object:
the speaker assumes it is a crayon whereas the addressee assumes it is a Lego (see also

Mozuraitis, Chambers & Daneman, 2015; Baltaretu & Chambers, 2017).

Mozuraitis et al., (2018) exploited the fact that when speakers refer to an object, they
must take into account what other objects exist in the scene (Olson, 1970; Osgood, 1971;
Pechmann, 1989), and so they asked about the status of the deceitful object by looking at how
speakers referred to a different object in the display. What referring expressions did speakers

choose? In one context, where the display included a typical crayon (the referent) and the
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deceitful crayon and both partners knew the deceitful function of the Lego-crayon (the match
condition: Figure 4, panel a), speakers produced a modified expression (e.g., the darker crayon)
about 94% of the time: this modification usually distinguished the referent (typical crayon) from
the visually-misleading object (crayon that looks like a Lego). The behavior changed in a second
context where the display included the same objects (a typical crayon and the Lego-crayon), but
only the speaker knew about the deceitful function (the mismatch condition: Figure 4, panel b):
here modification rates were significantly lower at 65%. This difference in modification rate
between two situations that only differ in the knowledge state of the addressee indicates that
speakers took into account the fact that the addressee did not know about the surprising

function of the Lego.

In a third context where the display did not include a visually-misleading object, and
instead included two typical objects, such as a typical crayon and a regular Lego (the baseline
condition: Figure 4, panel c), modification rates were even lower at 13%. Note that this low
baseline modification rate was obtained when the two objects in the display did not share any
properties (e.g., one crayon and one Lego). Importantly, this baseline condition is parallel to the
addressee’s perspective in the mismatch condition: if one does not know the deceitful function
of the Lego-crayon (Figure 4, panel b), then one assumes that the display contains a crayon (the
referent) and a Lego. Therefore, the different modification rate between the baseline condition
(panel c) and the critical mismatch condition (panel b) reveals that in the mismatch case
speakers did not simply adopt their partner’s perspective, but they were also affected by their

own knowledge about the misleading function of the object.
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panel a: match panel b: mismatch panel c: baseline
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Figure 4. The case of the deceitful Lego: the conversational partners, the physical
display (the referent is indicated with an arrow; a deceitful object is marked with a
yellow background), the linguistic behavior of speakers and the potential representation
of common ground for each of the three conditions: match (panel a: a crayon and a
visually-misleading Lego-crayon), mismatch (panel b: a crayon and a visually-misleading

Lego-crayon), and baseline (panel c: a crayon and a regular Lego).

What do existing theories predict in this case? We first consider what would be encoded
in a common ground model. In the match condition, where the deceitful nature of the Lego is
shown to both partners, the appearance and function of both the typical and deceitful objects
are mutual knowledge, and as such would be encoded in common ground (Figure 4, panel a). In
the mismatch condition, the appearance of the visually-misleading object is mutual knowledge,
but its function is not (both are mutual knowledge for the typical object, the crayon). One way
to encode this situation in a common ground model is to assume that common ground is not

specified in this case with respect to object function (Figure 4, panel b); interestingly, an “empty
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workspace” is what Pickering and Garrod (2021) propose to for cases of perspective mismatch
such as Wittgenstein’s (1953) ambiguous duck-rabbit image3. The proposed contrast in
representations between the match case (panel a) and the mismatch case (panel b) with
respect to object function may initially seem satisfactory, as it can account for the difference in
modification rates between the two conditions: Modification is needed more in the match case
(a) in order to distinguish two objects that share the property [function: crayon], compared to
the mismatch case (b) where function information is not encoded (see again Figure 4).
However, this account cannot predict the difference between the mismatch case (panel b) and
the baseline condition (panel c¢): since neither representation encodes shared properties
between the two objects (see again Figure 4), it will wrongly predict that both will give rise to

the same modification rate.

As in the previous section, the skeptical reader may counter that the linguistic behavior
can be modeled as a combination of the common ground representation and the egocentric
perspective of the speaker. Unlike the case of the Empty Martini Glass, here such an account is
not conceptually awkward, as the common ground representation we proposed above is
faithful to its label in representing mutual knowledge (and not just the other’s perspective).

However, this account misses a central aspect of the situation, namely that the addressee

3 This proposal of an empty workspace (Pickering & Garrod, 2021: p. 150), which they also posit for cases where
the partners hear different things (Mary vs. Martha: p. 154), is rather surprising when considered against other
aspects of the Shared Workspace framework. First, having an empty workspace is inconsistent with the argument
that the “shared workspace” is NOT a representation (e.g., p. 152), but rather “captures the publicly accessible
communicative behaviors, together with relevant aspects of the context” (p. 79) and reflects “information that is in
both interlocutors’ attention” (p. 149). Second, this proposal is also inconsistent with the spirit of the Shared
Workspace framework which aims to eschew any direct representation of the other: determining that the shared
workspace is empty critically depends on representing the different perspective of the other.
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draws an inference that what looks like a Lego is indeed a Lego, and that the speaker is
sensitive to this inference in choosing a referring expression. This inference does not belong in
the common ground representation, because it only characterizes the addressee; similarly, it
cannot be represented as shared information in memory (Horton & Gerrig, 2005, 2016) or by
tagging one’s own situation model (Pickering & Garrod, 2021). Thus, the reference production
pattern is best explained as a combination of the separate and distinct perspectives of the
speaker and addressee, as argued by Mozuraitis et al., (2018), an account we adopt in the
Multiple Perspectives Theory (see Ferguson & Breheny, 2012 and Hawkins et al., 2021 for

related findings).

2.2.3. False belief in language use and non-linguistic perspective taking: Taking stock

The empirical findings discussed in this section demonstrate that modeling the production and
comprehension of referring expressions requires the integration of the separate, distinct
perspectives of the partners. These findings come from situations where the conversational
partners have different representations of the same situation (the case of the Empty Martini
Glass, section 2.2.1.) or of the same object (the case of the Deceitful Lego, section 2.2.2). In the
Theory of Mind (ToM) literature, this type of knowledge mismatch is known as a Level 2 ToM
representation, which include considerations of different beliefs (e.g., knowing that your
partner mistakenly thinks a certain object is a Lego), which are considered distinct from Level 1
ToM representations, which include the absence of knowledge (e.g., knowing that your partner
cannot see a jar that is visible to you). On several accounts, Level 1 and 2 representations have

distinct developmental trajectories (Flavell, et al., 1981), and involve distinct cognitive
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processes (Surtees, Apperly, & Samson, 2016; Surtees, Butterfill, & Apperly, 2012, Westra &

Nagel, 2021).

In contrast to these cases, the bulk of the literature on language use focuses on absence
of belief—a level 1 ToM representation. Examples include cases where information is given
visually (e.g. Nadig & Sedivy, 2002; Wardlow Lane & Ferreira, 2008; Heller, et al., 2008), cases
where mutual knowledge relies on background information (Isaac & Clark, 1987) or on novel
shared experiences (Wu & Keysar, 2007; Bromme, Jucks, & Wagner, 2005; Heller et al., 2012;
Gorman et al., 2013; Hilliard, O'Neal, Plumert, & Cook, 2015; Hilliard & Cook, 2016), and cases
where information is introduced linguistically (Metzing & Brennan, 2003; Hanna et al., 2003).
Only a handful of studies have examined language processing in the context of level 2 ToM,
namely false-belief (e.g., Hanna, et al., 2003: Exp. 2; Keysar, et al., 2003: Exp. 2; Ferguson, et al.,
2010; Ferguson & Breheny, 2012; Mozuraitis et al., 2015; 2018). As we saw in this section, it is
those Level 2 cases that critically demonstrate the need for separate, distinct representations of

the perspectives of conversational partners.

Research on Theory of Mind outside language, however, often focuses on Level 2
representations that involve false-belief. For example, the cognitive development literature has
been concerned with when the capacity to reason about false belief emerges in childhood (e.g.,
Dorrenberg, Rakoczy, & Liszkowski, 2018; Baillargeon, Buttlemann, & Southgate, 2018; Westra
& Carruthers, 2017). Furthermore, research on (non-linguistic) perspective-taking in adults
provides evidence that the encoding of the other’s perspective alongside one’s own emerges

spontaneously, providing further evidence for desiderata #3 (separate representations of the
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self and other). However, in this literature, common parlance includes “adopting” or “taking
another person’s perspective” (Eyal, et al., 2018; Savitsky, et al., 2011; Kampis & Southgate,
2020). In other words, behavior is framed as the adoption of a single perspective, either the self
(i.e., egocentric) or of the other (i.e., altercentric). Relatedly, communicative success has been
argued to involve the inhibition of one’s own perspective in order to consider the mind of the
other (e.g., Hartwright, Apperly, Hansen, 2012; Vogeley, et al., 2001), especially in research
where this process is argued to be effortful (Savitsky, et al., 2011; Epley, et al, 2004; Epley,
Morewedge, & Keysar, 2004). However, a theory where a single perspective is used does not
fulfill desideratum #2: computing similarities and differences between the perspectives. Of
note, Deschrijver and Palmer (2020) recently proposed that the perspective-taking literature
outside language should shift from a representation of the other to a relational view of conflict
monitoring. However, in the context of language use, differences in perspectives are a natural
situation that drives information exchange rather than an undesirable situation that needs to

be resolved (the use of the word “conflict” is revealing here).

2.3. Memory for conversation, and why it matters for a theory of communication

The processes that shape language use in the moment depend on memory representations of
past experiences. These conversational processes, in turn, impact subsequent language use,
both later in the same conversation and in subsequent conversations. For example, memory for
the people and places you encounter in daily life allows you to understand references to them
in conversation, and allows you to continue to talk about those people and places in the future.
Thus, in developing theories of communication, we must consider findings and insights from

studies that directly probe memory for conversation.
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To illustrate, we begin by drawing upon an impactful paper by Ross and Sicoly (1979),
which examined biases in memory for past interactions. In one problem-solving task,
participants discussed a psychological case study, and then recalled that conversation after a
three-to-four day delay. Comparing the recalls to the original recordings revealed that
participants recalled 5.6% of their own statements, but only 2.6% of their partner’s statements.
This study illustrates, first, that conversational partners were unable to recall many details of
the conversation, and, in addition, what they did recall was biased in favor of their own

contributions.

The finding that very little of a conversation can be accurately recalled in detail has been
reported many times since: After delays of several minutes to several weeks, participants can
accurately recall a mere 0% to 40% of the total “idea units” expressed in the conversation
(Stafford & Daly, 1984; Stafford, Burggraf, & Sharkey, 1988; Ross & Sicoly, 1979; Pezdek & Prull,
1993; Samp & Humphreys, 2007). While coarse-grained or gist information is remembered best
(e.g., Christiaansen, 1980; Conway, Cohen, & Stanhope, 1991; Bransford & Franks, 1971), the
observation that memory for conversation is limited constrains the upper bound of what could
functionally constitute mutual knowledge for the discourse history. Furthermore, memory is
affected by different characteristics of the conversational experience, including its content and
richness (Campos & Alonso-Quecuty, 2006; Pezdek and Prull; 1993; Keenan, MacWhinney, &
Mayhew, 1977; Kintsch & Bates, 1977; MacWhinney, Keenan, & Reinke, 1982), suggesting that

there could be considerable variability across partners in what is remembered.
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These limitations in the quantity of information that can be recalled raise the question
about the type of representation that supports, for example, the shortening of referring
expressions in the tangram task (see Figure 1). Neuropsychological evidence provides key
insights: Individuals with bilateral hippocampal damage and severe amnesia show profound
deficits in memory for new events (episodic memory) and facts, yet they successfully acquire
referential labels for tangram images in referential communication tasks (Duff, et al., 2006). At
the same time, basic linguistic processes are notably impaired in these individuals over
timescales of less than a minute (Duff & Brown-Schmidt, 2017; Kurczek, et al., 2013; Covington,
et al. 2019). For example, if information is mentioned linguistically, and referenced again after
~40 sec, individuals with hippocampal amnesia fail to treat that information as mutual
knowledge (Rubin, et al., 2011). This pattern of sparing and impairment clearly shows that
memory representations support language processing. Yet, the fact that individuals with
amnesia successfully acquire brief referential labels in the tangram task suggests that the
changes in referential form observed in this task are unlikely to depend on the ability to recall
the conversation that gave rise to those labels. Thus, rather than representing the label “the
dancer” in common ground with the partner, individuals may come to conceptualize a certain
abstract figure as “the dancer” (Yoon, Duff, & Brown-Schmidt, 2017). These findings are
relevant in the context of the standard common ground model that assumes it is an episodic
memory record of the discourse history that supports inferences about common ground (i.e.,
Clark & Marshall, 1978). Together with findings that non brain-injured adults recall less than

40% of what was said in conversation after brief delays, this suggests that episodic memory for
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what was said per se may not be an essential ingredient in the phenomenon of referential

shortening.

The second important finding is the asymmetry in what conversational partners
remember. This asymmetry arises from the fact that memory is generally superior for what a
person has said, compared to was heard (Fischer, et al., 2015; Miller et al., 1996; Ross & Sicoly,
1979; Yoon, et al., 2016; McKinley, et al., 2017; Isaacs, 1990; cf. Stafford & Daly, 1984; Stafford,
et al., 1988 for a different pattern of results). This memorial asymmetry is reminiscent of well-
established findings that generating or producing information enhances memory for it,
phenomena known as the “generation effect” and “production effect” (Slamecka & Graf, 1978;
Macleod, et al., 2010). Relatedly, speakers find it more rewarding to disclosure personal
information compared to stating facts, suggesting further asymmetries in the reward systems
associated with producing information of different types (Tamir & Mitchell, 2012). Similarly, in
storytelling, speakers expect novel stories will be more enjoyable, whereas listeners prefer to

hear familiar stories (Cooney, Gilbert, & Wilson, 2017).

The memory asymmetry between speakers and listeners has also been demonstrated
following a referential communication task — the task most often used to study perspective-
taking in conversation. McKinley, et al., (2017) had two partners complete a referential
communication task in which they discussed a series of images. A subsequent recognition
memory test indicated that the odds of correctly recognizing a picture was 2.64 times greater if
the person had described that picture themselves, compared to when their partner described it

to them. Critically, this asymmetry in memory held even for items for which partners had gone
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through the process of grounding and converged on a short label (which has been argued to
cement the representation in common ground, and has been adopted in the Shared Workspace
framework as signaling alignment — see again section 1). Notably, these memory effects emerge
not only after a conversation is over, but they also influence language during conversation:
when a person repeats something in conversation, they are significantly more likely to repeat
what they themselves said than what their partner has said to them (Knutsen & Le Bigot, 2014).
Interestingly, repeated information is better remembered, and people correctly guess that their

partner will remember repeated information (Knutsen & LeBigot, 2021).

What do these memory findings tell us about theories of communication? These
asymmetries in memory between partners highlight the importance of constructing and
maintaining separate representations, one for each partner (desideratum #3). If conversational
partners accumulate information as part of common ground (Schober & Clark, 1989), their
common ground representations will be asymmetric in a systematic way, with each person’s
common ground representation biased towards their own contribution. This could be
accommodated by assuming separate, asymmetric representations of common ground for each
partner. However, when considered alongside the findings from questions (section 2.1) and
reference (section 2.2), these findings emphasize the need for a new theory that is not centered

on mutual knowledge.

These memory findings also offer a strong critique of the process of interactive
alignment (Pickering & Garrod, 2004) which also plays a key role in the Shared Workspace

framework (Pickering & Garrod, 2021). These theories argue that language production and
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language comprehension both draw on, and are mutually influenced by, the same
representations, and are responsible for the alignment between conversational partners. To
accommodate the findings about asymmetry in memory representations, these theories could
be modified such that one’s own produced linguistic forms would be more activated compared
to those heard as a listener. However, the result would be that partners would be
systematically mismatched in terms of which linguistic forms are most activated. Further,
introducing such an asymmetry goes against the main goal of alignment, namely to account for
how conversational partners converge on similar linguistic forms at different levels of
representation. In sum, taken together with the limitations of the Shared Workspace
framework as it concerns questions and reference under false belief, this offers strong evidence

against the framework as a whole.

To summarize section 2: this section reviewed existing empirical evidence, both linguistic
(questions, reference) and non-linguistic (theory of mind, memory). We pointed out the
limitations of existing theories: from common ground that encodes mutual knowledge, to
ordinary memory where one’s own memory is used to activate shared information with the
partner, to the Shared Workspace framework which, in addition to a tagged situation model,
also adds meta-representations of (mis)alignment (note: metarepresentations of mental states
were first proposed by Horton & Brennan, 2016). This evidence points to three desiderata for a
theory of mental states —the private information about the other (desideratum #1), similarities
and differences between the self and other (desideratum #2), separate representations of the

self and other (desideratum #3) — that do not have a clear place in any of the existing theories.
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We outlined how our theory fulfils these desiderata, and successfully handles the
representations of mental states that support the use of questions, reference under false belief
and memory asymmetries using three components: the representation of self, the
representation of other and the comparison process. What about including a representation of
common ground as part of this inventory? While this representation has proven useful in half a
century of language research, we depart from this tradition and argue that this type of
representation is not, in fact, part of the cognitive architecture that supports language use.
First, because the information encoded in common ground is already available elsewhere,
adding this representation as a fourth component would result in a less parsimonious theory.
More important, it is unclear how this representation would be used. For example, would some
definite descriptions be processed relative to common ground (e.g., “the pig with the hat”: see
section 2.1.1), while others relative to the distinct perspectives of the self and other? (see the
case of the Empty Martini Glass and the case of the Deceitful Lego in section 2.2.). Similarly,
how would a question be processed (e.g., "What’s below the pig with the hat?”): relative to the
two perspectives (that highlight both differences and similarities in perspective), or relative to
common ground which licenses the definite? In our theory, information about mutual

knowledge is just one of the possible outputs of the comparison process.

3. The Multiple Perspectives Theory of mental states in communication
In this section, we develop the three components of our theory in more detail: the

representation of self, the representation of other, and the comparison process.
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3.1. Representation of self

Recall that the first component of the Multiple Perspectives Theory is an estimated
representation of one’s own perspective. We note that the representation of self is related to
metacognitive proposals, including work from the memory literature that examines
assessments of learning, and judgements of one’s own knowledge (e.g., Dunlosky & Nelson,
1992; Tullis & Benjamin, 2012), such as a feeling of knowing (Smith & Clark, 1993; Brennan &
Williams, 1995). Even early efforts to develop artificial agents anticipated the need for agents to

represent the self, to allow them to participate in turn-taking with humans (Wachsmuth, 2008).

Relevance. In the representation of self, one accesses the relevant bits of information for the
purposes of the current conversational turn, with relevance being dynamically updated. The
notion of relevance is shared with both Grice (1975) and Relevance Theory (e.g., Sperber &
Wilson, 1986, 1995; Wilson & Sperber, 1990), and is similar to ideas in formal linguistics that
utterances are interpreted relative to the Question Under Discussion (QUD: Roberts,
1996/2004). Cognitively, however, one must keep in mind that relevance exhibits biases that
temper the influence of what is truly relevant: findings in the judgement and decision-making
literature suggest that people under-rely on relevant information, and over-rely on irrelevant

information (i.e., relevance insensitivity, Hsee, Yang, & Li, 2019).

Sources of information. The case of the Knowledgeable Dentist demonstrated the role of
sources of information to choosing an addressee for a question (section 2.1.2.), but sources of
information are also relevant to assertions. Making an assertion involves an assessment of

one's level of certainty about this information, and possibly the evidence for it. The typological
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literature has argued that about 25% of the world’s languages mark sources of evidence using
grammatical elements, known as evidential markers (Chafe & Nichols, 1986; Willett, 1988;
Aikhenvald, 2004; de Haan, 2013), and these markers have more recently been further analyzed
in the formal semantics literature (e.g., AnderBois, 2014; Korotkova, 2016; Faller, 2019).
Evidential markers are used in assertions to indicate how the speaker knows the information
they are reporting. For example, in Turkish, verbs in the past tense include a suffix that marks
the source of information as either direct perception or indirect evidence (e.g., Unal &
Papafragou, 2016, 2020). Thus, if we were to re-write the case of the Knowledgeable Dentist in
Turkish, the different individuals would use different evidential markers to report that James
has brushed his teeth. James’ brother, who saw James brushing his teeth, would use the marker
of direct perception (fircaladi “brushed-direct”), and so will James himself, whereas the dentist
— who did not witness the event and instead infers this information from the examination — or
her colleague who read the notes, would use the marker of indirect evidence (fircalamis
“brushed-indirect”). Other languages (e.g., Korean) encode more fine-grained distinctions, such
as distinguishing information that is inferred based on direct evidence (e.g., the dentist) and
information that is reported by another person (e.g., the colleague). The existence of these
grammatical elements further suggests that sources of information are encoded in one’s

perspective alongside the information acquired.

Full-color vs. Placeholder representations. We propose that information can be represented to
different levels of specificity: alongside detailed or full-color representations that support
assertions, we posit the existence of placeholder representations. One type of placeholder

representation is knowing that you don’t know: To ask a question, the speaker must identify a
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gap in their own knowledge, what Phillips and Norby (2019) call “egocentric ignorance”, with
the goal of the question being to replace the placeholder with the desired information. This
proposal is consistent with the view in formal linguistics that the meaning of a question is

defined by the set of its potential answers (e.g., Hamblin, 1973; Groenendijk & Stokhof, 1984).

We come back to the representation of self in discussing the comparison process of self

and other in section 3.3.

3.2. Representation of other

The second component of the Multiple Perspectives Theory is a representation of the other, an
estimate of the other person's mental states that is inferred from indirect cues. As with the
representation of self, one accesses aspects of the partner’s perspective that are relevant to the
purposes of the current conversation (section 3.1.); the representation of the other also

participates in the comparison process.

Cues to the perspective of the other. The cues used to infer the representation of other have
been extensively discussed in the context of inferences about mutual knowledge (e.g., Clark,
1996; Mason, 2004; Clark & Schaefer, 1987; Isaacs & Clark, 1987). These include visual and
linguistic cues that are part of shared experiences, and the social groups one belongs to. As our
cases in section 2 demonstrate, the same cues are used to infer information that is not part of
the self-perspective (e.g., the incorrect function of the Deceitful Lego), including private
information attributed to the other (e.g., the identity of the animal below the pig with the hat
or whether James has brushed his teeth that morning). Because information about the

perspective of the other is inherently uncertain, we propose that it is represented as
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probabilistic (cf. Hanna et al., 2003; Brown-Schmidt, 2012): if there is a lot of evidence that the
other assumes a certain piece of information, the probability will be high, and if evidence is

weak or limited, that probability will be low.

Empirical evidence demonstrates that the other’s perspective is sometimes inferred
even when this information is not immediately relevant, both for visual perspective (Samson, et
al., 2010) and false belief (Schneider, Bayliss, Becker, & Dux, 2011). Relatedly, Savitsky, et al.
(2011) propose that people actively monitor strangers’ perspectives more than friends’
perspectives, because they anticipate that they might diverge more from their own perspective.
Similarly, Nigro and Neisser (1983) show that personal memories can be encoded either from
one’s own perspective or from the perspective of an observer, suggesting the intriguing
possibility that the same event may be encoded differently in the representations of self and
other — we discuss this possibility in more detail in the case of the Wet Balcony (section 4.2). Of
course, the representation of other may suffer from systematic biases: for example, both the
language and memory literatures indicate that such estimates tend to be biased in the direction

of one’s own knowledge (Fussell & Krauss, 1991; 1992; Tullis & Fraundorf, 2017).

Sources of information. As in the representation of self, information in the representation of
other may be marked for its source. Including the source allows us to account for how you
choose an appropriate addressee in the case of the Knowledgeable Dentist. As discussed for the
representation of self, some languages encode sources grammatically, with speakers tracking
the likely sources of information that others have, even when they themselves do not have that

information. Specifically, when evidential markers appear in questions, they often exhibit a ‘flip’
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in the information source: the asker of the question marks the information source from which

the addressee is assumed to have learned the answer (e.g., Aikhenvald, 2004; Korotkova, 2016).

Full-color vs. placeholder representations. Like in the representation of self, information about
the other can be represented to different levels of specificity. Detailed or full-color
representations involve the attribution of fine-grained knowledge to the other. For example, in
the case of the Pig with the Hat, Ilana attributes to Abbi the ability to see the pig with the hat
(section 2.1.1.). Not all the information attributed is true: as discussed in the literature on false
belief (e.g., Hanna, et al., 2003; Wimmer & Perner, 1983), one may attribute false information,
such as the false assumption that what looks like a Lego is indeed a Lego (The case of the
Deceitful Lego, section 2.2.2). Importantly, because information about the other is inferred, one
may sometimes make an incorrect attribution. For example, Abbi may (incorrectly) assume that

Ilana — who is Canadian —is fluent in French.

Importantly, one may also attribute placeholder representations. This includes
attributing information that is private to the other. For example, in the case of the Pig with the
Hat, llana attributes to Abbi knowledge of what animal is below the pig with the hat, without
herself knowing which animal it is — in this case, the attribution is based on the visual cue of
seeing a black square (in that experimental setup, the partner always has an animal “behind”
the black square). These attributions can also be based on social categories: llana can attribute
to Abbi knowledge about hiking in the Smokey mountains, whereas Abbi can attribute to llana
knowledge about Toronto restaurants, despite the fact that neither has fine-grained details.

Another type of placeholder representations may be attributed when you know that your
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partner has an absence of knowledge: in the case of the Pig with the Hat, Abbi attributes to
llana absence of knowledge about the animals in the cubbyholes that are hidden from Ilana’s

view (see Keysar, Lin, & Barr, 2003; Wimmer & Perner, 1983).

Our representation of the other contrasts with a common ground model and with
tagged situations models and activated shared knowledge in that it does not tie the other’s
perspective to one’s own perspective. Having separate representations of self and other
provides the necessary tools to account for the cases discussed in section 2: It supports asking
guestions (section 2.1.1) — including choosing an appropriate addressee for a question (section
2.1.2), it allow us to explain the production and comprehension of referring expressions in
situations where the perspectives of the partners are inconsistent (section 2.2), and it also
allows for the representations of self and other to diverge in memory over time (section 2.3).
Critically, this type of representation frees us from the symmetry dictated by mutual
knowledge, whether directly encoded in a common ground representation or indirectly

represented through one’s own memory or situation model.

Our cognitive architecture is similar to what has been assumed in other research
traditions that are concerned with mentalizing the other. One area that assumes separate
representations is perspective-taking (or mentalizing) outside language (section 2.2.3), such as
inferences about the belief, goal and desire states of other agents (Samson, et al., 2010;
Schneider, et al., 2011; Surtees, et al., 2016; Surtees, et al., 2012; Flavell, et al., 1981; Thornton
& Tamir, 2020). Similarly, the developmental and comparative literatures ask whether, how,

and when representations of the other minds develop (Wimmer & Perner, 1983; Premack &
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Woodruff, 1978; Drayton & Santos, 2016; Westra & Carruthers, 2017). Thus, one attractive
consequence of modeling conversation using distinct representations of self and other is

convergence with these research traditions (see also Apperly, 2018).

3.3. The comparison process

The representations of self and other concern the way mental state information is stored, but
how is this information used? For example, one asserts information that comes from the
representation of self, but the asserter must also consult the representation of the other in
order to determine that the addressee is not likely to already know this information. When
asking a question, the asker will identify a gap in their self representation, but they must also
identify a placeholder representation for the answer in the representation of the other.
Furthermore, in order to tailor their message such that it would be interpretable for the
particular addressee, a speaker must identify similarities between the perspectives of self and
other. Thus, it is not sufficient to consult the representations of self and other separately, but

the relationship between the two must also be determined.

At the heart of our Multiple Perspectives Theory is a cognitive process that compares
the representations of self and other, with the transient output of this process being used in
planning the next conversational move. What aspects of the representations are compared?
The process targets the subset of information deemed relevant for the current exchange. This
follows the notion of relevance assumed by Grice (1975) where contributions are evaluated “for
the current purpose”, as well as by Relevance Theory (Sperber & Wilson, 1982, 1995). When

does the comparison process occur? As illustrated in section 3.4 below, representations of self
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and other are hypothesized to be continuously compared throughout conversation. The logic of
this hypothesis is that the comparison process uses computations of speaker meaning which
unfold over time as language is processed (Bogels, 2021; Eberhard, et al., 1995); this hypothesis

awaits future empirical testing.

The comparison process can output either similarities or differences in perspective; in
both cases the transient output is used in the moment to update the representations of self
and other. If the representations of self and other for a given piece of information are different,
the output of the comparison process reveals, first, the type of mismatch (note that because
the only representations in the theory are of the self and other, it is the output of the
comparison process that will reveal the existence of a level 1 or a level 2 ToM mismatch). There
are three possible outcomes: (i) Epistemic advantage. You (i.e., the self) possess information
the other does not, which could lead to an assertion (or an answer to a question). This situation
is illustrated in the case of the Misleading Martini in the next section. (ii) Epistemic ignorance.
You have placeholder information about knowledge you lack, and the comparison process
indicates your partner is likely to have this information. In the case of the Pig with the Hat
(section 2.1.1), this type of outcome leads llana to ask Abbi “What’s below the pig with the
hat?”. (iii) Epistemic difference. The comparison process determines that you and your partner
have distinct representations. Such cases may involve false-belief, as in the case of the Empty
Martini Glass (section 2.2.1) and the case of the deceitful Lego (section 2.2.2), but also cases
where partners have different perspectives: for example, a given tangram in Figure 1 might be
conceptualized by one partner as a superhero and by another as an angel (Yoon & Stine-

Morrow, 2019). Such experimental situations map onto real world settings where you may

51



Multiple Perspectives Theory

think of a certain person as your neighbor, whereas | may think of them as a famous cellist (E.
Clark, 1997). Distinct perspectives are sometimes explicitly encoded in utterances, as in “the
rat-lobster” for a case where one person sees a rat and the other a lobster (Clark & Wilkes-
Gibbs, 1986; see Brown-Schmidt & Tanenhaus, 2008). Outputs indicating difference not only
include the type of difference, but also the level of asymmetry between the partners (see
Gunlogson, 2003; Heritage 2012a). For example, Gunlogson (2003) points out that in the case of
epistemic ignorance, different forms of questions reflect a different level of epistemic
asymmetry: polar interrogatives (e.g., Did you get a haircut?) are uttered when there is greater
epistemic asymmetry than rising declaratives (e.g., You got a haircut?). We argue that
differences — or epistemic asymmetries — are the driver of information exchange in

communication.

The second possible outcome of the comparison process is that the representations of
self and other are the same with respect to some currently-relevant piece of information. Thus,
the comparison process may output mutual knowledge (but, unlike on a common ground
model, this output is a transient representation used to update the representations of self and
other). For example, in the case of the Pig with the Hat (section 2.1.1), the comparison process
reveals that the partners have the same knowledge about the two mutually-visible pigs,
allowing llana to use a definite description (“the pig with the hat”). Another relevant example is
our tangram example (Figure 1), where the comparison process determines that you and the
first partner share the conceptualization of the top-left tangram as a woman climbing, whereas

the comparison process with the second partner will output a difference. We argue that
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detecting similarities between perspectives is the basis for determining how to encode

messages such that they can be successfully interpreted by the addressee.

It is important to note that not all similarities arise from the output of the comparison
process. Conversational partners can be assumed to have similar surface representations of
recent language that are active in memory, as recency entails that they would normally have
the same representations of what was said. This representation of recent language plays a
crucial role in supporting a range of linguistic phenomena, including contrastive accents and
repetition reduction (see Wagner & Watson, 2010), syntactic persistence effects (e.g., At what
time do you close? At three o’clock; Levelt & Kelter, 1982; Branigan, Pickering & McLean, 2005),
“surface” anaphora (VP ellipsis, sluicing, and gapping; see Hankamer & Sag, 1976; Tanenhaus &
Carlson, 1990), and Echo questions (e.g., A: I’'m pregnant B: You’re pregnant?!?; Noh, 1998). In
contrast to the information encoded in the representation of the self and other, these
representations are linguistic in nature, and they decay after short delays (Brewer, 1977;
Bransford & Franks, 1971; Bransford, et al., 1972; Sachs, 1974); this activation of linguistic
forms plays a central role in Interactive Alignment (Pickering & Garrod, 2004) and in the Shared
Workspace framework (Pickering & Garrod, 2021). As time goes by, however, only some of this
conversationally-communicated information is likely to be recalled, particularly coarse-grained
representations of what was discussed (e.g., Connine, Blasko, & Hall, 1991; Christiansen &

Chater, 2016), and salient or engaging information (Pezdek & Prull, 1993; Keenan, et al. 1997).

How does the comparison process compare with existing theories? Unlike the classic

common ground model and ordinary memory theory, the comparison process of MPT outputs
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differences between perspectives, not just similarities. Unlike the Shared Workspace
framework with its meta-representations of alignment and misalignment, the output of the
comparison process indicates similarities and differences with respect to all relevant pieces of
information. The output of similarities and differences contrasts with existing approaches in
being transient and used to update the separate representations of self and other; it is this
separate storage that allows the representations of self and other to diverge over time.
Because comparing self and other does not depend on having the same type of representations
between the partners, the comparison process can be extended to accounts of interaction with
non-human animates and machines. Related argumentation can be found in discussion of the
anthropomorphization (see Epley, Waytz, & Cacioppo, 2007; Jaeger & Levin, 2016; Baker,

Hymel, & Levin, 2018) and simulation of and by non-human entities (Johnson & Demiris, 2005)*.

3.4. Putting it all together: The case of the Misleading Martini

We illustrate the Multiple Perspectives Theory with the case of Misleading Martini, which takes
place when llana and Abbi are attending a party (Figure 5). llana observes Abbi drinking out of a
martini glass, and the drink is almost gone — this is time point 1. llana knows that Abbi normally
has multiple drinks, and asks “Another martini?” (a rising declarative that is biased towards a
positive answer). On our theory, Abbi is processing the question using the perspectives of self
and other, and, in addition, their comparison reveals a discrepancy: while the question reveals

that from llana’s perspective’ Abbi's drink is a martini, in Abbi’s self perspective it is a non-

4 Whether theory of mind type reasoning involves specialized processes that operate specifically on mental states,
or on propositional representations more generally is debated (see Cohen, Sasaki, & German, 2015), and may
prove relevant to whether the proposed comparison processes would be functionally distinct when applied to
human mental states vs. other types of nonsentient agents.
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alcoholic mocktail (because she is pregnant). The identification of the discrepancy leads to a
further inference: Because Abbi assumes that llana would not offer her a martini if she knew
she was pregnant (based on Abbi’s representation of llana), she now infers that Ilana does not
know about her pregnancy (time-point 2). The output of the comparison process at time-point
2, Abbi’s inference that Ilana does not know she is pregnant, is added to Abbi’s representation
of llana, and also to Abbi’s representation of self (including potentially the inferential source of
information). This information could simply be stored, but in this example, the newly-identified
asymmetry between perspectives leads Abbi to utter the assertion “/I’m pregnant” (time-point
3), after which Abbi would update her representation of llana with the information that Abbi is
pregnant (there is no need in this case to update the representation of self). This piece of
information in the stored representation of the other might be revisited at a future date, for
example, if Abbi wants to borrow some maternity clothes some months later, she can ask “Do
you have any maternity clothes | can borrow?”, without first informing llana why it is that she

needs them.
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While in this example the comparison process outputs that Ilana does not know that
Abbi is pregnant, in other cases the result of the comparison process may involve further
embeddings. For example, if llana previously found out that Abbi was pregnant (and tried to
keep this knowledge a secret), Abbi may discover this, and compare their mental states and
determine that Ilana doesn’t know that Abbi knows that llana knows that Abbi is pregnant.
Upon making this comparison in mental states, Abbi could then utter, “llana, | know you know,
no need to pretend anymore.” This example demonstrates that embedded mental states — at
least up to a certain level — are represented and tracked, counter to prior theories that assumed

that embeddings are not computed (section 1).

4. Similarities and differences in language use: looking ahead

The cognitive architecture proposed in the Multiple Perspectives Theory sheds new light on
language use in conversation. For example, the comparison process leads us to consider the
role of differences of perspective in language, and the separate representations of self and
other open the possibility to divergence over time. These novel aspects of or theory lead us to
introduce novel phenomena in language use, with the goal of inviting new directions for future

empirical research.

4.1. Cross-linguistic grammatical marking of similarities and differences in perspective
Because previous theories of mental states have focused on mutual knowledge, the literature
has generally examined grammatical phenomena that are sensitive to similarity in perspective.
The phenomenon that has been studied most extensively is referring expressions and especially

definite descriptions (since Clark & Marshall, 1978), but other grammatical elements that
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trigger presuppositions have also been considered, such as the verb "return” (e.g., Chambers &
San Juan, 2008). By contrast, a core aspect of the Multiple Perspectives Theory is that the same
mechanism used to compute similarities between self and other is also used to compute
differences. The Multiple Perspectives Theory therefore predicts the existence of linguistic
phenomena that are sensitive to differences, or asymmetries in perspective. As discussed in
section 3, asymmetry between conversational partners serves as the precondition for the most
basic conversational moves — namely assertions and questions, but our theory further predicts
the existence of grammatical elements that are sensitive to perspective asymmetries, and
these should be found alongside grammatical elements that are sensitive to symmetry in

perspective.

One relevant class of grammatical elements are evidentials (section 2.1.2), which have
been introduced and analyzed in the fields of typology (Chafe & Nichols, 1986; Willett, 1988;
Aikhenvald, 2004; de Haan, 2013) and formal semantics (AnderBois, 2014; Korotkova, 2016;
Faller, 2019). For example, the particle “yo” in Japanese has been noted by Davis (2011) and
McCready (2005) to mark cases where the speaker’s assertion (which encodes information
from the self-perspective) explicitly contrasts with the addressee’s perspective, an asymmetry
that may arise when the addressee’s actions indicate that they don’t know this information,
when the addressee has uttered a sentence that contradicts this information, or when the
speaker thinks the addressee had forgotten this information. We note that grammatical
marking of sources of evidence may require retrieval of source information from memory;
whether speakers are aware of this is left for future research. Future empirical investigations of

evidential markers will also have to consider that the knowledge itself can be dissociated from
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information about the origins of how you learned that information (e.g., Johnson & Raye, 1981;

Foley, et al., 2006), and who told you (e.g., Fischer, et al., 2015; Gopie & MacLeod, 2009).

Grammatical elements that are sensitive to perspective (a)symmetry are not limited to
sentence level particles, which are somewhat akin to conversational moves, but are also found
in the domain of referring expressions. One such example is the determiners and
demonstrative pronouns in Turkish (Kiintay & Ozyiirek, 2006): when the speaker and the
addressee jointly attend to the referent (i.e., symmetry), two elements are available which
encode the proximal vs. distal contrast (bu vs. 0). In contrast, when the addressee’s attention to
the referent has not been established (i.e., asymmetry), a different demonstrative form is used
(Su). As reviewed in Evans, Bergqvist and San Roque (2018a), other languages also exhibit
sensitivity to perspective (a)symmetry in their inventory of demonstratives: Bininj Gun-wok,
which tracks whether the addressee was previously interested in the referent, and the

Athapaskan language Kaska which encodes the shared vs. unshared status of referents.

More generally, the typology literature has documented a range of elements that are
sensitive to (a)symmetry of perspectives. Evans et al. (2018a,b) review a range of grammatical
phenomena from the world’s languages that are sensitive to (a)symmetries in both knowledge
and attention. Such perspectival (a)symmetries are found across the grammar, from elements
used to talk about entities (e.g., demonstratives), to elements used for events (e.g., verbs),
propositions, and metapropositions (markers of evidentiality and certainty). For example, this
includes languages of New Guinea (Foe, Wola, and Pole), languages of South America (Jagaru

and Southern Nambikuara) and the Tibeto-Burman language Kurtop.
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The prevalence of grammatical elements that are sensitive to differences in perspective
provides preliminary support to the Multiple Perspectives Theory which considers perspective
asymmetries as a central type of mental state in conversation. Moreover, the existence of pairs
of grammatical elements that change minimally in response to perspective (a)symmetry
suggests parallelism between perspective similarities and perspective differences: this provides
support to our theory that derives both using the same mechanism of the comparison process

(over any theory that treats symmetry differently from asymmetry).

4.2. Asymmetries in updating representations, and the case of the Wet Balcony

In theories that focus on mutual knowledge, communication is generally thought to lead to
convergence: either because the common ground grows (Wilkes-Gibbs & Clark, 1992), or
because partners become increasingly aligned in their representations (Pickering & Garrod,
2004, 2021). By contrast, in the Multiple Perspectives Theory, communication leads to the
updating of two distinct representations: the self and the other. Our theory therefore makes
the novel prediction that updating the two representations with the same message could in

some cases lead to divergence in perspective rather than convergence.

We illustrate this prediction with the case of the Wet Balcony. Imagine you are having a
party at your apartment. Your partner goes out onto the balcony, and when they come back in,
they say "It's really wet out there". Your friends infer that it is raining and update their
representations accordingly. You, however, know that your balcony gets wet when your
upstairs neighbor washes off their balcony, and, furthermore, you know they only do that on

evenings with clear skies, and so you update your self-representation with this information.
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Importantly, because you do not expect your guests to draw the same inference, you apply a
different update to the other representation (self: it is clear outside; other: it is raining). The
case of the Wet Balcony thus demonstrates that the same sentence turn may lead to different
updates to the self and other perspectives. Yoon and Brown-Schmidt (2019) make a similar
point about utterances with polystable meanings, cases where language is intended to give rise
to multiple meanings, as in metaphor or private keys (Fleming & Darley, 1991; Mason, 2004;
Clark & Schaefer, 1987; van Boven, Kruger, Savitsky, & Gilovich, 2000). The case of the Wet
Balcony demonstrates that polystable meanings can also arise when the conversational

partners draw different inferences due to different background knowledge.

The distinct updates are required in order to account for potentially distinct effects at a
later time. To illustrate, imagine that, upon departure, your guests select a gift from an
eccentric gift basket that includes an umbrella, breath mints, and some watercolor paintings by
a local artist. While you — the host — would have chosen a watercolor painting, we predict you
would expect the guests to be more likely to choose an umbrella (to protect from the rain) as
compared to a painting (which would be ruined in the rain). At an even later time, the two
representations may decay independently in memory, such that in some cases only one
meaning may be accessible in memory. This prediction is inspired by findings from the memory
literature that representations of one's own experiences and the experiences of others can
become conflated over time (Principe & Schindewolf, 2012; Coman, et al. 2016; Landau &
Marsh, 1997; Hyman, et al, 2014). This could result in a situation where you erroneously recall
that it was raining on the night of the party. Note, furthermore, that because of the memory

benefit for generated content in conversation, we make a further prediction that you would be
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more likely to make such a memorial error than your partner who produced the original
utterance. Future empirical research will examine these predictions with respect to memory

and action.

4.3. The emergence of asymmetries over time

In theories that encode mutual knowledge, whether as common ground or via tagging or
activation of shared knowledge, memory for shared experiences is expected to be the same for
both partners over time. In the Multiple Perspectives Theory, experiences that are shared with
another person are encoded in the separate representations of self and other. Because of
systematic biases in how information is encoded and recalled (section 2.3), the Multiple
Perspectives Theory makes the prediction that recent information in the conversation will likely
be similar among conversational partners, whereas retrieval of more distant memories may be
asymmetric, with each partner recalling more of what they said themselves, an asymmetry that

can grow over time. We illustrate this prediction by considering the following exchange:

Abbi: I am going to have to leave a little early today. | have a ride booked.
llana: Aride?

Abbi: Yeah at Peloton, with my favorite instructor Christine D'Ercole
llana: What sort of music does she play?

Abbi: I like her 80’s playlists, things like Pat Benatar...

llana: Oh, that sounds like fun.

Over a short time-scale — at the end of that same conversation — the following utterance would

likely be felicitous:
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Abbi: OK, gotta go to my 80’s ride.

What is predicted over a longer time-scale? Consider that after a delay, conversational partners
can accurately recall less than 40% of the specific ideas expressed in a conversation, with a bias
towards one's own contributions. Thus, if Abbi and llana each expressed 100 ideas in their
conversation, and each recalled only 40 after a delay, with a bias such that 3/4 of the recalled
ideas were self-generated, then only 10 out of the original 200 ideas would be co-remembered
(and this liberally assumes they happen to co-remember the same ideas). A week later, when
Abbi produces my 80’s ride, she may assume this definite to be easily interpretable to llana,
whereas, in fact, only about 25% of those definites are contextually supported from Ilana’s
perspective, with the remaining 75% having to be accommodated, namely requiring the
addressee to fill in the details (Lewis, 1969). Indeed, Poesio and Viera (1998) report that only
30% of definites in a corpus were clearly anaphoric. We predict that the combination of limited
and biased memory, along with egocentric biases in assumptions about others’ knowledge, will
lead to situations where speakers produce utterances that they assume addressees will readily
interpret, but that actually require addressees to rely on inference to achieve interpretation.
Future empirical research will examine whether such utterances exhibit the expected

asymmetry between self and other.

5. Conclusion
In this paper, we have argued that mutual knowledge, whether encoded directly in common
ground, retrieved from memory or from a tagged situation model, captures only a subset of the

mental states needed to support communication. In considering existing empirical findings
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from language (questions and reference) and memory, we argued that a theory of mental
states in communication needs to fulfill three additional desiderata: (i) the private information
that the other is assumed to hold, (ii) differences in perspective between conversational

partners (alongside similarities), and (iii) separate perspectives for the self and other.

The Multiple Perspectives Theory provides a cognitive architecture that includes
representations of the self and the other that are maintained and updated separately over
time. At the heart of this theory is a process where the representations of self and other are
continuously compared during conversation as speaker meaning is computed. The comparison
process outputs both similarities between perspectives (including mutual knowledge), and
differences between perspectives, which includes both absence of knowledge and other
inconsistencies between perspectives. The output of this comparison process is transient
representations that are used in the moment; what is continuously maintained and updated
over time is the separate representations of self and other. The separate representations may

diverge over time, as supported by empirical findings from the memory literature.

We note that the action in communication lies in exchanging information that is not
already shared, meaning that what drives communication are the differences between
conversational partners, and not mutual knowledge (cf. Johnson-Laird, 1982). At the same time,
communication crucially depends on mutual knowledge which is used by speakers to encode
messages that can be successfully decoded by their addressee. We also demonstrated that
similarities and differences are found within a single utterance: while the utterance as a whole

depends on difference between perspectives (e.g., a speaker asks a question about something
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the addressee is likely to know but they don’t), this utterance may include linguistic elements
such as definite descriptions whose form and denotation depend on the ability of both partners
to coordinate -- namely, a similarity in perspective. Empirically, the Multiple Perspectives
Theory leads to novel predictions, expanding the domain of inquiry to a broader range of
phenomena, including evidentials, demonstrative pronouns, asymmetries in information
updating, and divergence in memory over time. Theoretically, the Multiple Perspectives Theory
provides an opportunity to explore connections with other traditions, such as the non-linguistic
literature on Theory of Mind and the formal semantics literature that focuses on modeling the
conversational record. Thus, by shifting the focus from mutual knowledge to a more
comprehensive view of mental states, the Multiple Perspectives Theory creates exciting new

avenues for future research.
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