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Abstract—Semantic-aware communication is a novel paradigm
that draws inspiration from human communication focusing
on the delivery of the meaning of messages. It has attracted
significant interest recently due to its potential to improve
the efficiency and reliability of communication and enhance
users’ quality-of-experience (QoE). Most existing works focus
on transmitting and delivering the explicit semantic meaning
that can be directly identified from the source signal. This
paper investigates the implicit semantic-aware communication in
which the hidden information, e.g., hidden relations, concepts
and implicit reasoning mechanisms of users, that cannot be
directly observed from the source signal must be recognized and
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interpreted by the intended users. To this end, a novel implicit
semantic-aware communication (iSAC) architecture is proposed
for representing, communicating, and interpreting the implicit
semantic meaning between source and destination users. A graph-
inspired structure is first developed to represent the complete
semantics, including both explicit and implicit, of a message. A
projection-based semantic encoder is then proposed to convert the
high-dimensional graphical representation of explicit semantics
into a low-dimensional semantic constellation space for efficient
physical channel transmission. To enable the destination user
to learn and imitate the implicit semantic reasoning process of
source user, a generative adversarial imitation learning-based
solution, called G-RML, is proposed. Different from existing
communication solutions, the source user in G-RML does not
focus only on sending as much of the useful messages as possible;
but, instead, it tries to guide the destination user to learn a
reasoning mechanism to map any observed explicit semantics to
the corresponding implicit semantics that are most relevant to the
semantic meaning. By applying G-RML, we prove that the des-
tination user can accurately imitate the reasoning process of the
source user and automatically generate a set of implicit reasoning
paths following the same probability distribution as the expert
paths. Compared to the existing solutions, our proposed G-RML
requires much less communication and computational resources
and scales well to the scenarios involving the communication of
rich semantic meanings consisting of a large number of concepts
and relations. Numerical results show that the proposed solution
achieves up to 92% accuracy of implicit meaning interpretation.

Index Terms—Semantic communication, implicit semantics,
reasoning mechanism, imitation learning.

I. INTRODUCTION

Recent developments in communication systems witnessed
a growing interest in human-oriented services and applications
such as extended reality (XR), Tactile Internet, and con-
nected vehicles, most of which are data-hungry and resource-
consuming with high reliability and low latency requirements.
The traditional data-oriented communication system is now
viewed as one of the major obstacles for delivering quality-
of-experience (QoE)-demanding services and applications to
end-users. This motivates a novel paradigm, called semantic
communication, which allows the meaning of messages to
be identified and utilized during communication. Compared
to the traditional systems, semantic communication allows
communication participants including both information source
and destination to exploit commonly-shared human knowledge
and experience as well as syntax, semantics, and inference
rules to assist the transportation and accurate delivery of the
intended meaning. Recent observation suggests that semantic
communication could significantly improve efficiency and
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reliability of communication, enhance users’ QoE, and achieve
smoother cross-protocol/domain communication [2]–[7].

Most existing works on semantic communication focused
on transporting the explicit semantic information, e.g., human-
labeled objects or signal features that can be directly identified
from the source signals (e.g, image, voice, and text signals)
by adopting machine learning algorithms, especially the deep
learning (DL)-based algorithms [8], [9].

In reality, the information communicated between users can
be much more than just explicit information. For example,
an image showing “a child is riding a bicycle” consists of
explicit objects, “a child” and “a bicycle”. The relationship
(“ride”) between these two objects however cannot be directly
recognized from the image. In another example introduced
in [2] and [10], a child sends a message to her father
asking “what is a Tweety”. The key semantic element of this
message “Tweety” can have multiple interpretations including
a smartphone App of a social media website, a canary bird,
and a character in a cartoon TV show. To understand the exact
meaning of the message, the receiver (the father), must be able
to infer the implicit information, i.e., hidden information that
cannot be observed from the signal itself, from the context
and background of the child, e.g., if the child does not own a
smartphone, it is less likely that the word “Tweety” should be
interpreted as a smartphone app.

From the above examples, we can observe that, in addition
to the explicit information, the content of communication often
consists of rich implicit information that is of critical impor-
tance in understanding and efficiently delivering the semantic
meaning of messages at the intended destinations. Compared
to the traditional explicit semantic information-based com-
munication solutions, implicit semantic-aware communication
has multiple unique benefits. First, the implicit relationships
among concepts and ideas in the communication messages can
be utilized to further reduce the redundancy of the messages
transmitted . It is also helpful for recovering some missing
or corrupted information at the destination user. Second, the
implicit information may reflect the truly important meaning
information, i.e., real intention, of (human) user’s information
and, thus, can be used for further enhancing communication
QoE and avoid misinterpretation/misunderstanding. Finally,
implicit semantics including the context and the reasoning
mechanism can be used for inferring the meaning of unknown
knowledge as well as discovering hidden relationships with
previously learned concepts. This can be very useful for devel-
oping novel self-learning and adaptive solutions for supporting
cognition and alerting of network abnormalities as well as
autonomous decision-making under unknown scenarios.

Despite these promising potentials, implicit semantic-aware
communication has been relatively unexplored in the literature
due to the following challenges. First, the implicit meaning
is generally difficult to represent, recognize, transport, and
recover. In particular, the meaning of messages often involves
complex relations and hidden inference mechanisms that can-
not be directly identified from the source signal and therefore
is very difficult to represent in a simple and comprehensive
way. Second, the implicit meaning can be closely related
to user-related information such as users’ background and

personal preferences, and is hence difficult to estimate and
infer. Finally, accurately recovering and evaluating the implicit
meaning at the destination user is also challenging. Most
existing works assume that the destination user can have a
well-formulated decoding scheme that can directly output the
recovered messages based on the input signals. In implicit
semantic-aware communication, however, the destination user
must jointly consider both the signal received from the channel
as well as the background and personal preference of the
source user to interpret the semantics of the message. A
simple and effective solution that can seamlessly combine
the received signal with personally relevant information for
accurate interpretation of the semantic meaning involving
implicit semantic information is currently missing.

The main contribution of this paper is a novel implicit
semantic-aware communication (iSAC) architecture for rep-
resenting, modeling, communicating, and optimizing the in-
terpretation of the message semantics involving both explicit
and implicit meaning. We first propose a novel graph-inspired
representation of semantics, which includes three key com-
ponents: explicit semantics (objects and relations), implicit
semantics (inffered information behind entities), and reasoning
mechanism (user’s reasoning rule and/or inference policy).
Different from existing knowledge graph-based solutions that
rely on a pre-stored dictionary-based terms, our proposed
solution allows biased personal understanding and preference
of the source user to be sequantially learned, encoded, and
interpreted by the destination user during the semantic com-
munication process. We introduce a novel projection-based
semantic encoding solution to convert explicit semantics into a
low-dimensional semantic constellation space in which the Eu-
clidean distance between semantic terms (entities or relations)
is proportional to their meaning difference. We also intro-
duce a novel generative imitation-based reasoning mechanism
learning (G-RML) solution for supporting automatic encoding,
transportation, and decoding/interpretation of implicit seman-
tic meaning at the destination user. One of the key differences
between traditional communication solutions and G-RML is
that, in the latter solution, the source user does not focus on
sending as much of the useful message as possible. Instead, in
G-RML, the source user will try guide the destination user to
learn a reasoning mechanism to automatically map explicit
semantics to a set of implicit semantics including hidden
concepts, objects, and their relationships that are most relevant
to the meaning of the source user. We summarize our main
contributions as follows:
New representation of semantics of messages: a novel
solution for representing both explicit and implicit semantics
is proposed. A projection-based semantic encoder is devel-
oped to reduce the redundancy of the transmit messages and
also improve the robustness against semantic misinterpretation
caused by the channel corruption.
Novel implicit semantic-aware communication architec-
ture: We propose a novel architecture, called iSAC, for
supporting automatic interpretation/decoding of the implicit
semantics at the destination user, respectively. Our proposed
architecture involves a novel semantic distance measure of
implicit semantics that can be directly learned by the source
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user.
New implicit semantic recovery solution: We introduce a
novel generative adversarial imitation-based solution, G-RML,
for the destination user to learn a reasoning mechanism that
can automatically generate implicit semantic paths. G-RML
does not require destination users to know any expert semantic
paths or to consult the source user during the communication.
Extensive simulations: We conduct extensive simulations to
evaluate the performance of our proposed solution based on
three popular real-world human knowledge datasets. Numeri-
cal results suggest that, the proposed solution achieves up to
92% accuracy of implicit meaning interpretation. Also, under
the considered scenarios, the semantic symbol error rate of the
existing communication solution without using any reasoning
mechanism is 28.65%, while the semantic symbol error rate
of our proposed solution is 4.94%, resulting in 83% reduction.

II. RELATED WORKS

Semantic Communication: Most existing works on semantic
communication focused on the representation, identification,
and computation of explicit semantics, such as labels and
signal features, from a specific type of signals such as image,
voice, video, and text [11]–[13]. More specifically, for image
signals, the authors in [11] studied image compression tasks
and proposed a DL-based joint source and channel coding
solution for image transmission. In [14], the authors investi-
gated the image retrieval problem in a wireless edge network
with power and bandwidth constraints. The authors in [12]
introduced a DL-based joint transmission-recognition scheme
for Internet-of-things (IoT) devices that allows image data to
be uploaded to the closest edge server for image classification.
For transmitting text, in [13], the authors developed a neural
network-based architecture for joint source-channel coding.
proposed a transformer-based solution to perform joint channel
coding for text transmission. The authors in [15] proposed a
novel model, called semantics-native communication, in which
the signal lengths in bits related to the expected semantic
representation have been derived to quantify the extracted
effective semantics of the signal. The authors in [16] proposed
a curriculum learning framework for goal-oriented semantic
communication with a common language between the source
and destination users. For audio and video transmission, the
authors in [17] applied the attention mechanism to extract
information of the transmitted speech signals for minimizing
the error rate at the semantic level. In [18], the authors
proposed a wave to vector (wav2vec)-based autoencoder that
is capable of extracting the semantic information from audio
signals. Federated learning was also adopted to enhance the
performance of the proposed autoencoder, which enables ac-
curate feature extraction from the audio signals. The authors in
[19] designed a semantic-based video conference network and
proposed a semantic error detector to capture the expression
changes of the speakers. Recently, semantic communication
systems involving multimodal data sources have also been
investigated. For a detailed survey of recent progress, we refer
interested readers to [20], [21].
Knowledge Reasoning: Recently, knowledge reasoning has
been considered as a promising solution to estimate the

implicit meaning of messages. Existing reasoning methods
can be classified into three categories: rule-based reasoning,
distributed representation-based reasoning and neural network-
based reasoning [22]. Specifically, a rule-based systems repre-
sent knowledge as a set of rules specifying what to do or what
to conclude in different situations. Such a system mimics the
reasoning process of a human expert in solving a knowledge-
intensive problem [23]. In [24], the authors presented a method
that models relationships of multi-relational data by interpret-
ing them as translations operating on the low-dimensional
embeddings of the entities. The authors in [25] proposed a
novel reinforcement learning framework for learning multi-
hop relational paths, which includes a reward function taking
accuracy, diversity, and efficiency into consideration. Most
existing methods rely on the concept of knowledge triplets
that are usually difficult to be identified and the specific reward
values for successful reasoning are difficult to specify in most
practical scenarios. Also, there is still a lack of a commonly
adopted metric for measuring the semantic distance between
different signals involving implicit semantics.

III. A REASONING-BASED SEMANTIC-AWARE
COMMUNICATION FRAMEWORK

A. Representation of Semantics

One of the key challenges in iSAC is to develop a general
and comprehensive way to represent the semantic meaning
of any given message, including both explicit and implicit
semantics. In this paper, we consider a general setting and
assume that the intended meaning of the source user can be
represented by a sequence of concepts and terms connected
with various types of relations that reflect its personalized
understanding of messages. This aligns with the recent obser-
vations in cognitive neuroscience [26], [27] which report that,
instead of communicating individual concepts, e.g., symbols
and labels, a human brain has the capability to generate
complex semantic meaning by connecting different terms
and concepts via various types of relations. Also, motivated
by another recent discovery in cognitive neuroscience [26],
suggesting that human users tend to reason hidden concepts
and ideas by following the most directly linked knowledge
terms based on a user-related reasoning mechanism, we model
the inference process from explicit semantics to the implicit
semantics as a sequential decision making process dominated
by a reasoning mechanism.

We formally define the representation of semantics of a mes-
sage as a triple ⟨v,uv,Π⟩ where v is the explicit semantics,
uv is the implicit semantics that are linked to the explicit
semantics v, and Π is the reasoning mechanism, which are
described in details as follows:

1) Explicit Semantics: correspond to a set of real-world
entities and relations such as “child”, “bicycle”, “Tweety”,
“social media website”, “canary bird” and “belong to”, “is/are”
etc., that can be directly detected in the source signal. We can
further define the explicit semantics as v = ⟨e0, r0⟩ where e0

and r0 are sets of entities and relations that can be directly
recognized in the source signal.
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2) Implicit Semantics uv: correspond to the hidden infor-
mation, including the hidden relations and entities that cannot
be directly identified from the source signal, but are important
for the interpretation of semantic meaning reflected by the
explicit semantics, e.g, a child “rides” a bicycle, Tweety “is”
a “canary bird”, and Tweety “is” a “cartoon character” “in” a
“TV show”. In this paper, we consider a sequential inference
process in which the relevant hidden entities and relations
are sequential decided one iteration at a time, based on the
observed explicit semantics. We can further define the implicit
semantics as uv = ⟨ei, ri⟩i={1,2,...} where ei and ri are the
set of hidden entities and relations inferred in the ith iteration
for i ≥ 1.

3) Reasoning Mechanism Π: corresponds to a user-related
inference function or rule that characterizes the correlations
between explicit and implicit semantics. For example, in the
previous example, the entity “Tweety” may link to several
other hidden entities such as “smart phone App”, “canary bird”
and “cartoon character” with corresponding hidden relations.
The receiver (the father) therefore needs to identify possible
entities and the corresponding relations that are linked to
entity “Tweety” based on the reasoning mechanism learned
or updated from the communication history. For example, if,
in his/her recent communications with the father, the child
mentioned about reading some books about animals, the father
would be able to infer the most appropriate meaning of the
child’s question by finding a reasoning path connecting a
sequence of hidden entities and relations, i.e., “Tweety is a
canary bird that is highly likely to have appeared in a book re-
cently read by the child”. It can be observed that the reasoning
mechanism plays an essential role in inferring the appropriate
meaning of the message. Generally speaking, the semantics of
a source signal can involve at least one key explicit entity and
one or multiple implicit reasoning paths associated with the
explicit entity. The implicit reasoning paths generated from
the explicit semantics may not be unique and can be closely
related to the user’s background, environment, and context of
communication. We consider a sequential inference process
that is dominated by a sequential decision making policy,
called the reasoning policy. Let Π be the reasoning policy for
inferring the most relevant hidden relations and entities based
on ej and rj , e.g., we have ⟨ej+1, rj+1⟩ = Π

〈
ej , rj

〉
. We

also use Π̂πθ
to denote the reasoning mechanism for generating

possible semantic paths via sequential inference process based
on Π.

B. Knowledge Base
One of the key ideas of iSAC is to incorporate a priori

knowledge and personal background information including
facts, concepts, and experiences (reflecting relations) to assist
in the interpretation of the intended meaning. In other words,
the knowledge shared among the communication participants
(users) is essential in iSAC system. We refer to the collection
of all the knowledge entities and relations that are accessible
to each user as the knowledge base. The knowledge bases of
different users do not have to be the same. In other words,
the knowledge base of each user may consist of two parts of
elements:

Explicit
Semantic
Detector

Semantic ②      
Encoder  ②    

Semantic       
Comparator  

Communication
Channel

Semantic
Interpreter

Knowledge Base
(Source User)

Knowledge Base
(Destination User)Common

Private Private

Source
Signal

Recovered
Semantics

Source User Destination User
       

< 𝒆𝟎, 𝒓𝟎 > 
𝒙 𝒚 

Communication Phase
①Explicit Semantics Detection

②Semantic Encoding 

③Semantic Interpretation

Communication Phase
①Explicit Semantics Detection

②Semantic Encoding 

③Semantic Interpretation

Training Phase
    ①Explicit Semantic Extraction
    ②Semantic Encoding
    ③Semantic Interpretation
    ④Implicit Semantic Generation
    ⑤Semantic Distance Output

Training Phase
    ①Explicit Semantic Extraction
    ②Semantic Encoding
    ③Semantic Interpretation
    ④Implicit Semantic Generation
    ⑤Semantic Distance Output

(a)

(b)

①

③

④

⑤
① ③

Expert
Semantic Path

Fig. 1: An iSAC architecture.

(1) Common knowledge: corresponds to knowledge entities
and relations that are shared among all the communi-
cation participating users (e.g., source and destination
users).

(2) Private knowledge: involves the entities and relations
associated with personal understanding and viewpoints
about some real-world concepts and relationships. Gener-
ally speaking, the private knowledge entities and relations
of different users do not have to be the same.

C. Reasoning Mechanism Modeling and Learning

Interpreting the implicit meaning is known to be a notori-
ously challenging task. To address this challenge, we propose
a novel solution, called G-RML, for learning a reasoning
mechanism to automatically infer the implicit semantics based
on the observed explicit semantic information. In G-RML, the
implicit semantic inference process is modeled by a sequential
decision making process characterized by a reasoning policy.
In this policy, the most possible hidden relations, as well as the
connected entities, are sequentially extended from the explicit
semantics by the destination user. Since the destination user
is generally impossible to know a specific reward function
characterizing the performance of its inference results, G-RML
adapts the imitation learning-based solution in which during
the training phase, the source user will guide the destination
user to learning a policy that can generate reasoning paths to
match the distribution of the real expert paths.

IV. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We introduce the iSAC architecture, as illustrated in Fig.
1(a). It consists of two phrases of implementation: model train-
ing phrase and communication phrase. In the training phrase,
the source and destination users will jointly train two models,
an explicit semantic encoding model for efficient transmission
of explicit semantics identified by the source user, and an
implicit semantic inference model which allows the destination
user to infer implicit semantic meaning of the source user
based on the received explicit semantics. To train the first
model, we design a projection-based semantic encoder to con-
vert the high-dimensional information of the explicit semantics
into a compact low-dimensional representation for physical
channel transmission. For the training process of the second
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model, the destination user will construct a semantic inter-
preter that tries to generate the possible implicit semantics to
be sent to the source user for evaluating. The source user will
train a semantic comparator to output the semantic distance,
a metric for measuring the meaning dissimilarity between the
generated implicit semantics sent from the destination user
and its local set of expert semantic paths obtained from the
communication history. The source user will send the semantic
distance to the semantic interpreter at the destination user for
the model adjustment. In the communication phrase, the source
user will directly send the key explicit semantics detected
from the source signal. The destination user can directly apply
the trained semantic interpreter to infer the implicit semantics
without consulting the source user. Our proposed architecture
can be directly implemented into the existing communication
systems. The only requirement is that the semantic encoding
and interpretation models need to be pre-trained offline and
installed into the existing communication system in which the
traditional encoding solution can be replaced with the pre-
trained semantic encoder and also the digital symbol-based
decoding solution can be replaced with our proposed pre-
trained semantic interpreter. The detailed procedures of both
phrases and their implementations are illustrated in Fig. 1(b).
(1) Source User Side:
Explicit Semantics Detector: The encoder should be able to
first identify a set of explicit semantic terms, e.g., at least one
visible entity and/or relation from the observed source signal.
This can be achieved by using some well-trained models such
as YOLO [28] and wav2letter [29] to identify known labels
of objects from various types (e.g., image, voice, and text) of
source signals. As mentioned earlier, these labels themselves
cannot fully characterize the complete meaning represented by
the detected objects. In other words, the meaning of semantic
terms identified from the source signal can be linked to a set
of hidden features and attributes including the properties as
well as the relationships to other terms.
(Explicit) Semantic Encoder: The semantic entities and
relations, as well as their corresponding attributes may consist
of rich information that are generally inefficient for physical
channel transmission. The source user therefore needs to
convert the high-dimensional explicit semantics into a compact
representation to be sent to the destination user via physical
channel. For this purpose, we design an projection-based
encoding function to map the explicit semantics into a low-
dimensional representation space, called semantic constella-
tion space, that is efficient for transmission in the physical
channel. In traditional communication systems, the encoder
at the source user consists of two separate coding processes,
source encoding and channel encoding with objectives to max-
imize the total amount of transmitted information and improve
the robustness of data delivery against channel corruption,
respectively. In contrast, here, our goal is to develop a single
projection function g (·) for semantic encoder to achieve both
objectives. Suppose e0 and r0 consist of a single entity and
a connected relation. We have e0 ∈ Rm and r0 ∈ Rm′

where m and m′ are the dimensional sizes of entity and
relation, respectively. Let x be the coded low-dimensional
representation of signals sent to the physical channel. The

proposed projection function can be applied to jointly encode
both entities and relations, i.e., x = g

(
⟨e0, r0⟩

)
∈ Rn where

n is the dimensional size of the encoded signal x. It can also
be applied to encode the entities and relations in seperate
fashions. In this case, we can express the semantic encoder
as a mapping function x = ⟨g(e0), g(r0)⟩ for g(e0) ∈ Rn

and g(r0) ∈ Rn′
and n and n′ are the dimensional sizes of

the projected semantic entities and relations, respectively. We
have n, n′ ≪ m,m′ .
Semantic Comparator: One of the key differences between
semantic communication and traditional communication is that
the delivered result of a message is generally not binary (suc-
cessful or failure of delivery) but can be characterized by the
semantic distance, a continuous valued metric characterizing
how far the implicit semantic meaning ηD interpreted by the
destination user is different from the truly intended meaning
of the source user reflected in the expert semantic paths.
Let Γ (η, η̂) be the semantic distance between the original
meaning η of source user and the meaning η̂ recovered by the
destination user. Different from the explicit semantics ⟨e0, r0⟩
that can be directly identified from the source signal, the
implicit semantic meaning is generally nondeterministic and
may consist of a set of possible reasoning path, each includes
a sequence of entities and relations inferred from the explicit
semantics, i.e., η = ⟨e0, r0, e1, r1, e2, r2, . . .⟩. Therefore, in
this paper, we develop a statistic-based distance metric to
evaluate the semantic distance between two sets of semantic
reasoning paths, include those are generated by the destination
user and the sampled expert semantic paths.
(2) Physical Communication Channel:

We consider a discrete memoryless channel with a limited
capacity and the received signal at the destination user can
therefore be written as

y = Hx+ δ, (1)

where x is the signal encoded by the semantic encoder of
the source user, H is the fading coefficient of the channel,
and δ is the additive Gaussian noise. We assume H and δ
follow stationary probability distribution functions during both
training and communication phrases. In this paper, we assume
the source user cannot know the channel fading coefficient.
The destination user therefore needs to learn a semantic
interpretation network based on the noisy version of received
explicit semantics.
(3) Destination User Side:
Semantic Interpreter: The destination user will be able to
recover the most likely sequences of hidden relations and
entities η̂ by extending various reasoning paths from its
received explicit semantics. The semantic interpreter should
be able to learn a reasoning mechanism Π̂πθ

with parameter θ
that can sequentially decide the possible relations to extend the
reasoning paths η̂ = ⟨e0, r0, r̂1, ê1, r̂2, ê2, . . .⟩ to best interpret
the true meaning of the source user.

B. Problem Formulation

The main objective is to develop a novel solution that allows
the destination user to automatically output a set of estimated
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reasoning paths η̂ with the minimum semantic distance from
the original semantic paths η of the source signal. Formally,
we aim at solving the following problem

(P1) min
θ

Γθ (η, η̂)

where θ represents the latent parameters of the semantic
interpreter at the destination user.

As mentioned earlier, due to the complexity of the knowl-
edge base and rich meanings that can be represented in the
communication messages, it is generally difficult to find a
simple and comprehensive solution to solve (P1). To overcome
this challenge, we propose a generative imitation learning-
based framework, which will be discussed in detail in the next
section.

V. ISAC ARCHITECTURE

A. Source User Side

Semantic Encoding: The source user first converts the iden-
tified explicit semantics into a suitable form for channel
transmission. The representation of semantics proposed in Sec-
tion III-A is efficient for characterizing the complex relations
among different semantic entities. It is however inefficient
for physical channel transmission due to its redundancy in
representing rich attributes of entities and relations. Also, any
error in decoding semantic entities and relations will result in
failure of recovering the entire semantic message. To address
the above issues, we would like to design a semantic encoder
with the following ideal properties: (1) Efficient Transmission:
the encoded signal should have a much smaller dimensional
size, compared to the original graphical representations of
semantics, and (2) Robustness against channel corruption: we
would like to design a projection-based encoding function to
separate different semantic terms in the constellation space
based on the meaning difference and usage preference of
the source user. In this way, even if some semantic terms,
e.g., entities or relations, have been corrupted during the
channel transmission, the destination user can recover these
corrupted terms using the designed projection function. More
specifically, we assume the source user can observe a set of
preferred entity-and-relation combinations, called the semantic
preferred set, e.g., consisting of meaningful combinations of
semantic terms that are most frequently observed from the
source user’s communication history. We can then design
a projection function to separate different combinations of
semantic terms in the constellation space according to the
observed usage preference, i.e., terms that are more frequently
observed to be used together should be more closely located
in the constellation space, compared to the rarely observed
semantic term combinations.

To achieve property (1), we propose a projection-based
semantic encoding function to convert the high-dimensional
representations of explicit semantic terms into the low-
dimensional semantic constellation representations. More
specifically, we adopt an energy-based projection function,
TransE [24], to convert high-dimensional graphical represen-
tations of semantic entities and relations into low-dimensional
constellation subspaces, which are referred to as entity and

relation constellation spaces, respectively. Let g(e) and g(r) be
the representations (e.g., phrase and amplitude) of entity e and
relation r in their corresponding low-dimensional constellation
spaces, respectively, for g(e) ∈ Rn, g(r) ∈ Rn′

, and n and
n′ are dimensional sizes of entity and relation constellation
spaces, for n, n′ ≪ m,m′.

To achieve property (2), we first define the energy, a value
measuring the possibility, of a combination of an initial entity
ei, a connected relation rj , and a possible tail entity ek in
the semantic constellation space as p

(
g(ei), g(rj), g(ek)

)
=

∥g(ei) + g(rj) − g(ek)∥l1/l2 where ∥ · ∥l1/l2 means either
the l1 or the l2-norm is applicable depending on the dis-
tance measure in the constellation space. For example, an
n-dimensional encoded signal can be sent either via n real-
valued signals with l1 norm distance metric, e.g., using the
amplitude modulation scheme, or n/2 complex-valued signals
with l2 norm distance metric using phase and amplitude mod-
ulation schemes. Generally speaking, the higher the energy of
p
(
g(ei), g(rj), g(ek)

)
, the higher the possibility that entity ei

and relation rj lead to the resulting entity ek. We can then train
the semantic encoding (projection) function to separate the
semantic preferred (most frequently observed) and unpreferred
(rarely observed) combinations of terms by minimizing the
following loss function:

L =
∑

⟨ei,rj ,ek⟩∈K+,

⟨ei,rj
′
,ek

′
⟩∈K−

max
{
0, d+ p

(
g(ei), g(rj), g(ek)

)

−p
(
g(ei), g(rj

′
), g(ek

′
)
)}

,

(2)

where K+ and K− are the sets of semantic preferred and
unpreferred entity-relation-entity triplets, respectively. d is the
average distance set to separate the preferred and unpreferred
entity and relation combinations in semantic constellation
space. We can directly extend the above energy function
into more general scenarios consisting of semantic preferred
paths with various lengths. Let L be the maximum length of
a semantic path. We can similarly convert a semantic path
η = ⟨e0, r0, e1, r1, e2, r2, . . . , eL, rL⟩ into the form of the path
representation in the semantic constellation space, i.e., if we
denote g(r0:L) =

∑L
j=0 g(r

j), the distance between g(e0) +

g(r0:L) and g(eL) is given by p
(
g(e0), g(r0:L), g(eL)

)
=

∥g(e0) + g(r0:L) − g(eL)∥l1/l2 . Note that the projection
function can be pre-trained by the source user and sent to
destination user before the communication phrase. In this way,
the destination user does not need to know any semantic
preferred or unpreferred set. During the recovery of explicit
semantics, destination user will always choose the semantic
term combinations that minimize the energy.

To illustrate the performance of our proposed semantic
encoding solution, in Fig. 2, we consider the encoding pro-
cess of a semantic message involving entities and relations
associated with eight classes (city, university, drugs, musician,
movie, sports, musical instrument and football team) as well
as their corresponding relations randomly sampled from the
NELL-995 knowledge base dataset where each entity has
200 attributes. The graphical representation of the semantic
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Fig. 2: (a) A graphical representation of the semantic meaning of 64 concepts
(entities) associated with eight classes (city, sports, university, musician,
movie, music instrument, actor and football team) connected by multiple
relations, (b) semantic constellation representations of 64 symbols (entities)
in two selected dimensions (HomeLocation and BornLocation) where we
use dot and cross to represent 64 symbols associated with two classes, (c)
semantic constellation of 64 symbols in two selected dimensions (Nationality
and Profession).

meaning involved in the given message is illustrated in Fig.
2(a). We present the projected representation of entities in
the semantic constellation space when the imaginary and real
parts of the constellation correspond to different dimensions
in Fig. 2 (b), (c). We can observe that by adopting our
proposed encoding (projection) function, different symbols in
the semantic constellation space can be separated and the
Euclidean distance between symbols depends on their meaning
difference (dissimilarity) in the associated dimensions. For
example, when the imaginary and real parts of a semantic
constellation correspond to Nationality and Profession, respec-
tively, the entities associated with different classes are sepa-
rated further from each other because entities from different
classes have greater degree of differentiation in these two at-
tributes. However, if the imaginary and real parts correspond to
HomeLocation and BornLocations, the constellation points of
entities from different classes become almost indistinguishable
because the Home locations of these entities may be the same
as the born location.

Our proposed semantic encoding solution has low compu-
tational complexity, especially compared to the Graph Con-
volutional Network (GCN)-based solutions. This is because,
in our proposed solution, the loss function only needs to
be calculated once for each expert path. More specifically,
suppose the dimensional size of each explicit semantic entity
is given by n and the total number of expert semantic paths
for training the semantic encoding function is given by K.

The computational complex of training our proposed semantic
encoding function is given by O (nK). The computational
complexity of GCN-based solutions, however, depends on the
number of CGN layers as well as the non-zero number of
edges in the adjacency matrix of all the expert paths [24],
[30]. In particular, applying GCN-based solution to train the
same semantic encoding function will result in a computational
complexity of O

(
nLAF 2

)
where L is the number of layers,

A is the total number of semantic entities in the knowledge
base, F is the number of node features at every layer. As
will be shown in our simulation results, the number of expert
semantic paths required to calculate our proposed semantic
encoding function is relatively small, e.g., less than 50, which
results in a much smaller computational complexity, compared
to GCN-based solution which normally involves calculations
of large adjacency matrices.

Semantic Distance: The main objective of the destination
user is to infer the implicit semantics based on the recovered
explicit semantics. Different from the explicit semantics that
are pre-identified and determined by the source user before
encoding, the implicit semantics are generally difficult to be
characterized by a deterministic path due to its randomness
and polysemy. In other words, we cannot use the projection-
based energy function developed for the semantic encoder to
evaluate the semantic distance between implicit semantics.

Let us now develop a statistic-based distance measure to
evaluate the meaning difference between the true implicit
semantics and the inferred semantics interpreted by the des-
tination user. As mentioned earlier, the implicit semantics
expressed by each individual user can be considered as a
set of possible semantic paths generated by a hidden expert
reasoning mechanism Π based on the given explicit semantics.
The reasoning mechanism Π is defined as a mapping function
that maps a set of explicit semantic entities and relations v to
a set of semantic paths uv consisting of a sequence of possible
relations, i.e., Π : v → uv . Note that neither source nor des-
tination user can know or directly observe Π. The source user
however can observe a set K of expert semantic paths, e.g.,
sampled from the previous communication history, that can
be assumed to be generated by Π. Different expert semantic
paths can be initiated with different combinations of semantic
terms. These initial semantic terms can be considered as the
explicit semantics and the rest of the terms can be regarded as
the implicit semantics generated by Π. The main objective of
the destination user is then to learn an approximated reasoning
mechanism Π̂ that can match the implicit semantic generation
process observed from the expert semantic paths. Let Π̂πθ

be the reasoning mechanism learned by the destination user
determined by a reasoning policy with parameter θ. We refer
to the probability distributions of semantic paths generated
by reasoning mechanism Π as the occupancy measure of the
mechanism Π, denoted as ρΠ. We can then define the semantic
distance between the implicit semantics of the source user
and that interpreted by the destination user as the (statistic)
distance Γ between the occupancy measures of semantic paths
generated by the two reasoning mechanisms Π and Π̂πθ

, i.e.,
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ρΠ and ρΠ̂πθ
can be written as follows:

ρΠ = Π
∑

uv∈∆|Π

Pr (uv|Π) and

ρΠ̂θ
= Π̂πθ

∑
uv∈∆̂|Π̂πθ

Pr
(
uv|Π̂πθ

) (3)

where ∆|Π is the set of possible expert semantic paths
generated by reasoning mechanism Π and ∆̂|Π̂πθ

is the set
of estimated implicit semantic paths generated by mechanism
Π̂πθ

, which will be discussed in detail in Section V-B.
In this paper, we adopt the Jensen–Shannon (JS) divergence,

one of the most popular statistic distance metrics, to quantify
the semantic distance between the occupancy measures of
semantic paths generated by different reasoning mechanisms.
Our solutions can be directly extended into more general
scenarios that use other statistic distance metrics to quantify
semantic distance. We can write the JS divergence-based
semantic distance between Π and Π̂πθ

as

Γ
(
Π, Π̂πθ

)
= EΠ

[
log

(
ρΠ

ρΠ + ρΠ̂πθ

)]

+ EΠ̂πθ

[
log

(
ρΠ̂πθ

ρΠ + ρΠ̂πθ

)] (4)

Based on the above definition, we can rewrite problem (P1)
into the following form:

(P2) min
θ

Γ
(
Π, Π̂πθ

)
(5)

Semantic Comparator: Since the destination user cannot
observe any expert semantic paths, the source user will need
to compare the semantic paths generated by the reasoning
mechanism learned by the destination user with its locally
observed expert paths and send the comparison result to the
destination user for model correction and training.

One straightforward approach is to let the source user
know both ρΠ and ρΠ̂πθ

. Then, in this case, the source user
can directly calculate the semantic distance between ρΠ and
ρΠ̂πθ

using (4) and send the resulting JS divergence value
to the destination user. Unfortunately, as mentioned earlier,
neither Π nor Π̂πθ

can be known by the source user. To
address this issue, we adopt a discriminator network at the
semantic comparator, denoted as ϖϕ, to distinguish the expert
semantic paths from the implicit semantic paths inferred by the
destination user. More specifically, the semantic comparator
trains a neural network to maximize its ability to distinguish
the observed expert semantic paths and the paths generated
by the learned reasoning mechanism Π̂πθ

, i.e., the semantic
comparator tries to maximize the log likelihood loss func-
tion of a classification problem for discriminating the paths
sampled from the expert semantic paths and that sampled
from the paths generated by reasoning mechanism Π̂πθ

. Let
ΨΠ be the probability distribution of expert semantic paths
generated by reasoning mechanism Π. Also, let ΨΠ̂πθ

be the
probability distribution of interpreted semantic paths generated
from reasoning mechanism Π̂πθ

learned by the destination
user. Let K̂ be the set of paths generated by the destination

user based on reasoning mechanism Π̂πθ
. We write the optimal

semantic comparator network as:

ϖ∗ϕ = argmax
ϖϕ

(
Eη∼ΨΠ̂πθ

[logϖϕ (η)]

+Eη∼ΨΠ
[1− logϖϕ (η)])

(6)

We can then prove the following result.
Proposition 1: The optimal semantic comparator that solves

(6) is the semantic distance between ρΠ and ρΠ̂πθ
given in (4).

Proof: See Appendix A.
The above proposition suggests that the output of the

optimal semantic comparator is in fact the value of the
semantic distance between the reasoning mechanisms Π and
Π̂πθ

given in (4). In other words, the source user is able to use
semantic comparator to directly output the semantic distance
between the expert semantic paths and the paths sampled
from the reasoning mechanism learned by the destination user
without knowing Π and Π̂πθ

. This property is critical for
the destination user to construct the semantic interpretation
network that matches the expert semantic path generation
process of the source user without knowing Π as will be
discussed next.

B. Destination User Side

Semantic Interpreter: As mentioned earlier, the destination
user needs to learn a reasoning mechanism that can infer the
implicit semantics based on the explicit semantics received
from the source user. Let us first define the implicit semantic
reasoning process from the received explicit semantics of the
destination user as a Markov decision process (MDP) problem
in which a set of semantic reasoning paths are sequentially
generated based on a reasoning mechanism, a policy, that
decides a set of relations to extend the currently reasoned
paths originated from explicit semantics. More formally, we
define the implicit semantic path reasoning process as an MDP
⟨S,A, R,Γ⟩ consisting of the following components:
• State – Each reasoning path is sequentially generated by

choosing one relation and entity pair at a time. Suppose
the maximum length of the inferred reasoning paths is
given by L. The state of the reasoning process includes
the current set of reasoning paths ηt as well as its current
distance (length) to the initial (visible) entities t for 1 ≤
t ≤ L, i.e., the state at the tth iteration of a path reasoning
is given by st = (ηt, t). Let S be the state space, i.e.,
we have st ∈ S .

• Action – Given the current state st, the action of the
user is to choose the next possible relations to extend the
current reasoning paths, i.e., at = rt. Let A be the set of
possible relations in the local knowledge base. We have
at ∈ A.

• Reward – The reward function captures the main objec-
tive which is to minimize the expected semantic distance
between the expert paths and the reasoning paths gener-
ated by the semantic interpreter at the destination user,
i.e., Γ

(
Π, Π̂πθ

)
. As mentioned earlier, most reinforce-

ment learning-based solutions require a specific reward
function being carefully defined under given action and
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state pair. In our setting, however, the destination user
only needs to send a set of generated paths to the source
user and obtains the semantic distance from the semantic
comparator of the source user without knowing Π. The
destination user can apply the projection-based encoding
solution developed for the semantic encoder to improve
the transmission efficiency for sending the generated
paths at the source user.

• Policy – We define the policy Π̂πθ
as a neural network,

called policy network, parameterized by θ, specifying
the reasoning mechanism. Our policy network maps the
current state st into the possible relations to extend
the paths. For example, if we adopt an M -layer neural
network, we can write the output of the policy network
as

lm = Π̂πθm
(lm−1; θm) , m = 1, . . . ,M, (7)

where Π̂πθm
(lm−1; θm) specifies the connections in the

mth layer of the network with parameters θm with the
form πθm (lm−1; θm) = σ (wmlm−1 + bm) where σ (·)
is the activation function (e.g., ReLU, softmax, sigmod,
etc.) and wm and bm are the parameters of θm, i.e., θm =
{wm, bm} and θ = ⟨θm⟩m=1,...,M .

Note that the policy network πθ only specifies the proba-
bility distribution of relations extended from a set of current
paths. The semantic interpreter however needs to utilize the
learned policy to recover a set of possible full reasoning paths,
each consists of a sequence of entities and relations. We,
therefore, define a reasoning mechanism Π̂(πθ,L) to represent
a probability distribution of all the possible paths generated
according to the given policy πθ with the maximum path
length constraint L. The value of L can be closely related to
the depth of meaning that can be expressed by the source user.
For example, a shorter reasoning path represents a relatively
more straightforward meaning. As the length of the path
increases, the chance of disclosing a deeper meaning increases.
However, this will also increase the search space and the
probability of misrepresenting the true meaning of the source
user due to overfitting.

More formally, the main objective of the semantic inter-
preter is to minimize the semantic distance between the expert
semantic paths and the interpreted paths generated by the
policy network of the destination user, i.e., we can write the
optimization problem as follows:

min
πθ

(
Eη∼ΨΠ̂πθ

[logϖ∗ϕ (η)] + Eη∼ΨΠ
[1− logϖ∗ϕ (η)]

)
(8)

where ϖ∗ϕ (·) is the optimal semantic comparator obtained by
the source user.

Note that in the previous discussion, we assume all the
explicit semantics sent by the source user can be successfully
received and recovered by the destination user as an input to
the semantic interpreter, i.e., the channel fading and additive
noise in equation (1) do not affect the relative distance
between different entities or cause any misinterpretation of
entities. However, in many practical scenarios, it is possible
that some visible entities and relations can be corrupted
during the physical channel transmission. We thus propose

two semantic interpretation/decoding schemes, soft and hard
decoding, according to whether or not to apply the projection
function-based solution learned from (2) before applying the
path reasoning mechanism learned by the semantic interpreter.

• Hard Interpretation: The destination user will first re-
cover every corrupted explicit semantics including both
visible entity and relation from the received signals by
using the projection function learned from (2) to match
the corrupted entities and relations to the closest entities
(or relations). It will then apply the reasoning mecha-
nism learned by the semantic interpreter to generate the
possible reasoning paths.

• Soft Interpretation: The destination user will not recover
any corrupted entities and relations, but will directly
apply (8) to search for the optimal reasoning paths based
on the corrupted explicit semantics obtained from its
received signal.

It can be observed that the above two semantic interpre-
tation solutions have various advantages and disadvantages
when being applied to different scenarios. In particular, hard
interpretation performs better when most of the corrupted
entities and relations can be successfully recovered, e.g., in
high SNR scenarios. Meanwhile, the soft interpretation works
better when the corrupted visible entities and relations are
unrecoverable, e.g., in low SNR scenarios. We will give a
more detailed discussion based on the simulation results in
Section VI.

C. G-RML Algorithm and Theoretical Analysis

Our proposed iSAC architecture consists of two phrases of
implementation. In the communication phrase, the source user
will first detect the explicit semantic terms from the source
signal. It will then apply semantic encoder to convert the
explicit semantics into a low-dimensional signal to be sent
to the physical channel. The destination user will first recover
the explicit semantics from its received signal using a pre-
trained projection function. It will then generate the implicit
semantics based on the explicit semantics using a pre-trained
semantic interpreter.

The training phrase of iSAC architecture consists of a joint
training algorithm, called G-RML algorithm, that jointly trains
the semantic comparator and semantic interpreter. In particular,
the semantic interpreter will try to generate a reasoning path
extended from the recovered explicit semantics via a series of
reasoning episodes based on the trained semantic reasoning
network. Particularly, in each reasoning episode t, the semantic
interpreter chooses an action, a set of relations to extend the
semantic paths, based on the current state st. When the next
relations are decided, the semantic interpreter will update the
path ηt by concatenating the selected relation rt+1 as well as
the linked hidden entity et+1. By repeating the above process,
the semantic reasoning paths will be sequentially extended
until the maximum length of the reasoning path L arrives.
Note that the value of L can be empirically selected based
on the depth of the meaning in the previous communication
between the source and destination users.
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The detailed procedures of semantic interpreter during
communication phrase as well as the training procedures
of G-RML algorithm are described in Algorithms 1 and 2,
respectively.

Algorithm 1 Semantic Interpreter (Communication Phrase)
Input: policy πθ , received explicit symbols (e.g., entities and/or relations) v and
maximum length L of reasoning paths
Output: Set of possible implicit semantic reasoning paths K̂
For reasoning episode j = 0, 1, 2 . . . do

• Initialize η0 = v, s0 = (v, 0)
• For each step t do

- Get action at ← rt ∼ πθ(at|st)
- If rt is valid Then

Choose its connected entity et

- Update path ηt ← concatenate(ηt, r
t, et)

- Update state st+1 = (ηt, t)
- If max number of hops is reached Then

Store path ηt in K̂
• End For

Algorithm 2 G-RML Algorithm (Training Phrase)
Input: Observed visible entities e0, expert semantic path set K, initial policy network
πθ0

(a0|s0) and comparator network ϖϕ0
(p0) with parameters θ0, ϕ0, and max

length of hops L
Output Learned reasoning policy π∗

θ at the destination user
For each training iteration t do

• Destination user generates a semantic path set K̂t from policy πθt based on
Algorithm 1 to be sent to the source user;

• Source user updates semantic comparator parameters ϕt to ϕt+1 with the
following gradient:

ΨΠ̂πθ
[∇ϕ logϖϕ(η)] + ΨΠ[∇ϕ(1− logϖϕ(η))] (9)

• Destination user updates reasoning policy parameters θt to θt+1 by minimizing
the cost function with Monte Carlo Policy Gradient:

E
pD
t ∈K̂[∇θ log(πθ(a|s)Q(s,a))], where Q(s,a) = log(ϖϕt+1

(η))

(10)
End For

We can prove that, despite the destination user cannot ob-
serve any expert semantic paths, by applying the proposed G-
RML algorithm, the semantic interpreter can always generate
the semantic paths that follow the same probability distribution
as the paths generated by the true reasoning mechanism of the
source user.

Theorem 1: Suppose ∆|Π ̸= ∅ and ∆̂|Π̂πθ
̸= ∅. Then,

there always exists an optimal solution ϖ∗ϕ of (6) under a
given πθ. When πθ converges to the optimal solution π∗θ of
(8), the expected semantic distance between the expert paths
and the path generated by the semantic interpreter at the
destination user approaches zero, i.e., distribution Π̂(πθ,L) of
generated semantic paths at the destination user approaches
the distribution ΨΠ of expert paths.

Proof: See Appendix B.
The above theorem suggests that by learning by reasoning

policy, the semantic interpreter at the destination user can
always generate reasoning paths that follow the same dis-
tribution as the expert paths. We can also observe that our
proposed solution does not require the destination user to
estimate any reward function. Also, since the destination user
always tries to learn a reasoning policy to map any given set
of explicit semantics to the possible relations, our proposed
solution scales well to more complex scenarios involving a
large number of entities and relations.
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Fig. 3: Accuracy of implicit seman-
tic paths inferred by destination user
using G-RML under different path
lengths.
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VI. SIMULATION RESULTS AND ANALYSIS

A. Dataset and Simulation Setup

We simulate the semantic-aware communication process
between a source and destination user pair based on the
entities and relations sampled from three commonly used
real-world knowledge base datasets, NELL-995 [31] FB15k-
237 [32], and WN18RR [33] where NELL-995 consists of
754, 920 unique entities and 200 types of relations, FB15k-
237 consists of 14, 541 unique entities and 237 types of
relations, and WN18RR consists of 40, 943 unique entities and
11 types of relations. We first sample a set of sub-knowledge
graphs (SKGs) from these real-world datasets to simulate the
knowledge base of each user (source or destination user) and
then generate expert paths from each SKGs using a two-
sided breadth first search algorithm to simulate the source
user who tends to express his/her meaning based on some
reasoning paths. Motivated by the fact that most existing deep
learning-based solution can only perform object identification
and recognition and have limited performance when being
applied to identify relations, in this section, we assume that
the source user can only observe entities at the beginning of
generated paths and all relations are implicit semantics that
cannot be directly observed by source user.

We set the semantic interpreter as a fully-connected network
consisting of two hidden layers, each followed by a Rectified
Linear Unit (ReLU) and one output layer. The output of the
interpreter is normalized using a softmax function. For the
semantic comparator, we adopt a two-layer fully-connected
network with one hidden layer and one output layer. The
output layer is normalized by a sigmoid function while others
are activated by ReLU. Our simulations are performed based
on Tensorflow open source platform on a workstation with
an Intel(R) Core(TM) i9-9900K CPU@3.60GHz, 128.0 GB
RAM@2133 MHz, 2 TB HD, and two NVIDIA Corporation
GP102 [TITAN X] GPUs.
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B. Numerical Results

As mentioned earlier, the main idea of G-RML is to train
a reasoning policy to sequentially decide the next possible
relations to extend the reasoning paths. In other words, the
maximum length limit of the reasoning paths will directly
affect the complexity and accuracy of our proposed G-RML
algorithm. We therefore first evaluate the impact of the max-
imum length limits of the semantic reasoning paths on path
reasoning accuracy of the semantic interpreter of the destina-
tion user, measured by the similarity between the expert paths
and the synthetic paths generated by the semantic interpreter.
In particular, in Fig. 3, we consider the expert reasoning
paths randomly generated from three different knowledge base
datasets with different path length limits (from 1 to 5) and
compare the resulting path reasoning accuracy achieved by
G-RML. We can observe that the accuracy of the semantic
interpreter decreases with the maximum lengths of expert
paths for all three datasets. This means that the deeper the
semantic reasoning paths the more difficult for the semantic
interpreter to generate accurate paths that mimic the distribu-
tion of the expert paths. We however observe that, when the
maximum length limit increases, the accuracy of decreasing
rates of G-RML varies between different datasets. In particular,
the accuracy decreasing rate for FB15k-237 and Nell-995
drops slowly when the maximum limits of the path length are
between 1 and 4 and decrease sharply when the length limit
increases from 4 to 5. In WN18RR, however, the accuracy
decreasing rate changes almost linearly when the reasoning
path length limit increases from 1 to 5. This is because the
entities in FB15k-237 and Nell-995 are more closely related
to each other, e.g., the average number of relations connected
to each entity is higher, compared to WN18RR, and therefore
when the length of the reasoning paths increases above 4, it
is very difficult to find many expert paths with all the entities
being different from each other.

In Fig. 4, we verify the convergence of G-RML by pre-
senting the loss values of the semantic comparator and in-
terpreter under different training rounds defined in (6) and
(8), respectively. We can observe that the loss functions of
both comparator and interpreter approach relatively stationary
values with only a limited number of training rounds (e.g.,
less than 50 rounds of training). This means that the commu-
nication overhead for training a relatively satisfactory model
at the semantic interpreter can be limited to a moderate value.

In Fig. 5, we evaluate the convergence of G-RML when the
model has been trained with different numbers of expert paths.
We can observe that when the number of expert paths is limited
(e.g., 5), the proposed algorithm may not even converge when
the number of training rounds becomes large. This is because,
in this case, the limited number of sampled expert paths may
not be able to capture the real distributions of the source
user’s semantic meanings. However, when the number of
observable expert paths grows, the convergence performance
will first increase and then slowly decrease. This is because
the convergence of the reasoning mechanism learning solution
is closely related to the diversity of the probability distribution
of the observed expert paths. When the number of expert paths
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(d)

Fig. 7: Symbol (entity) error rate with different lengthed reasoning paths
under different SNRs based on SKGs sampled from Nell-995 when using (a)
soft interpretation and (b) hard interpretation, WN18RR when using (c) soft
interpretation and (d) hard interpretation.

is limited (e.g., 5), the overall semantic diversity of different
expert paths will also be limited which results in a faster
convergence rate. However, when the total number of expert
paths continues to grow to a large number (e.g., from 20 to
50), the convergence speed of G-RML becomes slower due to
the increase in the diversity of the observed expert paths.

In Fig. 6, we evaluate the overall time required for training
the semantic encoder using our proposed solution with 200
expert semantic paths and a 2-layer GCN-based solution based
on FB15k-237 dataset under different dimensional sizes of
explicit semantics. We can observe that the overall training
time of our proposed semantic encoding function is much
shorter than that required to train a GCN-based solution. This
is because the number of semantic entities involved in most
knowledge base is very large (e.g., 14,541 entities in our
considered dataset) which results in long computational delay
during each iteration of GCN model training process.

In Fig. 7, we consider the lossy channel transmission of
the semantic message and evaluate the semantic-aware com-
munication performance of our proposed G-RML algorithm
by investigating the symbol error rate of semantic-aware com-
munication in an additive Gaussian noise channel when the
semantic interpreter adopts both soft and hard interpretation
approaches to recover the semantic meanings the symbols
(entities) corrupted by the physical channel. As mentioned
earlier, the accuracy of semantic reasoning is closely related
to the structural feature of the considered SKGs. For example,
the density of connections among entities may reflect the sim-
ilarity of meaning of these entities, i.e., the higher the density
of connections, the closer the meaning among these entities.
To investigate the impact of meaning similarity of entities on
the error correction performance, we consider 10 SKGs, each
consists of an exclusive set of 75, 492 entities linked with
different numbers of relations and reasoning paths. We then
rank these 10 SKGs according to their connection densities
from the highest to the lowest to simulate the communication
involving entities with different levels of semantic meaning
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diversity, i.e., semantic diversities of SKGs 1 and 10 are the
lowest and the highest, respectively.

We also present the symbol error rate achieved by our
proposed reasoning-based recovery solution with different
combinations of SKGs, compared to the scenarios without
semantic reasoning, in Fig. 7 (a) and (b). We can observe that,
compared to the traditional communication solution without
any semantic reasoning, the G-RML can provide 18 dB and
26 dB improvement (when SNR=4 dB) in terms of semantic
symbol error rate when adopting soft and hard interpretation
schemes, respectively. We can also observe that our proposed
solution can significantly improve the robustness of communi-
cation, especially when the semantic diversity of messages is
limited. When the semantic diversity increases, the recovery
performance of the semantic interpreter decreases. We can
also observe that soft interpretation performs slightly better
than the hard interpretation approach in low SNR scenario.
However, when the SNR increases, the hard interpretation
can achieve a higher recovery rate compared to the soft
interpretation. To compare the robustness of our proposed
reasoning-based recovery approach under different datasets,
we present the symbol error rate when the SKGs are sampled
from WN18RR in Fig. 7 (c) and (d). We can observe similar
results as that in Nell-995. More specifically, compared to
the communication solution without semantic reasoning, the
G-RML can provide 23 dB and 31 dB improvement (when
SNR=4 dB) in terms of semantic symbol error rate when
adopting soft and hard interpretation schemes, respectively.
An interesting observation is that compared to Nell-995, the
hard interpretation achieves more performance improvement
over soft interpretation, especially in high SNR scenarios for
SKGs sampled from WN18RR.

The key idea of semantic encoder is to convert the high-
dimensional graphical presentation of explicit semantics into
a low-dimensional semantic constellation space for efficient
channel transmission. Generally speaking, reducing the num-
ber of dimensional size of the converted semantic constellation
spaces will improve the efficiency of semantic communication.
It will also result in low performance in semantic recovery and
differentiation of semantic terms with different meaning. In
Fig. 8, we present the semantic constellation space represen-
tation of the SKG given in Fig. 2(a) the high-dimensional SKG
has been converted into low-dimensional semantic constella-
tion spaces with different dimensional sizes. We can observe
that entities associated with different classes cannot be sepa-
rated well when the dimensional size of the converted semantic
constellation space is small, e.g., when the dimensional size
is 10 as shown in Fig. 8(a). When the number of dimension
size increases, the entities associated with different classes
are separated further apart, e.g., when the dimensional size
is 50 as shown in Fig. 8(b). This is because more semantic
information especially those capture the difference between
different entities can be kept when the dimensional sizes of
the semantic constellation space increases. In other words,
the dimensional sizes of semantic representation need to be
carefully chosen to maintain the optimal balance between the
transmission efficiency and the robustness of semantic recov-
ery. To verify the impact of difference dimensional sizes of the

semantic constellation space on the path reasoning accuracy,
in Fig. 9, we compare the performance of G-RML under
different sizes of dimensions of semantic constellation spaces
when different SKGs have been considered for generating
semantic messages. More specifically, we consider semantic
constellations communicated in two specific types of channel
implementations including AWGN channel shown in Fig. 9 (a)
and Rayleigh fading channel shown in Fig. 9 (b). In the latter
scenario, we assume the channel fading coefficient follows a
Rayleigh distribution. We can observe that, in the AWGN case,
for SKGs sampled from all three datasets, there exist optimal
values of semantic dimensional sizes that achieve the highest
performance in terms of accuracy of semantic reasoning, i.e.,
for SKGs samples from Nell-995, WN18RR and FB15k-237,
the optimal dimensional sizes for semantic constellation space
are given by 46, 24, and 62, respectively. This observation once
again verifies the communication efficiency of our proposed
solution, i.e., compared to sending all the expert semantic
paths with all the entities and relations from the source to
destination users, our proposed iSAC framework only requires
12, 23 and 31 transmissions of semantic constellations, each
represented by a 2-dimensional complex semantic constel-
lation representation. For the Rayleigh fading case, we can
observe that, the optimal values of semantic dimensional
sizes that achieves the highest semantic recovery accuracy for
our considered knowledge datasets, Nell-995, WN18RR and
FB15k-237, are 66, 34, 74, respectively, resulting in around
16-41% of increases in the number of semantic constellation
transmissions. In other words, under the same SNR, the
semantic-aware communication in the Rayleigh fading channel
requires more transmission overhead for the optimal semantic
information recovery. However, even in this case, the commu-
nication efficiency of our proposed iSAC is still much higher
than sending the complete expert path information through the
channel.

In Fig. 10, we investigate the impact of the dimensional
size of the transmit semantic constellation space on the accu-
racy of semantic symbol recovery under different SNRs. We
consider two knowledge datasets, FB15k-237 and Nell-995,
respectively. For each dataset, we consider semantic encoding
solutions when the explicit semantics have been converted into
semantic constellations with different dimensional sizes, in-
cluding 2-, 50-, and 100-dimensions labeled as 2-dim, 50-dim,
and 100-dim, respectively. In Fig. 10 (a), we can observe that
our proposed G-RML solution provides significant reduction
in the semantic symbol error rate, compared to the existing
communication solution without semantic reasoning. For ex-
ample, when the SNR is 4dB, our proposed semantic encoding
solutions with 2-, 50- and 100- semantic dimensional sizes
provide 1dB, 3dB, 12dB, and 15dB improvement, respectively,
in the AWGN channel case. In the Rayleigh fading case shown
in Fig. 10 (b), our proposed semantic encoding solution once
again achieves promising results in terms of semantic error
rate. For example, in the 4dB of SNR, transmitting semantic
constellations with 2-, 50- and 100- dimensional sizes achieve
1dB, 2dB, 8dB, and 14dB reduction of the semantic symbol
error rate. Similarly, for dataset Nell-995 as shown in Fig. 10
(c) and (d), we can observe that the semantic error rate is
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Fig. 8: The same two-dimensional representations selected from (a) 10 and (b)
50-dimensional semantic constellation spaces converted from the SKG given in
Fig.
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Fig. 9: Semantic recovery accuracy under different number of dimensions
of semantic constellation transmitted in (a) AWGN channel and (b)
Rayleigh fading channel (SNR=7dB).
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(d)
Fig. 10: Semantic symbol error rate after edge recovery in different di-
mensions based on FB15k-237 under different dimensions with (a) AWGN
channel, (b) Rayleigh fading channel; based on Nell-995 under different
dimensions with (c) AWGN channel, (d) Rayleigh fading channel.

closely related to the selected semantic dimensional sizes for
semantic constellation transmission, e.g., in 4dB of SNR, 2-
, 50- and 100- semantic dimensional sizes can provide 1dB,
4dB, 17dB, and 18dB reduction in the semantic symbol error
rates in the AWGN channel, and 1dB, 2dB, 10dB, and 17dB
reduction in the Rayleigh fading channel.
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Fig. 11: The semantic symbol error rate of different schemes versus the
SNR of semantic noise based on FB15k-237 through (a) the AWGN channel
and (b) Rayleigh fading channel; based on Nell-995 through (c) the AWGN
channel and (d) Rayleigh fading channel

In Fig. 11, we compare our proposed G-RML with pre-
viously proposed semantic coding algorithms including Au-
toencoder [34], deepSC [35], and JSCC [36] under different
knowledge datasets. We can observe that our proposed G-RML

achieves the lowest semantic error rate than all these existing
solutions. More specifically, in Fig. 11 (a), we can observe
that when the source signal is sampled from dataset FB15k-
237, semantic coding algorithms Autoencoder, deepSC, JSCC,
and G-RML provides 0.71dB, 0.88dB, 1.57dB and 2.25dB im-
provements, respectively, over traditional non-semantic coding
solutions when communicating over AWGN channel with 0dB
of SNR (the signal power and noise power are equal). For
the Rayleigh fading case, as shown in Fig. 11 (b), semantic
coding algorithms deepSC, JSCC and G-RML provide 0.69dB,
1.06dB, 1.25dB and 1.93dB improvement, respectively, in the
semantic symbol error rate when the SNR is equal to 0dB.
Similarly, for dataset NELL-995 shown in Fig. 11 (c) and (d),
we can observe that semantic coding algorithms Autoencoder,
deepSC, JSCC, and G-RML provide 1.16dB, 1.20dB, 2.17dB,
and 3.65dB reduction in the semantic symbol error rate when
transmitting in the AWGN channel (SNR=0 dB) and achieve
0.96dB, 1.24dB, 1.91dB and 2.74dB reduction in the semantic
symbol error rate when sending in the Rayleigh fading channel
(SNR=0 dB).

VII. CONCLUSION

In this paper, we have proposed a comprehensive frame-
work for representing, modeling, and interpreting implicit
semantic meaning among users. We have first introduced a
novel graph-inspired structure to represent both explicit and
implicit meaning of messages. We have then developed a novel
implicit semantic-aware communication architecture, iSAC, in
which a reasoning mechanism can be trained at the destina-
tion user with the help of the source user to automatically
generate the possible reasoning paths that best represent the
implicit meaning of the message. We have also developed a
generative imitation-based reasoning mechanism learning (G-
RML) framework that allows the destination user to imitate
the reasoning process observed by the source users. We have
proved that, by applying G-RML, the destination user will
learn a reasoning mechanism to generate reasoning paths that
follow the same probability distribution as the expert paths.
Numerical results show that the proposed solution achieves
up to 92% accuracy of implicit meaning interpretation at a
destination user.

APPENDIX A
PROOF OF PROPOSITION 1

Let us now prove that the optimal semantic comparator that
solves (6) is the semantic distance between ρΠ and ρΠ̂πθ

given
in (4). In particular, we need to prove that

ϖ∗ϕ =
ρΠ

ρΠ + ρΠ̂πθ

. (11)
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To prove the above results, we can show that, for any given
πθ, the semantic comparator is trained to maximize the value
function:

V (πθ, ϖϕ) =

∫
η∼ΨΠ

p (η) log (ϖϕ (η)) dη

+

∫
η∼ΨΠ̂πθ

p (η) log (1−ϖϕ (η)) dη
(12)

For any η under the constraint of ∆(η) > 0 and
Π̂(πθ,L)(η) > 0, we have f (ϖϕ (η)) = ∆ (η) log (ϖϕ (η)) +

Π̂(πθ,L) (η) log (1−ϖϕ (η)).
Since f (ϖϕ (η)) is convex, it is maximized when the first

derivative f ′ (ϖϕ (η)) = ρΠ

ϖϕ(η)
+

ρΠ̂πθ

ϖϕ(η)−1 is 0. We can then
show that V (πθ, ϖϕ) is maximized when ϖϕ is given by

ϖ∗ϕ =
ρΠ

ρΠ + ρΠ̂πθ

(13)

This concludes the proof.

APPENDIX B
PROOF OF THEOREM 1

To prove Theorem 1, we first derive the optimal solution of
the semantic comparator ϖϕ and then prove that the semantic
interpreter πθ can always converge under the given optimal
solution of ϖ∗ϕ. Since we have already derived the optimal
semantic comparator in Proposition 1, we now only need to
optimal semantic interpreter as follows.

Proposition 2: Given the optimal ϖ∗ϕ, the global optimal

solution of V
(
πθ, ϖ

∗
ϕ

)
is achieved when Π̂(πθ,L) = π.

Proof: Suppose ϖϕ is optimal. According to Proposition
1, (12) can be rewritten as follows:

V ′ (πθ, ϖϕ) = V (πθ, ϖϕ)

= Eη∼ΨΠ
[logϖϕ (η)] + Eη∼ΨΠ̂πθ

[1− logϖϕ (η)]

= Eη∼ΨΠ

[
ρΠ

ρΠ + ρΠ̂πθ

]
+ Eη∼ΨΠ̂πθ

[
1− ρΠ

ρΠ + ρΠ̂πθ

] (14)

Suppose π = Π̂(πθ,L) and V ′(π̂θ) = Eη∼ΨΠ
[log 1

2 ] +
Eη∼ΨΠ̂πθ

[log 1− 1
2 ] = − log 2 − log 2 = − log 4, which is

the minimum of (14). And we found (14) can be written as
follows:

V ′(π) = Eη∼ΨΠ

[
log

ρΠ
ρΠ + ρΠ̂πθ

]
− log 2

+ Eη∼ΨΠ̂πθ

[
1− ρΠ

ρΠ + ρΠ̂πθ

]
− log 2

= − log 4 +DKL

(
ρΠ∥

ρΠ + ρΠ̂πθ

2

)
+DKL

(
ρΠ̂πθ

∥
ρΠ + ρΠ̂πθ

2

)
(15)

where DKL is the Kullback-Leibler divergence.
The Jenson-Shannon divergence between distribution π and

Π̂(πθ,L) is given by,

DJS(π||Π̂(πθ,L)) = [DKL(π||π̂ + (Π̂(πθ,L)/2)

+DKL(Π(πθ,L)||π + Π̂(πθ,L)/2)]/2
(16)

We can then rewrite (14) as:

V ′ (πθ, ϖϕ) = − log 4 +DKL

(
ρΠ∥

ρΠ + ρΠ̂πθ

2

)
+DKL

(
ρΠ̂πθ

∥
ρΠ + ρΠ̂πθ

2

)
= − log 4 + 2 ·DJS

(
ρΠ||ρΠ̂πθ

) (17)

So we can rewrite (14) as V (πθ)
′ = − log 4 + 2 ·

DJS(ρΠ||ρΠ̂πθ
). Obviously, V ′(π) gets its optimal solution

with the value of − log 4 when ρΠ = ρΠ̂πθ
, which means the

semantic interpreter can generate paths that follows the same
distribution as the expert path distribution π. This concludes
the proof.

We can now prove Theorem 1 based on Proposition 1. In
particular, suppose V (πθ, ϖϕ) = C(Π̂(πθ,L), ϖϕ) is a convex
function of Π̂(πθ,L). Then, given the optimal comparator
ϖ∗ϕ, we can use gradient descent to update Π̂(πθ,L). Since
C(Π̂(πθ,L), ϖ

∗
ϕ) is convex in Π̂(πθ,L) with a global optima as

proven in proposition 2, with sufficiently updates of Π(πθ,L),
ρΠ̂πθ

converges to ρΠ. This concludes the proof.
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channel coding for wireless image transmission,” IEEE Transactions on
Cognitive Communications and Networking, vol. 5, no. 3, pp. 567–579,
2019.

Yong Xiao (Senior Member, IEEE) received his B.S.
degree in electrical engineering from China Univer-
sity of Geosciences, Wuhan, China in 2002, M.Sc.
degree in telecommunication from Hong Kong Uni-
versity of Science and Technology in 2006, and his
Ph. D degree in electrical and electronic engineering
from Nanyang Technological University, Singapore
in 2012. He is now a professor in the School of
Electronic Information and Communications at the
Huazhong University of Science and Technology
(HUST), Wuhan, China. He is also with Peng Cheng

Laboratory, Shenzhen, China and Pazhou Laboratory (Huangpu), Guangzhou,
China. He is the associate group leader of the network intelligence group
of IMT-2030 (6G promoting group) and the vice director of 5G Verticals
Innovation Laboratory at HUST. Before he joins HUST, he was a research
assistant professor in the Department of Electrical and Computer Engineering
at the University of Arizona where he was also the center manager of the
Broadband Wireless Access and Applications Center (BWAC), an NSF Indus-
try/University Cooperative Research Center (I/UCRC) led by the University
of Arizona. His research interests include machine learning, game theory,
distributed optimization, and their applications in cloud/fog/mobile edge
computing, green communication systems, wireless communication networks,
and Internet-of-Things (IoT).

Yiwei Liao (Student Member, IEEE) received
his B.S. degree in information engineering from
Huazhong University of Science and Technology,
Wuhan, China in 2017, and M.S. degree in North-
eastern University, MA, US in 2020. He is currently
pursuing his PhD in the school of electronic infor-
mation and communications at the Huazhong Uni-
versity of Science and Technology, Wuhan, China.
His research interest includes network AI and next
generation communication technology, bridging the
gap between traditional engineering practices and

cutting-edge computational methodologies.

Yingyu Li (Member, IEEE) received the B.Eng.
degree in electronic information engineering and
the Ph.D. degree in circuits and systems from the
Xidian University, Xi’an, China, in June 2012 and
September 2018, respectively. From September 2014
to September 2016, she was a Research Scholar
with the Wireless Networking, Signal Processing and
Security Lab, Department of Electronic Computer
Engineering, University of Houston, USA. She was
a postdoctoral researcher in the School of Electronic
Information and Communications at Huazhong Uni-

versity of Science and Technology from October 2018 to November 2021.
Since December 2021, she has been an Associate Professor at the School
of Mechanical Engineering and Electronic Information, China University of
Geosciences (Wuhan). Her research interests include machine learning and
artificial intelligence for next-generation wireless networks, federated edge
intelligence, green/low-carbon communication networks, distributed optimiza-
tion, semantic communications, and intelligent Internet of Things.



16

Guangming Shi (Fellow, IEEE) received the M.S.
degree in computer control, and the Ph.D. degree
in electronic information technology from Xidian
University, Xi’an, China, in 1988, and 2002, respec-
tively. He was the vice president of Xidian Univer-
sity from 2018 to 2022. Currently, he is the Vice
Dean of Peng Cheng Laboratory and a Professor
with the School of Artificial Intelligence, Xidian
University. He is an IEEE Fellow, the chair of IEEE
CASS Xi’an Chapter, senior member of ACM and
CCF, Fellow of Chinese Institute of Electronics, and

Fellow of IET. He was awarded Cheung Kong scholar Chair Professor by the
ministry of education in 2012. He won the second prize of the National Natural
Science Award in 2017. His research interests include Artificial Intelligence,
Semantic Communications, and Human-Computer Interaction.

H. Vincent Poor (Fellow, IEEE) received the Ph.D.
degree in EECS from Princeton University in 1977.
From 1977 until 1990, he was on the faculty of the
University of Illinois at Urbana-Champaign. Since
1990 he has been on the faculty at Princeton, where
he is currently the Michael Henry Strater University
Professor. During 2006 to 2016, he served as the
dean of Princeton’s School of Engineering and Ap-
plied Science. He has also held visiting appointments
at several other universities, including most recently
at Berkeley and Cambridge. His research interests

are in the areas of information theory, machine learning and network science,
and their applications in wireless networks, energy systems and related fields.
Among his publications in these areas is the recent book Machine Learning
and Wireless Communications. (Cambridge University Press, 2022). Dr. Poor
is a member of the National Academy of Engineering and the National
Academy of Sciences and is a foreign member of the Chinese Academy of
Sciences, the Royal Society, and other national and international academies.
He received the IEEE Alexander Graham Bell Medal in 2017.

Walid Saad (Fellow, IEEE) received his Ph.D
degree from the University of Oslo, Norway in
2010. He is currently a Professor at the Depart-
ment of Electrical and Computer Engineering at
Virginia Tech, where he leads the Network sciEnce,
Wireless, and Security (NEWS) laboratory. He is
also with Cyber Security Systems and Applied AI
Research Center, Lebanese American University,
Beirut, LebanonHe is also the Next-G Wireless
Faculty Lead at Virginia Tech’s Innovation Cam-
pus. His research interests include wireless networks

(5G/6G/beyond), machine learning, game theory, security, UAVs, semantic
communications, cyber-physical systems, and network science. Dr. Saad is a
Fellow of the IEEE. He is also the recipient of the NSF CAREER award
in 2013, the AFOSR summer faculty fellowship in 2014, and the Young
Investigator Award from the Office of Naval Research (ONR) in 2015. He
was the (co-)author of eleven conference best paper awards at IEEE WiOpt
in 2009, ICIMP in 2010, IEEE WCNC in 2012, IEEE PIMRC in 2015,
IEEE SmartGridComm in 2015, EuCNC in 2017, IEEE GLOBECOM (2018
and 2020), IFIP NTMS in 2019, IEEE ICC (2020 and 2022). He is the
recipient of the 2015 and 2022 Fred W. Ellersick Prize from the IEEE
Communications Society, of the IEEE Communications Society Marconi Prize
Award in 2023, and of the IEEE Communications Society Award for Advances
in Communication in 2023. He was also a co-author of the papers that
received the IEEE Communications Society Young Author Best Paper award
in 2019, 2021, and 2023. Other recognitions include the 2017 IEEE ComSoc
Best Young Professional in Academia award, the 2018 IEEE ComSoc Radio
Communications Committee Early Achievement Award, and the 2019 IEEE
ComSoc Communication Theory Technical Committee Early Achievement
Award. From 2015-2017, Dr. Saad was named the Stephen O. Lane Junior
Faculty Fellow at Virginia Tech and, in 2017, he was named College of
Engineering Faculty Fellow. He received the Dean’s award for Research
Excellence from Virginia Tech in 2019. He was also an IEEE Distinguished
Lecturer in 2019-2020. He has been annually listed in the Clarivate Web of
Science Highly Cited Researcher List since 2019. He currently serves as an
Area Editor for the IEEE Transactions on Network Science and Engineering
and the IEEE Transactions on Communications. He is the Editor-in-Chief
for the IEEE Transactions on Machine Learning in Communications and
Networking.



17

Mérouane Debbah (Fellow, IEEE) is Professor
at Khalifa University of Science and Technology
in Abu Dhabi. He received the M.Sc. and Ph.D.
degrees from the Ecole Normale Supérieure Paris-
Saclay, France. He was with Motorola Labs, Saclay,
France, from 1999 to 2002, and then with the
Vienna Research Center for Telecommunications,
Vienna, Austria, until 2003. From 2003 to 2007, he
was an Assistant Professor with the Mobile Com-
munications Department, Institut Eurecom, Sophia
Antipolis, France. Since 2007, he is Full Professor

at CentraleSupelec, Gif-sur-Yvette, France. From 2007 to 2014, he was the
Director of the Alcatel-Lucent Chair on Flexible Radio. From 2014 to 2021,
he was Vice-President of the Huawei France Research Center. He was jointly
the director of the Mathematical and Algorithmic Sciences Lab as well as the
director of the Lagrange Mathematical and Computing Research Center. From
2021 to 2023, he was Chief Researcher at the Technology Innovation Institute
and leading the AI & Digital Science Research centers at the Technology
Innovation Institute. He was also Adjunct Professor with the Department
of Machine Learning at the Mohamed Bin Zayed University of Artificial
Intelligence in Abu Dhabi. Since 2023, he is a Professor at Khalifa University
of Science and Technology in Abu Dhabi and founding director of the
6G center. He has managed 8 EU projects and more than 24 national and
international projects. His research interests lie in fundamental mathematics,
algorithms, statistics, information, and communication sciences research. He
holds more than 50 patents. He is an IEEE Fellow, a WWRF Fellow, a
Eurasip Fellow, an AAIA Fellow, an Institut Louis Bachelier Fellow and a
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