
Supply Chain Aware Computer Architecture
August Ning

Princeton University
Princeton, NJ, USA

aning@princeton.edu

Georgios Tziantzioulis
Princeton University
Princeton, NJ, USA

georgios.tziantzioulis@pm.me

David Wentzla�
Princeton University
Princeton, NJ, USA

wentzlaf@princeton.edu

ABSTRACT
Progressively and increasingly, our society has become more and
more dependent on semiconductors and semiconductor-enabled
products and services. The importance of chips and their supply
chains has been highlighted during the 2020-present chip shortage
caused by manufacturing disruptions and increased demand due to
the COVID-19 pandemic. However, semiconductor supply chains
are inherently vulnerable to disruptions and chip crises can easily
recur in the future.

We present the �rst work that elevates supply chain conditions
to be a �rst-class design constraint for future computer architec-
tures. We characterize and model the chip creation process from
standard tapeout to packaging to provide a framework for archi-
tects to quickly assess the time-to-market of their chips depending
on their architecture and the current market conditions. In addition,
we propose a novel metric, the Chip Agility Score (IGY) - a way
to quantify a chip architecture’s resilience against production-side
supply changes.

We utilize our proposed time-to-market model, IGY , and chip
design/manufacturing economic models to evaluate prominent ar-
chitectures in the context of current and speculative supply chain
changes. We �nd that using an older process node to re-release
chips can decrease time-to-market by 73%-116% compared to us-
ing the most advanced processes. Also, mixed-process chiplet ar-
chitectures can be 24%-51% more agile compared to equivalent
single-process chiplet and monolithic designs respectively. Guided
by our framework, we present an architectural design methodol-
ogy that minimizes time-to-market and chip creation costs while
maximizing agility for mass-produced legacy node chips.

Our modeling framework and data sets are open-sourced to ad-
vance supply chain aware computer architecture research.
https://github.com/PrincetonUniversity/ttm-cas
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• Hardware ! Economics of chip design and manufactur-
ing; VLSI design manufacturing considerations; • Computer
systems organization! Architectures.
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Figure 1: In the face of chip shortages, companies have (a)
rewritten software to use available chips [30]; (b) shipped
products with missing features [23]; (c) hoarded chips, which
has exacerbated shortages [69]
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1 INTRODUCTION
Over the past century, semiconductors have increasingly been
adopted in our daily lives in both critical and non critical systems;
the insatiable demand continues to grow. In 2021, the global semi-
conductor industry sold 1.15 trillion units totaling $555.9 billion
USD in revenue, and sales are projected to cross $1 trillion USD by
2030 [11, 17].

The importance of chips and chip manufacturing supply chain
disruptions have been highlighted by multiple events over the past
years: the 2011 Thailand �oods halted global hard drive manu-
facturing capacity - a single factory in Bang Pa-in Thailand pro-
duced 25% of the world’s hard drive head sliders; 2019 to present
COVID-19 pandemic has led to a global chip shortage a�ecting
various sectors; the 2022 con�ict in Eastern Europe has led to sanc-
tions and material shortages crucial to semiconductor manufactur-
ing [6, 7, 37, 81]. The consequences of the recent shortages have
been widely discussed spanning the �elds of semiconductor engi-
neering and manufacturing, supply chain management, economics,
and policy [32, 47, 67, 82, 97, 99, 126]. Chip designers, manufactur-
ers, and users have scrambled to adapt to these changes, as featured
in Figure 1. In late 2022 through 2023, looming economic downturn
has led to decreased chip demand which may again a�ect foundry
capacity and chip supply chains [87].

As computer architecture approaches the limits of performance
and e�ciency, architects must consider the time-to-market and
supply chain vulnerability of their designs. This is the �rst work
to propose elevating supply chain conditions as �rst-class
design constraints in computer architecture research. Also,
this is the �rst work to introduce a time-to-market model and supply
chain agility metric for computer architecture. By characterizing
the chip creation process from tapeout through packaging, we
provide a public and open-sourced modeling framework for

https://github.com/PrincetonUniversity/ttm-cas
https://doi.org/10.1145/3579371.3589052
https://doi.org/10.1145/3579371.3589052
https://doi.org/10.1145/3579371.3589052
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designers and manufacturers to quickly and quantitatively assess
the time-to-market of their chips depending on its architecture
and current market conditions.

Using this framework, we propose a novel metric, the Chip
Agility Score (IGY) to evaluate a chip architecture’s agility
against production side supply chain changes. ⇠�( is based
on the rate of change of time-to-market relative to foundry pro-
duction capacity; designs with higher agility are more resilient to
production-side supply chain changes.

We evaluate our time-to-market model, ⇠�( , and an updated
chip creation cost model [56] in the context of estimated current
market conditions and make the following observations: 1 time-to-
market optimized designs are architecturally di�erent compared to
optimizing for performance and cost; 2 lower time-to-market does
not necessarily correlate with higher ⇠�( or higher chip creation
costs; 3 packaging silicon dies from multiple process nodes may be
more agile than single-process node chiplets depending on supply
chain disruption severity.

Guided by time-to-market,⇠�( , and cost modeling, we evaluate
a chip design methodology of designing and manufacturing the
same architecture concurrently on multiple process nodes. Our
framework identi�es optimal process combinations and production
splits that maximize ⇠�( while minimizing time-to-market and
chip creation costs. For our study, the fastest multi-process split
is 47% more agile than the fastest single process and is 8% faster-
to-market compared to the cheapest process while only increasing
costs by 1.6%.

This work makes the following contributions:

• Detailed overview of the currently in�exible and vulnerable
nature of chip creation and semiconductor manufacturing
supply chains.

• The �rst work to propose using supply chains and time-to-
market metrics as �rst-class design constraints in computer
architecture research.

• Proposal of an open-source chip creation time-to-market
modeling framework and Chip Agility Score (⇠�() to allow
architects for the �rst time to quantitatively evaluate an
architecture’s time-to-market and agility in the presence of
supply chain changes.

• Evaluation of time-to-market, ⇠�( , and chip creation costs
on prominent architectures in the context of current and
future production supply chain changes based on public,
published, and derived parameters.

2 BACKGROUND AND MOTIVATION
In this section, we provide background on the chip creation process,
outline the di�culties of chip creation, and analyze fabrication
supply chain vulnerabilities in current and future contexts. We
then motivate how a computer architect’s design choices can a�ect
the time-to-market of their chips and the importance of modeling
the chip creation process.

2.1 Chip Creation Process
The chip creation process is an intricate procedure. Figure 2 presents
an abstracted and generalized overview of the process and captures
its core steps.

Figure 2: Chip Creation Process Summary

The process begins with design, implementation, and veri�cation
where computer architects must devise a chip that implements the
desired functionality and meets the speci�cation and underlying
technology constraints: performance, thermal design power, die
area, clock frequency, etc. The implementation is most commonly
done using register-transfer level (RTL) languages and high-level
synthesis (HLS) tools. Once the implementation is completed, an
initial round of veri�cation is performed with the RTL design to
ensure that preliminary functionality and timing speci�cations are
met which may lead to additional modi�cations. Based on veri�ca-
tion results, additional modi�cations are performed as needed to
meet the target speci�cations.

Next, the �rst step of the tapeout phase is to synthesize the design
from RTL to a logic gate-level description via synthesis EDA tools.
Subsequently, the gate-level description is used by place-and-route
tools which will layout the logic gates (implemented using standard
cell libraries) and route metal layers to connect the logic gates.
The place-and-route tools also integrate any hand-designed, "full
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custom" circuits which are designed and laid out at the transistor
granularity.

The gate-level design is then checked to ensure the foundry’s
and process node’s design rules are satis�ed (DRC) and the layout
is checked against the logical schematic of the gate-level design to
ensure that metal layers were routed correctly (LVS). EDA tools
then analyze the layout, extract a parasitic netlist, and engineers
perform gate-level design veri�cation. When the design has been
veri�ed to meet functionality and timing requirements, it can be
signed-o� and sent to the foundry for fabrication.

After receiving the layout, the foundry creates the photolithog-
raphy masks that are used to pattern the design, etch the silicon,
and deposit the metal layers onto the wafer. The silicon wafer is
then processed, cut into dies, tested, and packaged. These last steps
can be done by the foundry or at outsourced semiconductor as-
sembly and test (OSAT) �rms. OSATs may test the dies and/or the
�nal packages and only package/return the chips that meet the
customer’s speci�cations. Customers may choose to separate chips
by their performance characteristics or defects, commonly known
as "binning". The chip creation process is completed once the dies
are packaged and shipped back to the customer.

2.2 Chip Creation Challenges
The chip creation process is expensive, complex, and time con-
suming. Starting with the tapeout phase, running EDA tools takes
signi�cant computation and human e�ort [92]. Additionally, any
design rule violations, timing violations, veri�cation errors, and
critical design defects may require the tapeout phase to be rerun
or incur costly redesign. Design rule violations must be �xed by
place-and-route tools with new layout constraints or hand �xed
by the engineer. Static timing violations may be �xed with an en-
gineering change order (ECO), but then design rule checks and
layout-schematic veri�cation must be rerun. Layout functional and
dynamic timing veri�cation requires engineers to create and run
test cases and identify any design defects before the design is sent
to the foundry.

The complexity of the tapeout process is correlated with the tar-
get process node used for the fabrication. With smaller transistors,
foundries require more complicated design rules which the EDA
tools must take into consideration during place-and-route [108].
Higher transistor and wire density at advanced process nodes mean
EDA tools need to check additional neighboring transistors and
wires for violations. The increase in veri�cation complexity means
tapeout time and costs grow exponentially with more advanced
process nodes [63, 92].

Chip fabrication is highly specialized and requires expensive cap-
ital investments, so only a handful of �rms are capable of creating
chips for customers. In 2022, the top �ve semiconductor foundries
accounted for over 90% of the global market share by revenue, with
top player Taiwan SemiconductorManufacturing Company (TSMC)
controlling a majority of the market [60]. Additionally, production
at bleeding-edge process nodes ("sub 10nm") is only known to be
achieved at scale by three �rms [33, 45, 119]. Due to the small num-
ber of fabs and the ever-growing demand for semiconductors, chip
designers need to plan far in advance to secure foundry capacity in
the future or face long lead times for their chips to be produced.

Advanced process nodes have higher transistor density meaning
defects of the same area on a wafer can a�ect more transistors
than at less dense, legacy process nodes [114]. Moreover, advanced
process nodes may operate a less mature �ow and it takes time
for foundries to perfect the manufacturing process - wafer yield
(the percentage of functional dies from a single wafer) is expected
to increase the longer the process node is in production [27]. The
lower yield rate of advanced process nodes can increase the number
of chips a customer needs to order from the foundry which in turn
increases lead times for all chips to be fabricated.

This complicated process results in high design and manufactur-
ing costs. In order for chip designers to pro�t, products must meet
time-to-market requirements to maximize revenue [89].

2.3 Current and Future Supply Chain
Challenges

The 2020-present chip shortage has been prominently featured in
news coverage and dominated contemporary supply chain concerns.
Stemming from the bounce-back in consumer demand in 2021,
semiconductor foundries have been inundated with orders and lead
times had almost doubled [58], global foundry capacity was fully
booked [68, 71], and automotive and consumer electronic sales have
been severely a�ected [80, 95, 96, 124].

Although the current chip shortage is considered temporary, the
chip fabrication supply chain is inherently in�exible and susceptible
to future supply chain crises. In the �eld of supply chain manage-
ment, a supply chain can be evaluated on its resilience to supply
chain disruptions depending on its vulnerabilities to disruptions
and its capabilities to adapt to them; the chip fabrication supply
chain faces many vulnerability factors and has few capabilities to
react to them [88].

Firstly, the specialized fabrication process makes it di�cult to
source materials and equipment from alternative suppliers, espe-
cially for silicon wafers and extreme ultraviolet lithography (EUV)
lithography machines [22, 116]. TSMC sources raw silicon wafers
from �ve suppliers who control over 90% of global silicon wafer
supply [116]. The most advanced process nodes require EUV ma-
chines which are only produced by ASML [22]. The importance of
semiconductors within a national security context combined with
recent geopolitical tensions has led to substantial embargos on key
components required for chip creation [40, 77, 98, 112].

In addition, foundries are capital-intense and take a long time to
build and ramp up production - new foundries take three to four
years of construction until production can begin [39, 46, 68]. The
complex process also prevents fabs from quickly starting produc-
tion after shutdowns as seen in 2021 with Texas snow storms and
Reneseas’ foundry �re [25, 31, 93]. Climate change has worsened
droughts in Taiwan and in the southwestern United States, where
major advanced process node foundries are located which strains
production capacity [20, 102, 127]. Recent and historical �ooding
in Southeast Asia has a�ected semiconductor manufacturing and
packaging supply chains [53, 91, 94].

The foundries also lack transparency on their internal supply
chains and aggregate customer demand [70]. Architects have to
choose a design’s foundry and process node during the design phase,
as standard cell libraries and physical IP are speci�c to both [113].
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Table 1: Chip Creation Process Model Parameters
Parameter Explanation
#)) Number of Total Transistors
#*) Number of Unique/Unveri�ed Transistors
⇢C0?4>DC Tapeout Engineering E�ort
#, Number of Wafers
`, Wafer Production Rate of the Foundry
!5 01 Foundry Fabrication Latency
= Number of Final Chips
. Die Yield
�384 Die Area
#384,?02:064 Number of Dies per Package
!)�% Testing, Assembly, and Packaging Latency
⇢C4BC8=6 Testing Engineering E�ort
⇢?02:068=6 Packaging Engineering E�ort

This makes it complicated for customers to choose the foundry
that is able to produce their chips the fastest during a supply chain
crisis.

The future demand on foundries will be for more chips from
an increasingly diverse set of �rms - an increasing number of or-
ganizations that have not traditionally built chips such as con-
sumer electronics giants [9, 41, 44, 65, 100], bespoke hardware
startups [2, 73, 104], and non-traditional fabless companies (most
notably in the automotive space) [3, 14, 74, 125] are designing their
own chips and require foundries to fabricate them. With more cus-
tomers, it becomes di�cult to predict aggregate consumer demand
and foundries become more vulnerable to demand shocks.

2.4 Motivation
Semiconductors are paramount in global commerce and the recent
chip shortage has highlighted the importance of their supply chains.
The prominent role of semiconductors in both the economy and
security has raised securing chips to a top government concern -
the United States, China, South Korea, and the European Union
all recently passed groundbreaking legislation for funding billions
of USD into semiconductor manufacturing and research [57, 59,
99, 123, 126]. However, even with additional investments, it takes
signi�cant time to bring up new semiconductor foundries and the
in�exible chip supply chain remains vulnerable to future shortages.

During a chip supply chain crisis, �rms are bottle-necked by
the foundries’ production capacity [81]. Traditionally, architects
generally design chips within functional, performance, power, and
cost constraints. Equally important, architects need to now consider
how their RTL level design, process node choice, and packaging
con�guration a�ect the time-to-market of their chips. The tradeo�s
made during the design phase dictate how easily a design can be
modi�ed to accommodate changing market conditions and there-
fore resilience against future chip shortages.

The semiconductor design and manufacturing industry is incred-
ibly secretive and architects are hampered from making informed
decisions. It is unclear what internal modelingmay already be imple-
mented - no previous time-to-market models have been publicized
that account for chip architecture. By creating an open-sourced
chip creation time-to-market model, both designers and manufac-
turers can quickly evaluate chip architectures before completing the
design process. Given the importance of the global chip shortage,
this work hopes to highlight the need for more public reporting to
support research on alleviating current and preventing future chip
crises.

3 CHIP CREATION PROCESS MODEL
In this section, we introduce our chip creation model and demon-
strate how the computer architect’s design tradeo�s and current
market conditions a�ect time-to-market. A summary of model pa-
rameters is shown in Table 1.

At a high level, the time-to-market ())") of a given design
for the current state of the supply chain can be captured through
modeling the required time for design and implementation, tapeout,
fabrication, and packaging of the design as shown in Eq. 1.

))" = )34B86=+8<?;4<4=C0C8>= +)C0?4>DC
+)5 01A820C8>= +)?02:064

(1)

3.1 Design and Implementation Phase
The design and implementation phase is entirely dependent on the
engineers and independent of supply chain conditions. Additionally,
it is di�cult to draw a relationship between a chip’s architecture
and the design and implementation time: a homogeneous multi-
core processor may only require the design time for the single core
but may be repeated many times to create a large chip that is prone
to low yield; an ASIC optimized for energy e�ciency may have few
transistors but require many design iterations to meet their design
goals. Due to the speci�c nature of the design and implementation
phase for each chip architecture, for the purposes of this work we
assume design and implementation time can be modeled through a
per design constant.

3.2 Tapeout Phase
The amount of time spent in the tapeout phase is related to the size
of the design (e.g. the number of unqiue and unveri�ed transistors
in the gate-level design) and the required time for the EDA/CAD
tools to process the design (e.g. time it takes to synthesize RTL, run
place-and-route, etc.)

During the tapeout phase, transistors from the gate-level design
needs to be laid out and pass design rule checks, but it may not be
necessary to layout and verify every transistor. Chips are built in
block level increments that can be reused across di�erent parts of
the design and a single block only needs to complete the tapeout
phase once. For example, a multicore processor with identical cores
can be taped-out by �rst performing a tape-in of a single core
and then using the veri�ed core block for the tapeout of the full
processor. For the top level, only the interconnect logic between
the cores has to be completed in the tapeout phase. Similarly, using
gate-level soft and/or IP cores reduces tapeout time as the vendors
have already veri�ed them. To take this into account, our model
only considers the unique and unveri�ed transistors that need to
complete the tapeout phase.

The number of unique transistors can be quickly estimated from
previous designs or from the amount of unique RTL code. An accu-
rate transistor count can be achieved by running the synthesis tool
on the RTL design and counting the number of standard cells used.
This may be feasible as the synthesis tool generally runs faster than
the rest of the tapeout phase’s tools [92].

The tools’ tapeout phase run times are a function of the chip’s
target process node. As previously discussed, a foundry’s required
design rules become more complex and numerous as the process
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nodes shrink. Additionally, the �nal chip design may contain dies
that are created at di�erent process nodes, so total tapeout time
must the sum of tapeout times across all process nodes ?8 in the
design 3 . Therefore, the tapeout time in engineering-hours for a
certain chip design )C0?4>DC can be modeled with Eq. 2:

)C0?4>DC =
’
?8 23

#*) (3, ?8 ) ⇤ ⇢C0?4>DC (?8 ) (2)

Where #*) (3, ?8 ) refers to the number of unique and unveri�ed
transistors for a chip design 3 that are taped out in process node ?8 ,
and ⇢C0?4>DC (?8 ) refers to the tapeout engineering e�ort of process
node ?8 . Note that )C0?4>DC is in terms of engineering-hours and
the total time it takes to complete the tapeout phase depends on the
chip’s design hierarchy, the blocks that can be taped out in parallel,
and the number of tapeout engineers.

3.3 Fabrication Phase
After the tapeout phase, architects have little control over the rest of
the chip creation process and these downstream phases are the ones
most crucial during chip shortages. The fabrication phase accounts
for the time it takes to fab the design and can be split into queuing
and production stages. The queuing stage is the waiting time before
production begins and the production stage is when the customer’s
design is fabricated. The packaging phase is a synchronization point
in the chip creation process, as all types of dies that are needed in
the �nal chip have to arrive before packaging can begin. Therefore
the overall fabrication time is dependent on the die that takes the
longest during the fabrication phase and is shown in Eq. 3.

)5 01 = max
?8 23

⇣
)5 01,@D4D4 (?8 ) +)5 01,?A>3 (3,=, ?8 )

⌘
(3)

The queuing and production times are dependent on the foundry’s
demand for chips from customers and the production rates at spe-
ci�c process nodes. With multiple �rms and industries all making
orders to the few foundries, it is di�cult to collect the full market
intelligence to model the foundries’ demand. Therefore, the queu-
ing time is derived from the lead times quoted from the foundries
for a speci�c process node. The lead time can also be represented
with Eq. 4:

)5 01,@D4D4 =
#, ,0⌘403 (2, ?)

`, (2, ?) (4)

where #, ,0⌘403 (2, ?) refers to the number of wafers ahead of
the current design at process node ? at current market conditions
2 and `, (2, ?) refers to the foundry’s wafer production rate at
process node ? at current market conditions 2 (usually quoted in
kilo-wafers per month).

Semiconductor fabrication requires a complex internal assembly
line and the processing time of a single wafer lot (⇠ 25 wafers)
from start to �nish can range from 12 to 20 weeks [16, 62, 128].
We refer to this fabrication time as the process node’s foundry
latency. Assuming an e�cient and pipelined assembly line where a
new wafer lot can begin production once another lot �nishes, the
production time can be modeled with Eq. 5:

)5 01,?A>3 =
#, (3,=, ?)
`, (2, ?) + !5 01 (?) (5)

with #, (3,=, ?) representing the number of wafers required for
producing = �nal chips of design 3 at process node ? and !5 01 (?)
representing the foundry’s latency for process node ? . This phase
accounts for the expected die yield of the design, as �rms must
order enough wafers to create the desired number of �nal chips
in expectation of fabrication defects; these additional wafers will
increase #, (3,=, ?) and in turn )5 01,?A>3 .

3.4 Packaging Phase
The packaging phase is the time it takes the packaging house to test
and assemble the dies into the �nal package to complete the chip.
To account for the die yield rate, this model uses a negative bino-
mial yield distribution to account for die yield rate . (�384 (3, ?), ?)
shown in Eq. 6 [26]:

. (�384 (3, ?), ?) =
✓
1 + �384 (3, ?) ⇤ ⇡0 (?)

U

◆�U
(6)

where �384 (3, ?) is die area for the design 3 at process node ? ,
⇡0 (?) the defect density of the process node ? , and U the cluster
parameter.

While it is possible for a �rm to test and package their �nished
dies with a separate OSAT �rm, many foundries (including all of the
top �ve foundries) either directly package or partnerwith packaging
�rms to provide basic to advanced packaging services [34, 38, 106,
117, 121]. In our model, we assume that the design is packaged with
the foundry/foundry partner and fabricated wafers can immediately
begin packaging.

Similar to the foundries, the testing, assembly, and packaging
�rms also have internal assembly lines and queues with an inherent
baseline latency for the die/package to complete the phase [128].
Related to the chip design itself, a higher overall transistor count
corresponds to additional testing time, as all of the transistors
on a die must be tested and only the quali�ed dies are packaged.
Related to packaging, larger dies require additional packaging time
as they generally have more pins which require more labor and
machine time [76]. Similarly, chips that have more dies per package
(such as multichip-modules/“chiplets") incur additional packaging
alignment e�ort and labor time [64, 76].

With these considerations in mind, the packaging phase time
)?02:064 can be modeled with Eq. 7:

)?02:064 = !)�%

+
✓

=

. (�384 (3, ?), ?)

◆
⇤ #)) ,384 (3) ⇤ ⇢C4BC8=6 (?)

+ = ⇤ #384,?02:064 (3) ⇤�384 (3, ?) ⇤ ⇢?02:064 (?)

(7)

where !)�% is the baseline testing, assembly, and packaging
latency, = the number of �nal chips, #)) ,384 (3) the number of total
transistors per die for design 3 , #384,?02:064 (3) the number of dies
packaged per �nal chip, �384 (3, ?) the area of the die for design 3
at process node ? , ⇢C4BC8=6 (?), ⇢?02:064 (?) the engineering e�ort
for testing and packaging respectively. Due to die yield loss, more
than = dies will need to be tested to �nd enough quali�ed dies to
package.
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Figure 3: Time-to-Market and ⇠�( of Chip A and Chip B

4 CHIP AGILITY SCORE
The chip creation model is focused on the time-to-market of a chip
depending on its architecture and current supply chain conditions.
It aims to provide insight to chip architects and supply chain ana-
lysts on how their design decisions a�ect how quickly their chips
can complete the creation process. However, only evaluating this
model in the current supply chain context does not provide insight
into a chip’s architecture’s inherent resilience, or sensitivity, to
supply chain disruptions.

Production capacity changes require nuanced study, as decreases
in production rates also increase )5 01,@D4D4 and )5 01,?A>3 . To eval-
uate how a speci�c chip architecture fares in the face of production
side supply chain changes, we introduce the Chip Agility Score
(IGY). Consider the time-to-market curves for chips Chip A and
Chip B which are fabricated for the same number of �nal chips as
represented by the cyan lines in Figure 3 (left axis). As production
capacity decreases, Chip A’s time-to-market increases at a faster
rate compared to Chip B’s which means Chip A’s architecture is
more sensitive to the foundry’s wafer production rate. This rate of
change we de�ne as m

m`,
))" . Accordingly, because Chip B has a

lower time-to-market rate of change, this architecture is considered
more agile against supply chain interruptions even though it has a
higher time-to-market at max production rate.

Time-to-market generally increases as production rate decreases,
meaning m

m`,
))" is negative, so we only consider its absolute

value. Additionally, agility is dependent on all process nodes ?8 that
the design 3 uses, as supply chain disruptions on any of the process
nodes can delay the packaging phase for the �nal chip. Finally, in
order to reward lower

��� m
m`,

))"
���, we take the inverse of sum of

the rate of change(s) to make a higher ⇠�( re�ect a more agile
architecture. ⇠�( is de�ned in Eq. 8 and the ⇠�( for Chip A and
Chip B are represented by the black lines in Figure 3 (right axis).

⇠�( = ©≠
´
’
?8 23

���� m

m`, (?8 )
))" (2,3,=, ?8 )

����™Æ¨
�1

(8)

))" (2,3,=, ?) is de�ned as the time-to-market of a chip design 3
for = number of �nal chips at the used process node ? in market
conditions 2 and `, (?) the wafer production rate of process node
? . ⇠�( is measured in wafers per week squared.

In essence, ⇠�( captures and quanti�es how agile a design is to
production-side changes. A higher IGY indicates that a chip’s
architecture is less bottle-necked by the chip creation process

to produce the desired �nal number of chips compared to
architectures with lower IGY. If the supply chain changes dra-
matically but the time-to-market of a design does not signi�cantly
change, it has a higher ⇠�( .

⇠�( needs to be evaluated within the context of the �nal number
of chips as both )5 01A820C8>= and )?02:064 have assembly line la-
tency times that do not scale with foundry production rates. When
producing a few �nal chips, the design’s time-to-market is domi-
nated by these latencies.⇠�( also needs to take into account current
market conditions, as high consumer demand and/or low wafer
production rates at certain process nodes drastically a�ect time-
to-market. ⇠�( does not take into account )34B86=+8<?;4<4=C . and
)C0?4>DC as they are upstream and independent of the production
rate in the chip creation process.

5 METHODOLOGY AND VALIDATION
To best model the current state of the chip creation process, we
derive the values for our model from public and published work. 1
All public information, publications, and methodology used to de-
rive model parameters are disclosed throughout this work using
citations. In addition, our open-source modeling framework allows
users to easily plug in their values and availability for their particu-
lar chip designs.

Tapeout engineering e�ort ⇢C0?4>DC (?) and packaging e�ort
⇢?02:064 (?) are derived from the veri�cation costs and physical
costs respectively of each process node from [48, 49, 63], as well
as our own experience with the chip creation process; we curve �t
to an exponential regression. Testing e�ort ⇢C4BC8=6 (?) is derived
from validation costs from [63] and the projected minimum test
data volume from [1] and �t a linear regression.

A foundry’s wafer production rate `, (2, ?) is derived from earn-
ings reports from publicly traded foundries [118] and the estimated
wafer cost per process node from [54]. Wafer production rates per
process node are shown in Table 2. We assume the foundry knows
enough about its internal supply chain to route orders such that
their production rate can be used in the aggregate for our model
and that the production rate is used to produce the design’s wafers.

Defect densities ⇡0 (?) are based on numbers reported from [27,
111]: ⇡0 is set low for legacy nodes to represent a mature man-
ufacturing process and increase starting from 20nm. The cluster
parameter is set to U = 3 to model average defect clustering [111].
Foundry and packaging latency !5 01 (?), !)�% is based on �gures
reported in [16, 128]. For our evaluation, foundry latency starts at
12 weeks for legacy nodes and increases starting from 20nm up
to 20 weeks for 5nm; packaging latency is set to 6 weeks for all
process nodes.

To �nd die area �384 (3, ?), we use a design’s transistor count
and available/estimated transistor densities at each process node
from [24, 54]. The number of wafers #, (?) is found from the �nal
number of chips multiplied by the die area divided by the wafer
area. Our model also accounts for partial edge dies. In our evalu-
ation, all results are calculated using 300mm diameter equivalent

1The parameters used in this work are selected to be representational of current
conditions, but should not be interpreted to be actual �gures for any chip design �rms,
EDA tools, process nodes, foundries, backend services, OSAT �rms, etc.
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Table 2: Estimated Wafer Production Rates Across Process Nodes [118]

Process Node 250nm 180nm 130nm 90nm 65nm 40nm 28nm 20nm 14nm 10nm 7nm 5nm
Wafer Production Rate (kWafer/Month) 41 241 120 79 189 284 350 0 281 0 252 97

wafers (some legacy process nodes are still fabricated on 200mm
wafers [66]).

Foundry demand and queuing times for process nodes are di�-
cult to estimate for current supply chain conditions, as almost all
sources have reported lead times in aggregate [58, 65, 68, 70, 71]. In
our evaluation, we assume the queuing time )5 01,@D4D4 to be zero
unless speci�ed, meaning the time-to-market numbers re�ect the
most optimistic estimates for the architecture, process node, and
�nal chip quantity. All time values reported in our evaluation are
in calendar weeks.

Chip creation cost modeling includes both tapeout engineering
costs and manufacturing costs and is adopted from Moonwalk [56].
We augmented Moonwalk’s modeling to include new process nodes,
manufacturing packaging costs, and updated mask costs [50].

We incorporate variance-based sensitivity sampling and analysis
to study how our model’s results behave from input variance [107].
We analyze six inputs that are di�cult to estimate since they are
closely guarded by foundries and design �rms: defect density, wafer
production rate, foundry latency, OSAT latency, total transistor
count, and unique transistor count. We vary the six inputs with
a ±10% error range from our estimates. Our time-to-market and
⇠�( report the average of 1024 samples. Additionally, we report
the 95% con�dence interval (CI) for output variance given a ±10%
and ±25% input variance, which is shown as pink and green error
bars in Figures 7 and 11 and shaded regions in Figures 9 and 12.

Due to the desire to maintain their competitive advantage, com-
panies involved in the chip fabrication process maintain the ma-
jority of information regarding their operation private or under
non-disclosure agreements. This makes the veri�cation of the ab-
solute values of our model impossible. The chip creation model
provides a useful �rst-order approximation for quickly evaluating
chip designs in a time-to-market and manufacturing supply chain
context. Even if the true values of the parameters were available,
market parameters are constantly changing - therefore the discus-
sion of our model will focus on the relative results that can be used
for comparing designs.

6 REAL WORLD CASE STUDIES
In this section, we evaluate our model through �ve case studies of
“real world" designs.

6.1 Case Study: Cache Sizing
Architects need to optimize designs not only for performance goals
but also for market conditions. For chips where performance is para-
mount or when a design will be sold for a long time, architects may
only need to focus on performance metrics such as IPC. However,
during a severe manufacturing crisis or in a highly competitive
market where being the �rst to release a chip is crucial, architects
must consider factors such as cost and time-to-market.

For example, computer architects can increase performance by
increasing hardware component capacity (e.g. caches, branch his-
tory table, core count). However, increasing hardware components
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Figure 4: IPC and Time-to-Market for (I$, D$) CapacityWhen
Manufacturing 100M 16 Core Ariane Chips Manufactured at
14nm. Each marker and color type represented a �xed I$ and
D$ capacity respectively.
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Figure 5: Normalized IPC/TTM and IPC/Cost for (I$, D$) Ca-
pacity. The purple arrow denotes the highest IPC/TTM and
red arrow denotes the highest IPC/cost

for performance can increase time-to-market and cost: with caches,
increasing IPC would favor a larger cache to reduce cache misses
but increasing chip area will require more wafers and decrease chip
yield, leading to longer fabrication times and manufacturing costs.

Architects often use performance per cost to realize performance
at the best value. By utilizing this work’s time-to-market model,
architects can now calculate performance per time-to-market (e.g.
IPC per Week) to �nd designs that maximize runtime performance
and also minimize design, tapeout, and manufacturing time.

As an example to show how our time-to-market model can help
architects and in�uence computer architecture, we present a case
study that evaluates how cache sizes in�uence performance, cost,
and time-to-market. We show that optimizing for performance per
cost is not optimal when designing for a mass-produced chip that
must have high performance relative and short time-to-market. We
use Ariane’s [129] architecture (originally with 16 KB instruction
cache and 32 KB data cache) and SPEC2000 cache performance
metrics [18] which sweep instruction cache and data cache from
1KB to 1MB to create an IPC model.

Figure 4 shows a scatter plot of IPC and time-to-market for each
(instruction cache, data cache) pair for manufacturing 100M 16
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Figure 6: IPC/TTM Optimized Instruction and Data Cache� �$
⇡$

�
Con�gurations (KB) for 16CoreAriane for Select Process

Nodes and Chips Manufactured. The color bar represents the
cache area overhead relative to total die area.

core Ariane chips at 14nm. When cache sizes are small, doubling
the cache capacity can signi�cantly increase IPC with little time-
to-market trade-o�s. However, as total cache sizes increase over
512KB, we see diminishing performance improvements and the
increased die area pushes up time-to-market.

Figure 5 shows a scatter plot of IPC/TTM on the x-axis and
IPC/cost on the y-axis for the previous con�guration. Although both
IPC/TTM and IPC/Cost exhibit diminishing returns past a certain
cache size, the optimal con�guration is di�erent between the two
metrics. IPC/TTM is maximized with 32 KB instruction cache and
data cache (denoted by purple hexagon) while IPC/cost peaks with
a 64 KB instruction cache and 128 KB data cache (denoted by red
plus). Optimizing for IPC/TTM provides better overall performance,
time-to-market, and cost compared to IPC/cost. While the IPC/TTM
optimal (32 KB, 32 KB) design’s IPC/cost is 4% less than the max
IPC/cost, the IPC/cost optimal (64 KB, 128 KB) design’s IPC/TTM
is 18% less than the max IPC/TTM. This analysis is crucial if there
is a race to release a product and shows the importance of time-to-
market analysis in a competitive market.

Figure 6 shows instruction and data cache con�gurations that
maximize IPC/TTM for select process nodes and chips produced. As
process nodes shrinks, the cache’s area costs become less signi�cant
as more dies can be manufactured from a single wafer, therefore
IPC/TTM favors increasing cache capacity to increase IPC. Further-
more, as chip quantity increases, the wafer production rate becomes
the bottleneck over foundry latency; a smaller chip area becomes
more important in order to reduce the number of ordered wafers.
Generally, larger data caches are preferred compared to instruction
caches. However, for large-scale production at legacy nodes, larger
instruction caches than data caches are preferred when optimizing
for performance and time-to-market. These insights highlight the
importance of time-to-market analysis in a competitive market.

6.2 Case Study: Apple A11
In their 2022 Q2 quarterly earnings results, TSMC reported generat-
ing 0% of its revenue from their 20nm and 10nm process nodes [118],
which likely indicates little to no current production at these pro-
cesses. Considering the high foundry demand across all process
nodes and slow ramp-up times, there would be an extended delay
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Figure 7: Time-to-Market (Left Axis) and Cost (Right Axis)
for 10 million A11 chips - Lower is Better. Pink and green
error bars represent the output variance’s 95% CI under ±10%
and ±25% input variance respectively.
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Figure 8: Sensitivity Analysis for Time-to-Market for 10 mil-
lion A11 chips by Process Node - Higher () indicates more
in�uence on output variance

before they could start production again at 20nm and 10nm. The
Apple A11 processor was one of the �rst chips manufactured on
TSMC’s 10nm process [35]. If the architecture needed to be pro-
duced again now, the chip creation process would have to restart
from the tapeout phase at a new process node. We use our modeling
framework to estimate time-to-market, cost, and agility to re-create
A11 chips now using expected market conditions.

The known components of the A11 chip architecture are: two big
and four little CPU cores, three GPU cores, and a neural processing
unit; all blocks are custom designed in house by Apple [35]. The
chip has a die area of 88mm2 at 10nm and uses 4.3 billion transistors.

We consider the block area estimates of the big CPU, little CPU,
GPU cores, and the NPU reported by [35] multiplied by our transis-
tor density model for 10nm to estimate unique transistor count#*) .
We assume the rest of the die area is populated by memory and
other soft IP that have been pre-veri�ed at gate-level and are avail-
able for every process node from third-party vendors. We estimate
#*) to be ⇠ 514 million transistors. The total engineering-weeks
to complete the tapeout phase for each process node is converted to
calendar weeks by assuming a team of 100 tapeout engineers and
each individual block can be done in parallel and then synchronized
for the top-level tapeout.

Figure 7 shows the time-to-market and cost for producing 10
million �nal chips across di�erent process nodes. For our example’s
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Figure 9:⇠�( for 10 million A11 chips - Higher is Better. The
light and dark shaded regions represent the output variance’s
95% CI under ±10% and ±25% input variance respectively.
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Figure 10: Time-to-market Matrix for A11 chips - Lower is
Better. The fastest process for each number of �nal chips is
outlined in blue.

A11 chip architecture, the 28nm process has the quickest time-to-
market. The 250, 130, and 90nm processes require long fabrication
phases due to low transistor density and low wafer production - a
4.3 billion transistor chip at the 250nm process node would only
�t 43 dies per 300mm wafer with an expected 48% die yield. This
in turn requires more wafers to be purchased which dominates
chip creation costs. Similarly, more advanced nodes have higher
tapeout costs but require fewer wafers which leads to lower over-
all costs. The 14nm process has a similar fabrication/packaging
time compared to 28nm but has a longer time-to-market due to
longer expected tapeout time despite requiring 3.16x fewer wafers
compared to 28nm. The 5nm process node has a longer fabrication
phase compared to 7nm and 14nm due to its lower wafer production
rate despite requiring 1.84x and 6.44x fewer wafers compared to
7nm and 14nm respectively.

Figure 8 shows the A11 time-to-market sensitivity analysis for
the six varied input parameters. For the 250nm through 90nm pro-
cesses, the majority of output variance can be attributed to the
total transistor count. This is because chip area is more sensitive at
lower transistor densities combined with lower wafer production
rates. Between 65nm and 7nm, foundry and OSAT latencies begin
to dominate time-to-market variance as they bottleneck the higher
good chips per week at these process nodes. The 5nm process’ time-
to-market is most a�ected by unique transistor count which re�ects
the exponentially increasing tapeout costs and e�orts at the most
advanced process nodes.
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Figure 11: Time-to-Market for 10 million A11 chips at 7nm
by )5 01,@D4D4 - Lower is Better. Pink and green error bars
represent the output variance’s 95% CI under ±10% and ±25%
input variance respectively.
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Figure 12: ⇠�( for 10 million A11 chips at 7nm using
)5 01,@D4D4 - Higher is Better. The light and dark shaded re-
gions represent the output variance’s 95% CI under ±10% and
±25% input variance respectively.

To assess the agility of this architecture, we computed the ⇠�(
for our modeled A11 at the �ve most advanced process nodes,
shown in Figure 9. The 7nm process has the highest agility due to its
high wafer production rate and transistor density despite the higher
time-to-market. Similarly, the lower densities and production rates
at 40nm and 28nm lead to lower ⇠�( compared to more advanced
nodes. The higher transistor densities at 5nmmean an equal change
in wafer production rate will result in a greater change in overall die
production rate compared to larger process nodes. Combined with
a lower overall wafer production rate, the A11 chip architecture
is more agile at 14nm compared to 5nm for producing 100 million
chips with current market conditions.

The fastest time-to-market depends on the process node as well
as the number of �nal chips produced. The time-to-market of the
A11 architecture is evaluated for select quantities of �nal chips and
results are shown in Figure 10. As the number of chips increases,
the time-to-market generally shifts towards more advanced process
nodes, as higher transistor densities and production rates begin
to outweigh tapeout time. Under current market conditions, the
180nm process is faster to market than 130 and 90nm processes
even up to 100M chips due to a higher wafer production rate.
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Table 3: Accelerator Speed-Up (2~2;4B2~2;4B ), )C0?4>DC (weeks), and
⇠C0?4>DC

Hardware
Block

Speed-
Up #))

Area Relative
to Ariane

)C0?4>DC
(5=<)

⇠C0?4>DC
(5=<)

Sorting
Stream 16.71x 45.62M 18.18x 3.5 $6.8M

Sorting
Iterative 3.07x 18.90M 7.53x 1.6 $4.6M

DFT
Stream 56.36x 37.31M 14.87x 2.9 $6.1M

DFT
Iterative 20.81x 18.18M 7.24x 1.5 $4.6M

6.3 Case Study: Foundry Demand and )5 01,@D4D4
One of the main causes of the current chip shortage is the sudden
increase in foundry demand which has increased queuing time
)5 01,@D4D4 but not a�ected production rates. In order to explore
the e�ects of increased queuing time in the face of production
interruptions, we evaluate time-to-market and ⇠�( for the same
A11 chip architecture produced at the 7nm process node for 10
million �nal chips and varying queuing time from 0 to 4 weeks.
The results for time-to-market and ⇠�( are shown in Figures 11
and 12 respectively.

As the wafer production rate decreases, it takes longer to fabri-
cate all the wafers needed for the design as well as for the wafers
ahead in the queue. If the foundry quotes an initial lead time based
on the number of wafers it needs to complete, a severe production
side disruption can steeply increase time-to-market and reduce the
agility of the architecture - just 1 week of queue time decreased
the maximum ⇠�( by 37%. This furthers the importance of under-
standing the full context of current and future market conditions
when designing chips to avoid time-to-market delays.

6.4 Case Study: Cost of Specialization
Assume that a design team already has a general-purpose core that
is ready for tapeout and wants to improve their chip by incorporat-
ing an accelerator block. While accelerators provide performance
and energy improvements, this change will incur additional tapeout
time which delays the chip’s time-to-market and increases tapeout
costs ⇠C0?4>DC .

As an example to evaluate these tradeo�s, we benchmark SPI-
RAL generated �xed point sorting [130] and �oating point FFT
accelerators [79] against a general purpose open-source core (Ar-
iane [129]) running 2048 sized blocks for their respective tasks.
Unique transistor counts come from synthesizing RTL designs with
commercial EDA tools assuming that non-memory transistors are
unique. Results for 5nm accelerators are shown in Table 3 to repre-
sent worst-case scenarios.

Even though accelerators show impressive speed-up over Ariane,
they can increase )C0?4>DC by almost a month and add millions
USD to tapeout costs at 5nm. Results also show that streaming
accelerators improve speed-up but tradeo� with increased tapeout
time and costs. For routines that are parallelizable or partitionable,
a uniform manycore design that can be quickly taped out may be
more prudent than taping out an accelerator. During chip crises
and economic downturns, understanding the tapeout tradeo�s of
integrating specialized hardware helps architects optimize decisions
to meet their performance, time-to-market, and cost requirements.

Table 4: Die Transistor Count, )C0?4>DC (weeks), and Area for
Zen 2-Like Architecture [86, 105]

Die #)) #*)
�384 (<<2 )
(14=</7=<)

)C0?4>DC
(14=</7=<)

Compute 3.8B* 475M* 206 / 74* 3.6 / 10.4
I/O 2.1B* 523M 125* / 38 4.0 / 11.5

6.5 Case Study: Chiplets and Mixed-Process
Nodes

With the rise of chiplet architectures, multiple distinct dies may be
packaged in a single �nal chip [85]. Although desirable for their
smaller dies and accordingly higher yields, they need to wait for the
latest fabricated die before they can be packaged. Modern chiplet
architectures may also combine logic dies and/or memory dies from
di�erent process nodes [15]. For example, AMD’s Zen 2 microar-
chitecture is composed of compute dies fabricated at a 7nm process
and central I/O dies fabricated at a 12nm process and integrated
together in the same packaging. [86].

Some chiplet designs require silicon interposers, often created at
legacy nodes [90]. If there is high demand and/or low production
capacity at the logic’s or interposer’s nodes, the packaging process
is delayed until both are produced. While some interposers may
be as simple as routing metal layers (passive), others may contain
complex features such as active transistor logic which means inter-
posers also have to complete the chip creation process before being
packaged with the logic dies [51, 90, 111].

To evaluate the time-to-market and⇠�( implications of chiplets
and mixed-process node designs, we use a Zen 2-inspired chip archi-
tecture with two compute dies and one central I/O die. Transistor
counts and die areas come from [86, 105], #*) of the compute die
is based on the transistor count for a single compute core, and #*)
of the I/O die is estimated to be 25% of I/O die transistor count from
enthusiasts die photo annotations [115]. A summary of transistor
counts, die area, and tapeout times can be found in Table 4; aster-
isks (*) indicate numbers are directly from [86, 105]. For interposer
designs, the interposer is fabricated at the 65nm process [90] and
is 120% the area of the chiplets packaged. We assume a passive
interposer with an optimistic 99.99% yield.

We then calculate time-to-market, cost, and ⇠�( based on the
original Zen 2 design (one 12nm I/O die and two 7nm compute
dies with no interposer) and compare with hypothetical designs of
Zen 2 with interposer, all three chiplets at 7nm with and without
interposer, all three chiplets at 12nm with and without interposer,
a 7nm monolithic equivalent, and a 12nm monolithic equivalent.
Results are shown in Figure 13.

The original Zen 2 design has a faster time-to-market (Fig. 13a)
compared to an all 7nm design, as the compute and I/O dies can
be produced in parallel. Additionally, the mixed-process design
spends fewer engineering-hours in the tapeout phase and once
the 12nm I/O design �nishes its tapeout, it can move forward to
the fabrication phase independent of the 7nm compute die. How-
ever, mixed-process designs cost more (Fig. 13b) as two processes
contribute to tapeout and manufacturing costs. Our results also
demonstrate that chiplet designs without interposers have faster
time-to-market, are more cost-e�cient, and achieve higher agility
compared to equivalent monolithic designs.



Supply Chain Aware Computer Architecture ISCA ’23, June 17–21, 2023, Orlando, FL, USA

� �� �� �� �� ���
1XPEHU�RI�)LQDO�&KLSV��0LOOLRQV�

��

��

��

��

7L
P
H�
WR
�0
DU
NH
W��
Z
HH
NV
�

�D�

� �� �� �� �� ���
1XPEHU�RI�)LQDO�&KLSV��0LOOLRQV�

�

�

��

��

��

&K
LS
�&
UH
DW
LR
Q�
&R
VW
���
%�

�E�

� �� �� �� �� ���
��RI�0D[�3URGXFWLRQ�&DSDFLW\

�

��

��

��

��

&$
6�
�1
RU
P
DO
L]
HG
�:
DI
HU
V�
:
HH
N�
�

�F� =HQ��
=HQ���Z��
,QWHUSRVHU
�QP�&KLSOHW
�QP�&KLSOHW�Z��
,QWHUSRVHU
�QP�0RQROLWKLF
��QP�&KLSOHW
��QP�&KLSOHW�Z��
,QWHUSRVHU
��QP�0RQROLWKLF

Figure 13: (a) Time-to-Market, (b) Chip Creation Cost, and (c) ⇠�( for Mixed-Process Chiplet Study
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Figure 14: (a) Time-to-market, (b) Chip Creation Cost, and (c) Production Split for Two Process Chip Design Study - overall
fastest time-to-market’s combination is highlighted in blue

Chiplet designs that require interposers have the worst time-
to-market, cost, and ⇠�( metrics, as interposers require large die
area and are produced at a lower capacity legacy process node.
In a supply-constraint market, the marginal increases in chiplet
yields may be o�set by the lead times for interposer production. For
chiplet-interposer architectures to succeed in the face of current
supply chain disruptions, interposers must be accommodating to
being built on di�erent process nodes. Fabricating the interposer
at the higher-wafer-production-rate 40nm process decreases time-
to-market for 100 million �nal chips from 51 weeks to 45 weeks
and increases max ⇠�( by 126% with only a $77M increase in chip
creation costs.

The �nal number of chips is an important factor when comparing
process nodes. The time-to-market is faster when producing fewer
�nal chips at the 12nm process due to lower tapeout time and lower
fab latency compared to 7nm. As the number of �nal chips increases,
the 7nm process’ higher good chips per week eventually outpaces
the 12nm’s.

As seen in Figure 13c, the original design has the highest ⇠�(
at full production capacity (right of the plot) but reaches a steep
decline at 60% of max production rate (indicated by the arrow) and
drops to below the 7nm chiplet monolithic design’s blue⇠�( curves
at low wafer production capacity (left of the plot). This behavior
is explained by the synchronization step at the packaging phase.
When both 7nm and 12nm process nodes are at full capacity, the
12nm I/O dies complete the fabrication phase �rst and must wait on
the 7nm dies before beginning packaging. Therefore when there is
only a small decrease in production rate on the 12nm process, only
the 7nm process contributes to the agility score which is higher

compared to the other 7nm designs since fewer wafers are needed.
Once below the 60% max production rate for the 12nm process,
it becomes the production stage bottleneck and lowers the ⇠�( ,
demonstrating how mixed process node chip architectures incur
additional vulnerability to production rate changes.

7 MULTI-PROCESS CHIP MANUFACTURING
As shown in Section 6.5, splitting up chip manufacturing over
multiple process nodes can decrease time-to-market and increase
⇠�( but increases chip creation costs. In this section, we propose a
chip design methodology that tapes out the same architecture on
two process nodes in parallel to utilize the combined manufacturing
capacity. We use time-to-market, cost, and ⇠�( modeling to �nd
optimal production splits.

Previous industry and academic chips have ported the same
architecture across multiple process nodes: Sony/IBM’s Cell (90,
65, 45nm) [103, 110]; Nvidia’s Tegra X1 (20, 16nm) [43]; Ariane (22,
4nm) [19, 129]; Rocket chip (45, 28, 22nm) [10], etc. Industry chips
that change process nodes can rerun the tapeout after the initial
release, but may still market the product under the same SKUs
(seen with PlayStation 3 and Nintendo Switch gaming consoles).
Designers may not necessarily want to improve performance once
ported to a new process - some applications require bug-for-bug
compatibility and modi�cations may introduce new defects.

To explore our proposed methodology, we modeled the Raven/
PicoRV32 architecture [28], which has been previously taped out
on 180nm. The performance and chip area are akin to a low-end
ARM Cortex-M IP commonly used in automotive and cross-market
microcontrollers [109]. The minimum die area is set to 1 mm2.
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We sweep each process node pair (called primary and secondary)
and �nd the chip production split that has the highest ⇠�( for a
multicore Raven-inspired design for 1 billion �nal chips. Results
are shown in Figure 14.

When optimizing for highest ⇠�( , a combination of the 28nm
and 40nm processes has the fastest time-to-market (and also the
highest agility) due to their highest wafer production capacities.
The longer foundry latency penalizes advanced process nodes and
⇠�( optimization pushes the majority of chips to be produced on
the more legacy node. By leveraging two processes to produce
equivalent chips in parallel, time-to-market can be reduced com-
pared to a single process design. For legacy nodes that have lower
wafer production rates (eg. 250, 130, 90nm), adding parallel manu-
facturing on the next smaller process can save 40, 6, and 13 weeks
o� time-to-market respectively.

Withoutmass production, it is di�cult for architects to justify the
additional tapeout cost of multi-process chip design. In this example,
the relatively low transistor count means tapeout time and costs
are outweighed by fabrication and packaging, making designing
chips for multiple processes economically feasible. Using two legacy
node processes may also reduce overall costs. The transistor density
improvements of the next process node mean fewer total wafers
are needed which o�sets the additional tapeout and mask costs.

For mass-produced, legacy node compatible chips, using two pro-
cess nodes can decrease time-to-market and be more cost-e�cient.
By maximizing ⇠�( , the optimal production split re�ects high ca-
pacity and agile processes that help architects design supply chain
resilient chips.

8 RELATEDWORK
Previous work in computer architecture that studied the chip cre-
ation process in the context of chip architecture and transistor
scaling has mainly focused on optimizing for cost [56, 78], perfor-
mance [36, 83], and energy [29, 42, 122]. In contrast, and comple-
mentary, to these works, our work focuses on how a chip’s architec-
ture a�ects its time-to-market and agility to weather supply chain
disruptions.

A signi�cant amount of research has explored ways to speedup
portions or the entire chip creation process, especially with a focus
on the design and tapeout phases. Estimators and open-source tools
help architects assess design tradeo�s [12, 21, 52, 101] and quickly
generate RTL for tapeout [10, 13, 72]. Other architecture and EDA
works focus on automating the layout process, reducing human
engineering e�ort, and optimizing the place-and-route process [5, 8,
61, 92]. Design for testing and design for manufacturing principles
inspire chip architectures that require less testing and packaging
e�ort. The impact of these speedups are independent of this work
and can be incorporated into the parameters of the chip creation
model and be applied in parallel to help computer architects create
and receive their chips faster.

Supply chain management research has previously investigated
the resilience and agility of supply chains and we adapt the agility
terminology in a computer architecture context [4, 120]. Further-
more, comprehensive models of the semiconductor fabrication sup-
ply chain have been developed, but they do not involve the design
nor tapeout phases and lack the ability to assess how individual chip

architectures a�ect the duration of the fabrication phase [55, 75, 84].
This work combines the �elds of supply chains, semiconductor
manufacturing, and computer architecture to derive architectural
insights to design supply chain aware chips.

9 CONCLUSION
In this work, we investigated how computer architecture design
choices can enable chips to be more resilient to semiconductor man-
ufacturing supply chain disruptions. We are the �rst work to make
time-to-market and supply chain conditions a �rst-class design
constraint in computer architecture research and chip design.

We characterized and modeled the steps of the chip creation
process and provided a model for architects to quickly assess the
time-to-market of their chips depending on its architecture and
current market conditions. In addition, we propose the Chip Agility
Score (⇠�() to evaluate a chip architecture’s agility in the face of
production side supply chain interruptions. ⇠�( enables architects
to evaluate their architectures against expected market conditions
to design chips that are more resilient to chip shortages.

Our modeling framework and data sets are open-sourced to ad-
vance supply chain aware computer architecture research.
https://github.com/PrincetonUniversity/ttm-cas
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