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Abstract. We show that for an area minimizing m-dimensional integral current
T of codimension at least 2 inside a sufficiently regular Riemannian manifold, the
upper Minkowski dimension of the interior singular set is at most m ´ 2. This
provides a strengthening of the existing pm ´ 2q-dimensional Hausdorff dimension
bound due to Almgren and De Lellis & Spadaro. As a by-product of the proof, we
establish an improvement on the persistence of singularities along the sequence of

center manifolds taken to approximate T along blow-up scales.
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1. Introduction and Main Results

Integral currents are a natural generalization of m-dimensional integer multiplicity
smooth oriented manifolds with boundary, and are realized as the weak-˚ closure of the
space of such manifolds, when treated as dual to the space of differential m-forms. They
allow one to solve the oriented Plateau problem over this class and provide a suitable
setting in which to analyze the singular structure of minimizers. We will be working
with the following core assumption throughout:

Assumption 1.1. T is an m-dimensional integral current in Σ, where Σ is an pm` n̄q-
dimensional embedded submanifold of class C3,ε0 in R

m`n ” R
m`n̄`l, where ε0 P p0, 1q

is a fixed constant. Assume that T is area-minimizing in Σ and that n̄ ě 2.

We define the interior regular set of T to be all points around which sptT can locally
be expressed as the graph of a sufficiently regular map. Namely,

Reg T :“
!
p P sptT zsptpBT q : sptT X BRppq is a C1,α submanifold of Rm`n for

some R,α ą 0

)
.

Consequently, we define the (interior) singular set of T to be

SingT :“ sptT zpsptpBT q Y Reg T q.
A sharp Hausdorff dimension estimate for the interior singular set of T in this setting
has been determined in all possible cases. When the codimension n̄ is one, the Hausdorff
dimension of this set was shown to be at most m ´ 7 (with purely isolated singularities
when m “ 7) by Federer [12], with important contributions from Fleming, De Giorgi,
Almgren and Simons for the lower dimensional cases (see [30–32,39,40]). It was further
shown by Simon in [38] that the singular set is pm ´ 7q-rectifiable. The sharpness of
these results in codimension one were verified by Bombieri, De Giorgi & Guisti in [33].
There, the authors demonstrate that Simons’ cone

S :“
 
x P R

8 : x2
1 ` x2

2 ` x2
3 ` x2

4 “ x2
5 ` x2

6 ` x2
7 ` x2

8

(
Ă R

8,
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2 A. SKOROBOGATOVA

which has an isolated singularity at the origin, is area minimizing.
When n̄ ě 2, the seminal work of Almgren [14] provides an upper Hausdorff dimension

bound of m ´ 2 for the interior singular set:

(1) dimHpSingT q ď m ´ 2.

The sharpness of this can be easily seen from considering any holomorphic variety of
complex codimension one (real codimension two) with a singular branch point at the
origin, such as

Γ “
 

pz, wq P C
2 : z2 “ w3

(
.

Almgren’s original proof has since been simplified and made more transparent by De
Lellis & Spadaro in the series of papers [20–22]. Furthermore, these authors were also
able to relax the a priori assumptions on the ambient manifold Σ from C5 to merely
C3,ε0 .

An important first step towards classifying the types of singularities of T comes from
Almgren’s stratification (see, for example, [2]), which tells us that

(2) dimH

`
SkpT q

˘
ď k,

where

(3) SkpT q :“
!
p P sptT zsptBT : any tangent cone of T at p splits off

no more than a k-dimensional subspace

)
.

If the codimension of T is one, then any point that has a flat tangent cone is neces-
sarily regular. This is due to the local characterization of codimension one integral
currents in terms of boundaries of Caccioppoli sets, see [23, Theorem 27.6, Corol-
lary 27.8], combined with De Giorgi’s ε-Regularity Theorem. In addition, we always
have Sm´1pT qzSm´2pT q “ H for classical area-minimizers. Combining these facts
with (2), the codimension two bound on the singular set follows immediately (the sharper
codimension 7 bound due to Federer [12] comes from a more elaborate dimension re-
duction argument). This is no longer true in higher codimension; flat singular points
p P SmpT qzSm´1pT q exist, as exemplified by holomorphic subvarieties of the form

Γ1 “
 

pz, wq P C
2 : pz ´ w2q3 “ w1000

(
.

This is a 3-valued perturbation of the regular graph z “ w2 locally around the origin,
and 0 P SmpT qzSm´1pT q.

Thus, more work needs to be done in the higher codimension setting, to estimate
the size of those singular points at which T is close to being flat. An important step
is the removal of the contribution of the ‘regular part’ of the current around singular
points, before analyzing the singular behaviour. This is precisely the role of the center
manifold.

In contrast to the codimension one case, the fine structure of the interior singular set
is still unknown in general. In the case m “ 2, Chang [11] and De Lellis, Spadaro &
Spolaor [8–10] established a structure theorem for the singular set: all singularities are
isolated. Chang’s result relies heavily on the existence of a branched center manifold.
The rigorous proof of the existence of such an object is due to the latter named authors,
who also generalize the structure result to the wider class of semicalibrated currents and
spherical cross sections of area minimizing cones.

See also the recent work of Liu [1], where the author demonstrates that it is possible
for any finite (combinatorial) graph to arise as the singular set of a 3-dimensional area
minimizing current in a 7-dimensional closed, compact Riemannian manifold. The sin-
gular set produced there, however, consists only of conical and cylindrical singularities;
namely, points in S1pT q.

The results of this article are an initial step towards better understanding the problem
of how to determine the structure of the singular set; in particular, the ‘flat’ singular
points p P SmpT qzSm´1pT q. Before we state our main result, let us introduce some
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common notation. We will use ĚdimM pEq to denote the upper Minkowski dimension of
a set E Ă Rm`n. Namely,

ĚdimM pEq :“ inf

#
s ě 0 : lim sup

δÓ0
δsNpδ, Eq ă 8

+
,

where Npδ, Eq denotes the smallest number of open balls of radius δ required to cover
E.

For Q P N, we let

SingěQpT q :“ SingT X DěQpT q
where

DěQpT q :“ t p P sptT zsptpBT q : ΘpT, pq ě Q u .
When we are referring to singular points of density exactly Q, we will use the notation
SingQT . We are now ready to state our main result, which is the following:

Theorem 1.2. For T and Σ as in Assumption 1.1 and Q P Nzt0u,
ĚdimM pSingěQT X sΩq ď m ´ 2

for any Ω Ť Rm`nzpBT Y SingěQ`1T q.
This provides a more refined dimension bound on the singular set than the existing

one (1) due to Almgren. However, we are not able to control the pm ´ 2q-dimensional
Minkowski content via the methods here. See the recent work [35] of De Lellis, March-
ese, Spadaro & Valtorta, where the authors successfully get an pm ´ 2q-dimensional
Minkowski content bound and establish pm ´ 2q-rectifiability for the set of Q-points of
(non-trivial) multi-valued harmonic maps. There, the authors use rectifiable Reifenberg
methods to establish this; it is currently unclear as to whether the same approach can be
adopted in this setting. There is also the alternative approach in [3] by Krummel &Wick-
ramasekera, but this seems to heavily rely on the explicit structure of Dir-minimizers
on two-dimensional domains and the classificaiton of their frequency values.

Notice that in order to prove Theoreom 1.2, it suffices to establish the estimate

ĚdimM pSingrQ,Q`εsT X sΩq ď m ´ 2, for any ε ą 0,

where

SingrQ,Q`εsT :“ SingT X DrQ,Q`εsT,

and

DrQ,Q`εsT :“ t p P sptT zsptpBT q : Q ď ΘpT, pq ď Q ` ε u .
This is because we have the following consequence of the quantitative stratification of
Naber & Valtorta in [19]:

Lemma 1.3. For any ε ą 0, the following holds. For T and Σ as in Assumption 1.1
and Q P Nzt0u, the set

SingěQ`εT X sΩ
is pm ´ 3q-rectifiable and has finite upper pm ´ 3q-Minkowski content, for any Ω Ť
Rm`nzpBT Y SingěQ`1pT qq.

This allows us to ignore contribution from singularities of all non-integer densities
above an arbitrarily small threshold. We defer the proof of this to Section 11. By virtue
of the Allard-Almgren ε-Regularity Theorem, in the case Q “ 1 we have

Sing1T Ă Singě1`εT

for any ε ą 0. Thus, in the special case of singular points with multiplicities Q P r1, 2q,
we immediately deduce the following stronger result:
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Proposition 1.4. For any Ω Ť Rm`nzpBT Y Singě2pT qq, the set

Singě1pT q X sΩ
is pm ´ 3q-rectifiable and has finite upper pm ´ 3q-Minkowski content.

Notice that throughout this article, we restrict to the study of interior singularities for
our area minimizing current T . Boundary singularities are much less clearly understood;
Hardt & Simon demonstrated in [36] that the boundary singular set is empty when the
codimension n̄ “ 1, while Allard [24] demonstrated boundary regularity in any dimension
and codimension under a multiplicity one assumption on the boundary and with a convex
barrier. More recently in the works [44] and [42,43] the uniqueness of tangent cones and
an Allard-type regularity result at the boundary is shown when m “ 2. However, such a
regularity result only holds at all boundary points under a convex barrier assumption on
the boundary, and to the author’s knowledge, the best known result to date in general
is density of regular boundary points. See [34] for a proof of this.
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2. Notation

Let us now introduce the frequent notation that we will be using:

AQpRkq the space of Q-tuples of vectors in R
k (see [18] for more details);

Brppq the pm ` nq-dimensional Euclidean ball of radius r centered at p;

Brpzq the geodesic ball of radius r centered at z on a given center

manifold (see [22] for more details);

Hs the s-dimensional Hausdorff measure, s ě 0;

dH the Hausdorff metric on the space of compact subsets of Rm`n;

Wk,ppΩ;AQq the space of Q-valued p-integrable Sobolev maps with

p-integrable distributional derivatives up to order k P N on Ω;

Brpz, πq the m-dimensional Euclidean ball of radius r and center z in the

m-dimensional plane π. If it is clear from context, we will just

write Brpzq;
EK The orthogonal complement to the set E with respect to the

standard Euclidean inner product;

Crpz, πq the infinite pm ` nq-dimensional Euclidean cylinder Brpz, πq ` πK

with center z, radius r in direction πK;

ιz,r the scaling map w ÞÑ w ´ z

r
around the center z;
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τz the translation map w ÞÑ w ` z;

f7 the push-forward under the map f ;

Ez,r the blow-up pιz,rq7E of the set E;

TpN the tangent plane to the manifold N at the point p P N ;

TF the current
ÿ

iPN

Qÿ

j“1

pf j
i q7JMiK induced by the push-forward of a

Q-valued map F : M Ñ AQpRm`nq on a Borel set M Ă R
m with

decomposition F |Mi
“

Qÿ

j“1

Jf j
i K, M “ \iMi as in [16, Lemma 1.1]

(see [16, Section 1.1] for a more detailed definition);

E Ť F The set E is compactly contained in the set F , namely, E Ă F ;

A » B The quantities A and B are comparable, namely, c1A ď B ď c2B

for some c1, c2 ą 0;

ΘpT, pq the m-dimensional Hausdorff density of T at a given point p;

pπ the orthogonal projection to the m-plane π Ă R
m`n;

ImpXq the space of integral m-dimensional varifolds on X ;

FpV1, V2q the flat distance between the varifolds V1 and V2;

FpV1, V2q the varifold distance (induced by the weak-˚ topology) between V1

and V2.

We refer the reader to a standard text such as [13], [23] or [7] for the relevant geometric
measure theory background. For further details on Q-valued maps and related concepts,
we recommend [18] and [16].

We will often be extracting subsequences for compactness arguments throughout this
article. None of the subsequences will be relabelled, unless otherwise stated. Geometric
constants, which only depend only on m,n, n̄ and Q, will usually be denoted by C0.
When it is not important for the overall argument, dependencies of constants such as c
and C will be omitted. Such constants will typically also be geometric; otherwise, the
precise dependencies can often be inferred from the text.

3. Key preliminary results

Before stating the important preliminary results needed to prove Theorem 3.3, we
remind ourselves that the goal is to prove that for any given α ą 0, the upper pm´2`αq-
Minkowski content of SingT vanishes:

lim sup
rÓ0

NpSingT, rqrm´2`α “ 0.

We argue by contradiction; suppose this is not true. As in the proof of the Hausdorff
dimension bound, we would like to blow up around an arbitrary Hm´2`α-density point
p P SingT and combine this with the existence of a flat tangent cone there to reach
a contradiction. The problem is that the Minkowski contents do not behave desirably
under Hausdorff convergence of sets, and in fact are not even measures so are not
particularly easy to work with in general. The Hausdorff measure itself is also not
necessarily lower-semicontinuous with respect to Hausdorff convergence, but to avoid
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issues with this one can relax it to the premeasure Hs
8. Null sets are preserved under

this replacement, so this does not affect our contradiction argument.
Thus, we first reduce the problem of estimating the upper Minkowski content of

SingT to one of estimating the Hausdorff dimension. Of course, since the latter is a
cruder dimension estimate, we pay the price of having to bound the Hausdorff dimension
uniformly for every set in an appropriate compact family. A crucial tool that we will
require is Almgren’s Work Raccoon Lemma, which allows us to work with the Hausdorff
measure instead of the Minkowski content. To the author’s knowledge, this result is
originally due to Almgren and a version of it is likely contained within [5], but first
formally appeared in [6, Theorem 5.1]. However, in both of these references, it was used
to establish Hausdorff dimension estimates for blow-up limits and as far as the author
is aware, it has not yet been formally observed that this result also gives a Minkowski
dimension bound.

Lemma 3.1 (Work Raccoon Lemma). Suppose that we have a non-trivial class C of
compact subsets of sB1 Ă Rm`n such that

(a) C is closed under rescalings, namely, for each K P C , x P sB1 and 0 ă r ď 1,

Kx,r X sB1 :“ pιx,rq7K X sB1 P C ,

(b) C is closed under Hausdorff convergence.

Then the family of exponents

A pC q :“ tα ě 0 : HαpKq “ 0 for every K P C u
is an open half-line pα0,8q.

Moreover, for every 0 ă r ď 1, the minimal number NpK, rq of balls of radius r

required to cover K satisfies

(4) NpK, rqrα ď Cpαq for every α P A pC q.
We postpone the proof of this Lemma to Section 10, and will henceforth assume its

validity.
We will henceforth fix an arbitrary set Ω Ť Rm`nzpBT Y SingěQ`1T q. We now

seek an appropriate family of sets to which the Work Raccoon Lemma applies. Recall
that, as for the Hausdorff dimension estimate, we are interested in blowing up around
points x P SingrQ,Q`εsT X Ω, in order to understand the size of this singular set. This
motivates choosing the compact family of sets to be the smallest one that contains blow-
up sequences of the singular set and is closed under Hausdorff convergence and rescalings
of the form in (a) of the lemma. We formulate this more precisely as follows.

Given ε P p0, 1q, let
(5) Apεq :“ ΩzSingěQ`εT.

By the upper-semicontinuity of the density, this is an open set, and so can be written
as an (increasing) countable union of compact sets. Fix any one of these compact sets

K̃ “ K̃pεq and let

K0pε, K̃q :“ K̃pεq X SingěQT.

Hence, in order to prove the Minkowski dimension estimate in Theorem 1.2, it suffices to
establish it for K0pε, K̃q. First of all, observe that we may find R ą 0 large enough such

that Ω Ă BR, so K0pε, K̃q is a compact subset of BR. Clearly the result of the Work
Raccoon Lemma is unchanged by replacing B1 with BR, so we may assume that R “ 1.
Our candidate for the family to which we wish to apply the Work Raccon Lemma is
then

C pε, K̃q :“
#
K compact, K Ă K8 : K0

xk,rk
pε, K̃q X B1

dHÝÑ K8,

xk P R
m`n, rk P p0, 1s convergent

+
.
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Indeed, we can say the following:

Proposition 3.2. Given ε P p0, 1q and K̃pεq as defined above, the collection C pε, K̃q
contains K0pε, K̃q and satisfies the assumptions of Lemma 3.1.

The proof of this Proposition is also contained in Section 10. It remains to show that
α0 as in Lemma 3.1 satisfies α0 ď m ´ 2 for this compact family C pε, K̃q.

First of all, by extracting a subsequence, we may assume that given any K P C pε, K̃q,
we have

xk Ñ x and rk Ñ r,

for the corresponding blow-up scales and centers.
Notice that if r ą 0, then

K8 Ă SingpTx,rq X B1,

since Brkpxkq dHÝÑ Brpxq. Thus in this case the existing dimension estimate (1) due to
Almgren [14] tells us that Hm´2`αpK8q “ 0 for each α ą 0. So we may assume that
rk Ó 0.

The main result Theorem 1.2 can now be concluded from the following:

Theorem 3.3. There exists ε P p0, 1q sufficiently small such that the following holds for

any compact K̃pεq Ă Apεq.
For any K8 in the family C pε, K̃q of Proposition 3.2, we have the following di-

chotomy. Either

(a) there exists an m-dimensional area minimizing integral current S in R
m`n such that

K8 Ă SingS;
(b) there exists an m-plane π8 Ă Rm`n and a non-trivial Dir-minimizer u : π8 –

Rm ˆ t0u Ą B 3

2

Ñ AQ with

K8 Ă ∆Qpuq :“
!
z P B 3

2

: upzq “ QJ0K
)
.

In particular, applying Almgren’s dimension estimate (1) in case (a) and [18, Prop. 3.22]
in case (b), we arrive at

Hm´2`αpK8q “ 0 for every α ą 0.

Unless otherwise mentioned, we will henceforth fix an arbitrary choice of ε ą 0 and
a compact set K̃pεq Ă Apεq, and will omit dependencies on ε and K̃ for all the sets
defined above. The following section is dedicated to reducing ourselves to the second
alternative (b) in Theorem 3.3, by characterizing the blow-up limit along a sequence
with varying centers.

4. Reduction to the second altenative in Theorem 3.3

We hope to use Almgren’s center manifold construction to prove the above theorem.
Unfortunately, in our reduction to merely establishing a uniform Hausdorff dimension
bound of m ´ 2 for our whole family of compact sets C , we have been forced to include
blow-ups with varying centers. Therefore it is necessary to check that singularities still
persist along such diagonal blow-up sequences.

Firstly, for any K8 P C , we would like to ensure that the blow-up centers are singular
Q-points of T , so that the sheets of our current are not collapsing around the centers.
This will be important in order to ensure that our blow-up limit is non-trivial.

Proposition 4.1. Let T and Σ be as in Assumption 1.1. Then for any K8 P C as
in Theorem 3.3, we may assume that the centers of the corresponding blow-ups K0

xk,rk

satisfy
xk P K0.
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Proof. Consider the original sequences of centers xk P Rm`n and blow-up scales rk Ó 0.
We may without loss of generality assume that (for k sufficiently large) K0XB2rkpxkq ‰
H, so we can find points zk P K0 X B2rkpxkq. But now we can instead consider the
blow-ups K0

zk,3rk
X B1, the support of which contain sptK0

xk,rk
X B1. For k sufficiently

large,
K0 X B3rkpzkq Ă A,

for A “ Apεq as in (5). This completes the proof, after replacing K̃ by a slightly larger
compact set contained in A if necessary. �

Notice that since K0 is compact, Proposition 4.1 allows us to assume that for any
K P C , the corresponding blow-up centers xk satisfy xk Ñ x P K0 up to subsequence.
In particular, we have

(6) Q ď ΘpT, xq ď Q ` ε.

Remark 4.2. Observe that (6) holds because we are blowing up a compact subset
of SingrQ,Q`εsT . Without this, up to the author’s knowledge, it remains unknown

whether it is possible to rule out the situation that ΘpT, xkq ď Q ` ε for each k, but
ΘpT, xq ą Q`ε, even under the assumption that xk P SingT . We will see the importance
of (6) when we investigate the structure of these blow-ups in the limit as k Ñ 8.

We will henceforth assume the property (6) for any given K P C . Another key
assumption that we impose throughout will be the following:

Assumption 4.3. Let T and Σ be as in Assumption 1.1. Given K P C and x “
limkÑ8 xk, we may assume that Σ X B7

?
mpxq is the graph of a C3,ε0 function Ψp :

TpΣ X B7
?
mpxq Ñ TpΣ

K for every p P Σ X B7
?
mpxq. We may further assume that

cpΣq :“ sup
pPΣXB

7
?

mpxq
}DΨp}C2,ε0 ď ε̄,

where ε̄ will be determined later. This in particular gives us the following uniform
control on the second fundamental form of Σ:

A :“ }AΣ}C0pΣq ď C0cpΣq.
Unfortunately, due to the fact that the centers of the blow-ups are varying, we cannot

necessarily deduce that the tangent current obtained in the blow-up limit is a cone; the
monotonicity formula is only valid for a fixed center. Nevertheless, we are still able to
deduce the following about the limit:

Proposition 4.4. Suppose that T and Σ satisfy Assumption 1.1. Then we may choose
ε ą 0 sufficiently small such that the following holds for any K8 P C pε, K̃q with corre-

sponding blow-up centers xk P K0pε, K̃q and blow-up scales rk Ó 0, satisfying Assump-
tion 4.3 for ε̄ “ ε̄pxq ą 0 small enough.

There exists an m-dimensional integral area minimizing current S in Rm`n, such
that up to subsequence,

(7) Txk,rk
˚á S, }Txk,rk}pBq ÝÑ }S}pBq for any open ball B,

and either

(a) K8 Ă SingěQS,

(b) S “ QJπ8K for some plane π8.

Remark 4.5. An important consequence of this proposition is that the limiting set K8

is determined by the structure of a tangent current obtained as a weak-˚ limit of the
blow-ups. Indeed, we demonstrate in the proof that

K8 Ă DěQS.
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The first possibility is that the tangent current RegěQ S “ H, which leads to the con-
clusion of case (a). This case covers the first alternative in Theorem 3.3, where the sin-
gularities persist to the tangent S. The conclusion of the Minkowski dimension estimate
in Theorem 1.2 then follows immediately from Almgren’s Big Regularity Theorem (1).

In case (b), there is a flat tangent current. This can be considered as a first order
approximation for T near x, which captures the regular behaviour of T there, meanwhile
the singularities vanish in the limit. We thus need to show persistence of singularities
at the level of a harmonic approximation to T at an infinitesimal scale around x. This
approximation is constructed in such a way that the regular behaviour is absorbed into
the domain, and so singularities do indeed persist.

Proof. First of all, by the definition of K0, x is an interior point of T and (6) tells us
that we can find δ ą 0 sufficiently small such that

(8)
}T }pBδpxqq

ωmδm
ď Q ` 2ε.

We claim that for any open ball BR Ă Rm`n centered at the origin, we have

sup
k

}Txk,rk}pBRq ď Q ` 3ε.

Indeed, due to the pointwise convergence of xk to x,

}T }pBRpxkqq ÝÑ }T }pBRpxqq.
for all but a countable collection of radii R. This can be easily verified by approximating
the mass of T on balls via a pairing with appropriate m-forms, and exploiting the
continuity property of T . Combining this with (8) and the fact that T is m-dimensional,
and by using monotonicity formula around xk when k is large enough such that Rrk ă δ,
we have

}Txk,rk}pBRq
ωmRm

“ T pBRrkpxkqq
ωmpRrkqm ď eCApδ´Rrkq }T }pBδpxkqq

ωmδm
ď }T }pBδpxqq

ωmδm
` 3ε,

provided that we choose ε̄ sufficiently small, only dependent on x.
Since x is an interior point for T , we may further choose k large enough such that

(9) BTxk,rk BR “ 0, for k sufficiently large.

Thus, the Federer-Fleming Compactness Theorem (see, for example [23, Theorem 32.2])
for normal currents tells us that we can extract a subsequence and an m-dimensional
area minimizing integral current S on Rm`n for which

Txk,rk
˚á S as Radon measures.

Moreover, BS “ 0, due to (9) and the continuity of the boundary operator with respect
to weak-˚ convergence.

To establish the convergence of masses, firstly observe that the lower-semicontinuity
of the mass tells us that for any ball B,

}S}pBq ď lim inf
k

}Txk,rk}pBq.

Now suppose that for some ball B we have }S}pBq ă lim infk }Txk,rk}pBq. For k suffi-
ciently large BS B “ BTxk,rk B “ 0, so this contradicts the area minimizing property
of T and all its rescalings. We can therefore extract a subsequence for which we indeed
have

}Txk,rk}pBq ÝÑ }S}pBq.
In particular, we deduce that for any R ą 0,

(10)
}S}pBRq
ωmRm

ď Q ` 4ε.
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Furthermore, one can show that

(11) K8 Ă DěQS.

Indeed, given any y P K8 and any ρ ą 0, the local convergence of the masses (7) tells
us that for any η ą 0, we can find k sufficiently large such that

}S}pBρpyqq
ωmρm

ě }Txk,rk}pBρpyqq
ωmρm

´ η

“ }T }pxk ` Bρrkprkyqq
ωmpρrkqm ´ η.

Taking ρ Ó 0, we deduce that

ΘpS, yq ě ΘpT, xk ` rkyq ´ η for k sufficiently large

But now, since xk ` rky Ñ x, we can exploit the upper-semicontinuity of the density
to deduce that ΘpS, yq ě Q ´ η. Since η is arbitrary, we conclude that ΘpS, yq ě Q.
However, we cannot deduce that ΘpS, yq ď Q ` cε for some constant c ą 0; the density
might increase in the limit.

Thus, in order to try and determine the size of K8, it makes sense to investigate
the structure of the set of high multiplicity points in sptS. There are two possibilities:
either there exists a regular point

z0 P RegěQ S,

or all points in DěQpSq are singular. If the latter holds then (11) tells us that we must
necessarily have K8 Ă SingěQS and so we are in case (a).

Suppose on the other hand that there exists a point z0 P RegěQ S. First of all, let
us assume that ΘpS, z0q “ Q. We want to show that this implies S is flat. We plan to
use Allard’s Regularity Theorem [17, Section 8] to see that S “ QJΓK for some smooth
surface Γ, and that Γ is flat at both infinity and locally around z0, so is in fact an
m-dimensional plane. In order to see this, we will need to apply Allard to S

Q
. However,

we do not even know that this object makes sense a priori. Thus, define

E :“ tw P Reg S : ΘpS,wq “ Q u ,
and let S̃ :“ S E. By definition, E is a C1,α-submanifold of Σ for some α P p0, 1q. We

proceed to show that S̃ “ S.
Notice that EzE Ă SingS. Indeed, given any z P EzE, we know that ΘpS, zq ě Q by

upper-semicontinuity of the density. If z P RegS, then in fact we could further conclude
that ΘpS, zq “ Q, because there is an open neighbourhood of z on which the density
agrees with ΘpS, zq, but also zk Ñ z for some sequence tzku Ă E.

Again exploiting the dimension estimate (1) on the singular set of S, we deduce that

Hm´2`αpEzEq “ 0 @α ą 0.

But recall that BS “ 0 and E is a smooth manifold, so

sptpBS̃q “ sptpS BEq Ă EzE,

and hence

Hm´2`αpsptpBS̃qq “ 0 @α ą 0.

However, BS̃ is an pm ´ 1q-dimensional integral flat chain, so by a well-known result of
Federer, we deduce that

BS̃ “ 0 “ BS,
and moreover S̃ is area minimizing, since S is. Now since ΘpS̃, ¨q ” Q, we can consider

S̄ :“ S̃

Q
.
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By virtue of (10), for any R ą 0 we have

}S̄}pBRpz0qq
Rm

ď
}S̄}pBR`|z0|q

Rm
(12)

ď ωmpR ` |z0|qmpQ ` 4εq
QRm

“ ωm

´
1 ` |z0|

R

¯m´
1 ` 4ε

Q

¯
.

Hence, we have a uniform upper bound over R ą 0 on the masses }S̄z0,R}pB1q. When
combining with the zero boundary condition, this allows us to again use the Federer-
Fleming Compactness Theorem to extract a sequence Rk Ò 8 and an m-dimensional

area minimizing cone (with vertex at the origin) S̄8 such that S̄z0,Rk

˚á S̄8 and
}S̄z0,Rk

}pB1q ÝÑ }S̄8}pB1q.
The fact that this tangent at infinity S̄8 is a cone follows from the monotonicity

formula, in the same way as for a tangent at a fixed point.
By considering (12) at scales Rk Ò 8, we have

}S̄8}pB1q ď ωm

´
1 ` 4ε

Q

¯
.

Since ΘpS̄8, ¨q ” ΘpS̄, ¨q ” 1, we can choose ε ą 0 sufficiently small in order to apply
Allard’s Regularity Theorem and deduce that S̄8 is a C1,α-graph locally near the origin.
Since S̄8 is a cone, we conclude that

S̄8 “ JπK for some m-plane π.

Note that we can conclude this for S̄8 regardless of the center that we take for the
blow-down limit. Now if ΘpS, z0q “ Q, we can combine this with the regularity of S̄

near z0 to deduce that in fact S̄ “ Jπ X EK and hence S̃ “ QJπ X EK. Indeed, since
}S̄8}pB1q “ ωm, we have

(13) lim
rÓ0

}S̄}pBrpz0qq
ωmrm

“ 1 “ lim
kÑ8

}S̄}pBRk
pz0qq

ωmRm
k

,

so the monotonicity formula allows us to conclude.
It remains to check that S̃ “ S. Due to (10), we have

}S ´ S̃}pBRq ď 4εωmRm for any R ą 0.

Thus, for any y P sptpS ´ S̃q and any R ą 0, we have

}S ´ S̃}pBRpyqq ď ωmεpR ` |y|qm,

as well as

}S ´ S̃}pBRpyqq ě ωmRm,

simply because the density at any point in the support of an integral current is at least
1. Taking R ą |y| and then ε ă 1

2
(if this is not already the case), we indeed have S̃ “ S.

Finally, we explain why we cannot have z0 P RegěQ`1 S. Note that the density at any
regular point must be integer-valued, due to the dimension estimate [23, Theorem 35.3]
for the set of points with non-integer densities. If ΘpS, z0q ě Q ` 1, then (13) instead
becomes

lim
rÓ0

}S̄}pBrpz0qq
ωmrm

“ Q ` 1

Q
ą 1 “ lim

kÑ8

}S̄}pBRk
pz0qq

ωmRm
k

.

This, however, contradicts the monotonicity formula, so cannot occur. �
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We have therefore successfully reduced the problem to that of deducing that the sec-
ond alternative of Theorem 3.3 holds true whenever we are in case (b) of Proposition 4.4.
The remainder of the article will be dedicated to proving that this is indeed true.

Before continuing, recall that the excess EpT,Bq on a ball is defined as follows. Given
any m-dimensional plane π, denote by ~π the unit m-vector orienting this m-plane. Then

EpT,B, πq :“ 1

2|B|

ż

B

|~T ´ ~π|2 d}T } for any m-plane π Ă R
m`n;

EpT,Bq :“ inf
m-planes π

EpT,B, πq,

The definition of the cylindrical excess EpT,Cq for a cylinder Cpz, πq “ Bpz, πq ˆ πK is
analogously defined.

Applying Propositions 4.1 and 4.4 to the sequences xk and rk, we can assume that the
weak-˚ limit S of our blow-up sequence is an m-plane with multiplicity Q. In summary,
we henceforth make the following assumptions:

Assumption 4.6. Let T and Σ be as in Assumption 1.1 and let ε̄, ε ą 0 be given by
Proposition 4.4. We assume that we have an arbitrary fixed set K8 P C pε, K̃q satisfying
Assumption 4.3. For this set K8, we have associated blow-up centers xk, and scales
rk Ó 0 such that for any arbitrarily fixed y P K8, there is a sequence of points yk with

(i) xk, x P K0, xk Ñ x,

(ii) yk P K0
xk,rk

X B1, yk Ñ y,

(iii) EpT,Brkpxkqq “ EpTxk,rk ,B1q ÝÑ 0 as k Ñ 8.

The assumption (iii) is a consequence of the weak-˚ convergence and the convergence
of masses. Indeed, for any open pm ` nq-dimensional ball B and any m-plane π, we
have:

EpTxk,rk ,B, πq “ 1

2|B|

ż

B

|~Txk,rk ´ ~π|2 d}Txk,rk}

“ }Txk,rk}pBq
|B| ´ 1

|B|

ż

B

x~Txk,rk , ~πy d}Txk,rk},

and so, taking k Ñ 8, we arrive at

(14) EpTxk,rk ,B, πq ÝÑ EpS,B, πq “ }S}pBq
|B| ´ 1

|B|

ż

B

x~S, ~πy d}S}.

Before we continue, we must first ensure that our setup will allow us to approximate
our current well by a Q-valued map at the scales of the blow-up procedure (see [20]). In
view of this, we will assume the following:

Assumption 4.7. Let T and Σ be as in Assumption 1.1, and suppose that Assump-
tions 4.6 and 4.3 hold. If we replace ε from Assumption 4.6 by mintε, ε3u, then for each
xk we can find an m-plane πk such that

p7
πk
T C 11

?
mrk
2

pxk, πkq “ QJB 11
?

mrk
2

pxk, πkqK, BT C 11
?

mrk
2

pxk, πkq “ 0.

From now on, we will work under Assumptions 1.1-4.7.

5. Overview of the remaining argument

Let us now discuss the overall approach towards proving the second alternative in
Theorem 3.3. Our goal is to show that K8 Ă ∆Qpuq, where u is some Dir-minimizing
Q-valued map defined over (an open ball in) an m-dimensional plane. We would like to
argue as follows:
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Step 1. Approximate our blow-up sequence Txk,rk by ‘almost’ Dir-minimizing W1,2-
maps uk parameterized over m-dimensional planes;

Step 2. renormalize and recenter the uk appropriately so that, up to subsequence, we
have strong convergence to some non-trivial Dir-minimizer u in L2

loc;
Step 3. Check if u is a viable candidate for the map in Theorem 3.3.

This proposed scheme, however, does not work. The main problem is that the limit u

could potentially be trivial. Thus, the singularities at xk and yk will not have persisted
in the limit. Such a phenomenon would occur whenever T has a prominent regular part
of higher polynomial order coming into contact with its branched singular structure,
locally around the blow-up centers. This regular behaviour would dominate in the limit,
thus leading to disappearance of singularities.

We overcome this problem via the center manifold construction of Almgren, origi-
nally used to estimate the Hausdorff dimension of the singular set. Center manifolds
provide a good replacement for m-planes as the objects on which we build our approx-
imations in (1) of the above desired scheme. The reason for this is that the center
manifolds capture the regular behaviour of T around the points xk. We may then con-
struct graphical approximations over the normal bundles of the center manifolds; these
graphical approximations should only capture the singular behaviour of T locally.

We can then instead choose u to be an appropriately normalized limit of these graphs
over the center manifolds. The singularities should now persist to this limit; uniform
bounds on the frequency function along our sequence of approximating graphs will allow
us to conclude this. This will allow us to use the information about the size of the
singular set for Dir-minimizers to achieve the claimed dimension bound.

Section 6 is dedicated to the set up of our sequence of center manifolds. In Section 7,
we will then discuss the frequency function and its key properties, including the uniform
bounds that are then proved in Section 8. We conclude with the final persistence of
singularities argument in Section 9.

6. Almgren’s Center Manifold Construction

6.1. The Refining Procedure. In order to build the sequence of center manifolds
along the scales of our blow-up sequence, we require the refining procedure and Whitney
decomposition from [22, Proposition 1.11] for each Txk,rk , constructed via stopping time
criteria based on the size of the excess and the height of Txk,rk .

In view of [21], we will be taking this sequence over small intervals containing the
scales rk. These intervals will detect the scales at which the current T stops being suffi-
ciently flat (and thus when a given center manifold no longer approximates T sufficiently
well), allowing us to rescale and build a new center manifold and normal approxima-
tion which will approximate T better at the new scale. We restate these necessary
preliminary results here for the convenience of the reader:

Fix w P sptT zsptpBT q and r ă 1
6

?
m
distpw, sptpBT qq. Define

T 1 :“ Tw,r B6
?
m, Σ1 :“ ιw,rpΣq.

We will later choose w to be our blow-up centers xk and the corresponding r to be scales
close to rk.

Let C “ Ť
jPN C j be the collection of all closed dyadic m-dimensional subcubes of

r´4, 4sm Ă π0. Namely, C j consists of all cubes inside r´4, 4sm of side length 21´j with
vertices in 21´jZ. Given L P C k, let ℓpLq :“ 21´j denote the side length of L. We call
J P C j an ancestor of L if L Ă J and we call J a parent of L (or L a child of J) if
furthermore J P C j´1. We denote the center of L by xL.

Given a cube L P C , Assumption 4.7 allows us to find yL P SpantxLuK such that

pL :“ pxL, yLq ” xL ` yL P sptT 1.
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Notice that the choice of yL is not unique (since we assume Q ą 1), but for each L we
fix a choice.

Moreover, for any M0 ą 0, let rL :“ M0

?
mℓpLq and let BL :“ B64rLppLq. Let π̂L be

the optimal plane for the excess of T 1 in BL, namely

EpT 1,BLq “ EpT 1,BL, π̂Lq.

Since we wish to remain to also remain within Σ when approximating T graphically, we
further find a plane πL Ă TpL

Σ such that

|πL ´ π̂L| “ inf
πPTpL

Σ
|π ´ π̂L|.

or equivalently, EpT 1,BL, πLq “ infπPTpL
ΣEpT 1,BL, πq. The planes πL will orient the

cylinders in which we construct the local Lipschitz approximations from [20, Theo-
rem 2.4]. This will be discussed in more detail in Section 6.2.

Fix N0 P N. We now construct our refining procedure using a Whitney decomposition
of r´4, 4sm Ă π0 as follows. We first choose constants β2 “ 4δ2 as in [22, Assump-
tion 1.8], and fix constants Ce and Ch to be determined later with the dependencies
of [22, Assumption 1.9].

Given j ě N0, we set up three subfamilies of cubes W j
e , W

j
h , W j

n Ă W and place
cubes L P C into these families inductively, starting from j “ N0, as follows:

Let L P W
j
e if EpT 1,BLq ą Cem0ℓpLq2´2δ2 ;(EX)

Let L P W
j
h if L R W

j
e and hpT 1,BLq ą Chm

1

2m

0 ℓpLq1`β2 ;(HT)

Let L P W
j
n if L R W

j
e Y W

j
h but L intersects an element of W

j´1.(NN)

Here

m0 :“ maxtcpΣq2,EpT 1,B6
?
mq ď ε22,

and ε2 is a small positive constant to be determined later, with the dependencies of [22,
Assumption 1.9]. If one of these conditions holds for L, then STOP refining. Define

W
j :“ W

j
e Y W

j
h Y W

j
n Ă C

j and W :“
ď

jěN0

W
j .

Otherwise, place L in the family S j Ă C j and apply the above stopping conditions to
the children cubes L1 P C j`1 of L. Furthermore, place all cubes L P C j with j ă N0 in
S :“ Ť

jěN0
S j . In other words, S is characterized by

J P S ðñ J P C and either J has a child L P W or ℓpJq ą 21´N0 .

Continue this refining procedure inductively.
Observe that given any x P r´4, 4sm Ă π0, this refinement procedure either stops on

some L P W containing x, or we can continue refining indefinitely around x. We denote
by Γ the set of points where the latter occurs:

Γ :“ r´4, 4smz
ď

LPW

L “
č

jěN0

ď

LPS j

L.

Notice that for any x P Γ, there exists a sequence of cubes Lj P S j with x P Lj .
Moreover, we make the obvious but important observation that

(15) L P W
j , j ą N0 ùñ the parent cube of L lies in S

j´1.

We recall the following result from [22], which tells us that the above construction indeed
gives a Whitney decomposition.
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Proposition 6.1 (Whitney decomposition, [22], Proposition 1.11). Provided that As-
sumptions 1.8 and 1.9 from [22] hold and ε2 is sufficiently small, we can conclude that
pΓ,W q is a Whitney decomposition of r´4, 4sm Ă π0. More precisely,

Γ Y
ď

LPW

L “ r´4, 4sm and Γ does not intersect any cube L P W ;(w1)

any pair of cubes L, L1 P W have disjoint interiors;(w2)

if L, L1 P W and L X L1 ‰ H, then
1

2
ℓpLq ď ℓpL1q ď 2ℓpLq.(w3)

These conditions further imply that

(16) seppΓ, Lq :“ inf t |x ´ y| : x P L, y P Γ u ě 2ℓpLq for every L P W .

Moreover, for any choice of M0 and N0, there exists C˚ “ C˚pM0, N0q such that when-
ever Ce ě C˚ and Ch ě C˚Ce, we have

(17) W
j “ H for every j ď N0 ` 6,

and

EpT 1,BJq ď Cem0ℓpJq2´2δ2 , hpT 1,BJq ď Chm
1

2m

0 ℓpJq1`β2 for J P S ;(18)

EpT 1,BLq ď Cm0ℓpLq2´2δ2 , hpT 1,BLq ď Cm
1

2m

0 ℓpLq1`β2 for L P W ,(19)

where C “ Cpβ2, δ2,M0, N0, Ce, Chq.
Note that we do not require an upper bound on the separation in terms of the size

of the cube, despite the fact that this additional condition is usually included in the
criteria for a Whitney decomposition. The choices of M0 and N0 will be determined
by Propositions 6.10 and 6.12. When combined with the stopping conditions, observe
that (19) tells us that for any L P W , the excess of T 1 over the ball BL is comparable

to m0ℓpLq2´2δ2 and the height is comparable to m
1

2m

0 ℓpLq1`β2 .
The first two conditions (w1) and (w2) are an automatic consequence of the construc-

tion. The validity of the remaining conditions relies on the observation (15) mentioned
above and a quantitative control [22, Proposition 4.1] on the tilting of the optimal planes
for the excess. We omit the details, and instead refer the reader to [22, Section 4].

6.2. The Center Manifold M. Given any cube L P S Y W , we wish to consider
Almgren’s strong Lipschitz approximation fL from [20, Theorem 2.4] locally for T 1

C32rLppL, πLq. Let us recall this result here (with the proof omitted), for the benefit of
the reader.

Theorem 6.2 (Almgren’s strong approximation, [20], Theorem 2.4). There exist con-
stants C, γ1, ε1 ą 0 (depending on m,n, n̄, Q) with the following property. Assume
that T 1 is area minimizing, satisfies [20, Assumption 2.1] in the cylinder C4rppq and
E “ EpT 1,C4rppq, πq ă ε1 for some m-plane π Ă Rm`n. Then, there is a map
f : π Ą Brppq Ñ AQpπKq with sptpfq Ă Σ and a closed set K Ă Brppq such that

Lippfq ď CEγ1 ,

Gf pK ˆ πKq “ T 1 pK ˆ πKq and |BrppqzK| ď CEγ1pE ` r2A2qrm,
ˇ̌
ˇ̌
ˇ}T

1}pCσrppqq ´ Qωmpσrqm ´ 1

2

ż

Bσrppq
|Df |2

ˇ̌
ˇ̌
ˇ ď CEγ1pE ` r2A2qrm @σ P p0, 1q.

If in addition hpT 1,C4rppq, πq :“ sup
 

|pKpwq ´ pKpzq| : w, z P sptT 1 X C4rppq
(

ď r,
then

(20) oscpfq ď ChpT 1,C4rppq, πq ` CpE 1

2 ` rAqr.
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In addition, let us recall that provided the excess is sufficiently small, there is the
following persistence of Q-points from the current to the strong Lipschitz approximation
f in Theorem 6.2.

Theorem 6.3 (Persistence of Q-points I, [20], Theorem 2.7). For every δ̂, C˚ ą 0, there

is s̄ P
`
0, 1

2

˘
such that, for every s ă s̄, there exists ε̂ps, C˚, δ̂q ą 0 with the following

property. If T 1 is as in Theorem 6.2, E :“ EpT 1,C4rppq, πq ă ε̂, r2A2 ď C˚E and
ΘpT, pw0, z0qq “ Q for some pw0, z0q P pπ ˆ πKq X C r

2
pp, πq, then the approximation f

of Theorem 6.2 satisfies

(21)

ż

Bsrpw0q
Gpf,QJη ˝ fKq2 ď δ̂smrm`2E.

We omit the proof here, but we make the following important observation, that will
be useful at a later stage. Notice that (21) can in fact be improved to the height bound

(22)

ż

Bsrpw0q
Gpf,QJη ˝ fKq2 ď Csm`γrm`2E,

where γ ą 0 is a geometric constant given by [15, Lemma 5.2] and C is independent of
s. This improved estimate is a consequence of the alternative proof in [15, Section 5.3],
which crucially uses the improved height bound [15, Theorem 1.5].

From now on, we refer to such an approximation fL as a πL-approximation. In order
to construct the πL-approximations, the assumptions of Theorem 6.2 must be satisfied.
Namely, we require that EpT 1,C32rLppL, πLqq remains below a given small threshold,
independently of the choice of L.

Let ρλ :“ λ´mρp ¨
λ

q, λ ą 0, denote the L1-invariant rescaling of a smooth bump

function ρ P C8
c pB1p0, πLqq with

ş
ρ “ 1 and

ş
|z|2ρpzq dz “ 0. Define the average of the

sheets η ˝ f of a Q-valued map f “
ř

iJfiK to be η ˝ f :“ 1
Q

ř
i fi. Then we have the

following:

Lemma 6.4 ([22], Lemma 1.15). Let the assumptions of Proposition 6.1 hold, and
assume Ce ě C˚ and Ch ě C˚Ce. For any choice of the other parameters, if ε2
is sufficiently small, then the current T 1 C32rLppL, πLq satisfies the assumptions of
Theorem 6.2 for any L P W Y S .

Moreover, if fL : B8rLppL, πLq Ñ AQpπK
Lq is a πL-approximation, denote by ĥL :

B7rLppL, πLq Ñ πK
L its smoothed average ĥL :“ pη ˝ fLq ˚ ρℓpLq and by h̄L the map

pTpL
ΣpĥLq, which takes values in the plane ̟L :“ TpL

Σ X πK
L . If we let hL be the

map z ÞÑ hLpzq :“ ph̄Lpzq,ΨpL
px, h̄Lpzqqq P ̟L ˆ TpL

ΣK, then there is a smooth map
gL : B4rLppL, π0q Ñ πK

0 such that GgL “ GhL
C4rLppL, π0q.

We refer to the maps hL and gL as tilted L-interpolating functions and L-interpolating
functions, respectively. Thus, the πL-approximations are indeed well-defined for all
cubes L P W Y S , provided that we choose ε2 sufficiently small (dependent on ε1).

We omit the proof of Lemma 6.4; see [22] for this. Roughly speaking, the latter part
of this Lemma tells us that for each cube L P W YS , we can take the πL-approximation
fL and average the sheets, smooth out and correct the image to lie within Σ, to give a
smooth map that can be reparameterized over the original reference plane π0. This is
possible due to the control [22, Proposition 4.1] over the tilting of the optimal planes;
we refer the reader to [22, Lemma B.1, Proposition 4.2] for the details.

We are now ready to patch together these L-interpolating functions over Pj :“
S j Y

Ťj
i“N0

W i for each fixed level j in our partition of r´4, 4sm Ă π0. More precisely,

let ϑ P C8
c

`“
´ 17

16
, 17
16

‰˘
and given any L P Pj , define ϑL :“ ϑp ¨´xL

ℓpLq q. Then take the
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corresponding partition of unity function

ϑ̂L,j :“
ϑLř

LPPj ϑL

.

This is well-defined and indeed forms a partition of unity over L P Pj, because of the
nature of the cubes L. Now consider

ϕ̂j :“
ÿ

LPPj

ϑ̂L,jgL on p´4, 4qm Ă π0.

We have almost finished constructing the center manifold; it remains to once again
correct these interpolations ϕ̂j to ensure that the images remain within Σ. To be more
precise, we let ϕ̄j be the function constructed from the n̄ components of ϕ̂j that live
within T0Σ X πK

0 and we define the glued interpolation

ϕjpyq :“ pϕ̄jpyq,Ψ0py, ϕ̄jpyqqq, y P p´4, 4qm Ă π0.

This iterative construction over j P N enables us to get compactness in the C3-topology;
leading to the existence of the center manifold. This is summarized as follows:

Proposition 6.5 (Existence of the center manifold, [22], Theorem 1.17). Assume that

the hypotheses of Lemma 6.4 hold and let κ :“ mint ε0
2
, β2

4
u. Provided that ε2 is suffi-

ciently small, for any choice of the other parameters we have

(i) }Dϕj}C2,κ ď Cm
1

2

0 and }ϕj}C0 ď Cm
1

2m

0 for C “ Cpβ2, δ2,M0, N0, Ce, Chqq;
(ii) if L P W i and H is a cube concentric to L with ℓpHq “ 9

8
ℓpLq, then ϕj ” ϕk on

H for any j, k ě i ` 2;

(iii) ϕj
C3

ÝÑ ϕ, and M :“ Grpϕ|p´4,4qmq is a C3,κ-submanifold of Σ.

See [22, Section 4.4] for a proof of this. The general idea is that the operations
of smoothing out and averaging the sheets preserve the ‘almost harmonicity’ of the
graphical approximations for T 1, resulting in uniform elliptic estimates over j P N for
single-valued maps over π0. Note that the optimal regularity of the center manifold is
governed by the regularity of Σ. We only require C3,κ-regularity in order to get the nec-
essary variational estimates for the M-normal approximations appearing in Section 6.3;
this was noticed by De Lellis & Spadaro in their simplified proof of Almgren’s dimension
estimate (1). In conclusion, we may define:

Definition 6.6 (center manifold). We call M the center manifold for T 1 relative to π0.
Letting Φpyq :“ py,ϕpyqq, we define the contact set to be ΦpΓq, where the pair pΓ,W q
is the Whitney decomposition associated to M.

Intuitively, the contact set is the part of M constructed above the places in r´4, 4sm
where we are able to refine indefinitely as a result of both excess and the height remaining
sufficiently small at every scale. On the contact set, we expect that

T 1 ΦpΓq ” QJMK ΦpΓq.
Given L P W , let H be the cube concentric to L with ℓpHq “ 17

16
ℓpLq, and define

L “ LpLq :“ Φ pH X r´7{2, 7{2smq
to be the Whitney region of L on M.

6.3. The M-Normal Approximations. Now that we have constructed our center
manifold M, we need to better approximate T 1 in those regions where M is not a
sufficiently good approximation for T 1; namely, away from the contact set. We do this
by building an approximating graph for T 1 over the normal bundle of the center manifold.
This is what we will refer to as an M-normal approximation. Before we state the precise
definition, we need to introduce the notion of an orthogonal projection map to M:
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Assumption 6.7. Let U be the 1-tubular neighbourhood of M, namely

U :“
 
z P R

m`n : D! w “: ppzq P M with |z ´ w| ă 1 and z ´ w P pTwMqK (
.

Then, for any choice of the other parameters, we choose ε2 to be small enough such

that p : U Ñ M extends to a C2,κ map on U and p´1pwq “ w ` pB1p0, pTwMqKqq for
every w P M. For each w P M, pKpw, ¨q : Rm`n Ñ Rm`n will denote the orthogonal
projection onto pTxMqK.

Definition 6.8. An M-normal approximation of T 1 is a pair pK, F q such that F : M Ñ
AQpUq is Lipschitz and has the form

F pzq “
Qÿ

i“1

Jz ` NipzqK, Nipzq P pTzMqK and z ` Nipzq P Σ for every z and i,

and K Ă M is closed, contains Φ
´
Γ X

”
´ 7

2
, 7
2

ım¯
and TF p´1pKq “ T p´1pKq.

We will often abuse notation by referring to the normal part of F

N “
ÿ

i

JNiK : M Ñ AQpRm`nq

as the M-normal approximation.
We want to see that it is possible to construct an M-normal approximation for T 1

in a way that the approximation still behaves well outside of the contact set. We want
to have local estimates on our M-normal approximations on each Whitney region L in
terms of the size of the corresponding cube L. Indeed this can be done by again using
the properties of the πL-approximations fL from Theorem 6.2. We recall the estimates
here, for the benefit of the reader:

Theorem 6.9 (M-normal approximation). Let γ2 :“ γ1

4
, where γ1 is as in Theorem 6.2.

Then, under the hypotheses of [22, Theorem 1.17], for ε2 sufficiently small there exists an
M-normal approximation pK, F q such that the following estimates hold on every Whit-
ney region L associated to a cube L P W , with constants C “ Cpβ2, δ2,M0, N0, Ce, Chq:

LippN |Lq ď Cm
γ2

0 ℓpLqγ2 , }N |L}C0 ď Cm
1

2m

0 ℓpLq1`β2 ,(23)

|LzK| ` }TF ´ T 1}pp´1pLqq ď Cm
1`γ2

0 ℓpLqm`2`γ2 ,(24)
ż

L

|DN |2 ď Cm0ℓpLqm`2´2δ2 .(25)

Moreover, given any a ą 0 and any Borel subset V Ă L, we have

(26)

ż

V

|η ˝ N | ď Cm0

`
ℓpLqm`3` β

3 ` aℓpLq2` γ2
2 |V |

˘
` C

a

ż

V

G
`
N,QJη ˝ NK

˘2`γ2

.

For this M-normal approximation, the set K consists of those points in M above
which (with respect to p) T is graphical.

The main idea behind the proof of this theorem is to show that T can be approximated
by a Lipschitz map that comes from the graphical approximation in Theorem 6.2, but is
reparameterized over M. This is again first done locally, over the Whitney regions L of
the cubes L; see [16, Theorem 5.1]. One can easily check the compatibility of these local
graphical approximations over the region K where they agree with T 1. To construct F
away from K, we follow these steps:

Step 1. First extend F to a Lipschitz map (with little increase in the Lipschitz constant)
F̄ taking values in AQpUq, using [18, Theorem 1.7];
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Step 2. then modify F̄ to take the form F̂ pzq “ ř
iJz ` N̂ipzqK with N̂ipzq P pTzMqK

for each z, by replacing N̄pzq with the projection

N̂pzq “
ÿ

i

JpKpz, N̄ipzqqK

to the normal bundle;

Step 3. finally, let ̟z :“ TzΣ X pTzMqK and replace each component N̂ipzq with

p̟z
pN̂ipzqq to reach the desired extension F pzq “ ř

iJz ` NipzqK with Nipzq P
pTzMqK and z ` Nipzq P Σ for each z.

When combined with the verification of numerous technical details, this scheme indeed
gives the result of Theorem 6.9; see [22, Section 6.2] for a full proof.

6.4. Properties of Center Manifolds. Let us now recall some important properties
of center manifolds from [22] that will be useful in the succeeding sections. We omit the
proofs here.

We begin with the following splitting before tilting phenomenon, which tells us that
whenever we stop our refining procedure on a cube L P We, the lower excess bound
passes through to the M-normal approximation N and is comparable to the Dirichlet
energy of N .

Proposition 6.10 (Splitting before tilting, [22], Proposition 3.4). There are functions
C1 “ C1pδ2q, C2 “ C2pM0, δ2q such that if M0 ě C1, Ce ě C2, if the hypotheses of
Theorem 6.9 hold and if ε2 is chosen sufficiently small, then the following holds.

Suppose that for some center manifold M with corresponding rescaled current T 1, we
find a cube L P We, q P π0 with distpL, qq ď 4

?
mℓpLq and Ω :“ ΦpBℓpLq{4pq, π0qq. Then

Cem0ℓpLqm`2´2δ2 ď ℓpLqmEpT 1,BLq ď C

ż

Ω

|DN |2,
ż

L

|DN |2 ď CℓpLqmEpT 1,BLq ď C3ℓpLq´2

ż

Ω

|N |2.

Here, the constants C and C3 are dependent on β2, δ2,M0, N0, Ce, Ch.

We will further require the following persistence of Q-points result from a current T 1

to the M-normal approximation when we stop refining due to large excess.

Proposition 6.11 (Persistence of Q-points II). Assume the hypotheses of Proposi-
tion 6.10 hold. For every η2 ą 0, there are constants s̄, ℓ̄ ą 0, depending upon η2, β2,
δ2, M0, N0, Ce and Ch, such that, if ε2 is sufficiently small, then the following holds.
If L P We, ℓpLq ď ℓ̄, ΘpT 1, pq “ Q and distppπ0

ppq, Lq ď 4
?
mℓpLq, then

ps̄ℓpLqq´m

ż

Bs̄ℓpLqppppqq
G pN,QJη ˝ NKq2 ď η2

ℓpLqm´2

ż

BℓpLqppppqq
|DN |2.

Another vital consequence of the center manifold construction is the following result.
It tells us that if we are able to immediately restart a new center manifold after stop-
ping the previous one (because the excess has remained sufficiently small), then we can
compare the two center manifolds.

Proposition 6.12 (Comparison of center manifolds, [22], Proposition 3.7). There is
a geometric constant C0 and a constant c̄s “ c̄spβ2, δ2,M0, N0, Ce, Chq ą 0 with the
following property.

Assume the hypotheses of Proposition 6.10, N0 ě C0 and ε2 is sufficiently small. If
for some r̄ P p0, 1q,
(a) ℓpLq ď csρ for every ρ ą r̄ and every L P W with L X Bρp0, π0q ‰ H;
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(b) EpT 1,B6
?
mρq ă ε2 for every ρ ą r̄;

(c) there is a cube L P W with ℓpLq ě csr̄ and L X Br̄p0, π0q ‰ H,

then

(i) the current T 2 :“ pT 1q0,r̄ B6
?
m and the submanifold Σ2 :“ ι0,r̄pΣ1qXB7

?
m satisfy

all of the necessary assumptions for Proposition 6.1 for some new plane π̃0 in place
of π0;

(ii) for the center manifold ĂM of T 2 relative to π̃0 and the ĂM-normal approximation
rN , we have

(27)

ż

ĂMXB2

| rN |2 ě c̄s maxtEpT 2,B6
?
mq, cpΣ2q2u.

Let us also recall the height bound [22, Theorem A.1], which tells us that for T 1

satisfying all of the previous assumptions, as long as E :“ EpT 1,Crpw, πqq ă ε2 for
ε2 sufficiently small and some m-plane π, one can decompose T 1 into k ě 1 pairwise

disjoint horizontal ‘strips’ parallel to π over Brpw, πq, each one of height rC0E
1

2m .
Furthermore, if ΘpT 1, wq ě Q then we necessarily have k “ 1, and so this realizes as

the following height bound for T 1:

hpT 1,Crpw, πqq ď CE
1

2m r1`β2 for any r ą 0 sufficiently small.

In fact, the improved height bound [15, Theorem 1.5] tells us that around any point
w P sptT 1 with ΘpT 1, wq ě Q, there is the sharp height bound

(28) hpT 1,Crpw, πqq ď CE
1

2 r ` CAr2 for any r ą 0 sufficiently small.

Since this result uses the Hardt-Simon inequality, note that the improved height bound
only holds around points of density Q (or higher). This allows us to improve the height
bound in Theorem 6.9 to the following:

Lemma 6.13. Suppose that T 1 satisfies all of the prior assumptions with ε2 sufficiently
small. Then for any choice of center manifold M with corresponding rescaled current
T 1, M-normal approximation N and any interval of flattening ps, ts around center ppwq
with ΘpT 1, wq ě Q, we have

(29)

ż

L

|N |2 ď CℓpLqm`4´2δ2m0,

for any L P W .

This Lemma will be used in the final contradiction argument within the proof of the
lower frequency bound of Theorem 7.8.

Proof. The proof relies on passing the improved height bound (28) for the current T 1

through to the graphical approximations.
By virtue of a scaled version of the estimate [15, Lemma 1.8] that gives the improved

height bound (28), for L P W Y S we have

hpT 1,C32rLppL, πLqq ď CrLEpT 1,C32rLppL, πLqq 1

2 ` Cr2LA ď Cm
1

2

0 r
2´δ2
L ,

as long as we choose ε3 sufficiently small. Via the oscillation bound (20) in Theorem 6.2
for the graphical approximations fL, this in turn gives

oscpfLq ď Cm
1

2

0 r
2´δ2
L on B8rLpxL, πLq.

We may now substitute this improved bound into the computations for the estimates on
the M-normal approximations in [22, Section 6] to conclude the desired improvement
on the existing C0 and L2 estimates on the M-normal approximations in Theorem 6.9.
We omit the details. �
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6.5. Intervals of Flattening. We are now ready to take a sequence of center manifolds
and corresponding M-normal approximations along our blow-up sequence of currents
Txk,rk . We begin by introducing intervals of flattening around the blow-up centers xk.
These will contain the scales rk, but will be chosen to detect the scales at which we need
to replace an existing graphical approximation with a new, improved one.

Given any fixed k P N, and ε3 P p0, ε2q, set
Rk :“

 
r P p0, 1s : EpT,B6

?
mrpxkqq ď ε23

(
.

Notice that Rk is closed under left-hand limits. Now construct a family Fk “ tIpkq
j uj of

intervals I
pkq
j “

`
s

pkq
j , t

pkq
j

‰
inductively as follows. Let t

pkq
0 be the largest element of Rk.

Given t
pkq
j , define

Tk,j :“ T
xk,t

pkq
j

B6
?
m, Σk,j :“ ι

xk,t
pkq
j

pΣq X B7
?
m.

Let πk,j be the m-plane satisfying

EpTk,j ,B6
?
m, πk,jq “ EpTk,j ,B6

?
mq

for each k, j. Namely, πk,j is the plane π0 for the rescaled current T 1 “ Tk,j .
Let Mk,j be the center manifold from Section 6.2 for T 1 “ Tk,j and Σ “ Σk,j with

respect to the m-plane πk,j . Let N pk,jq be the corresponding Mk,j-normal approxima-
tion.

We denote by ϕk,j : πk,j Ą r´4, 4sm Ñ πK
k,j the map from Proposition 6.5, whose

graph is Mk,j , meanwhile Φk,jpzq :“ px,ϕk,jpzqq is the corresponding parameterization
of Mk,j over πk,j . We use the usual notation pπk,j

for the orthogonal projection to
the plane πk,j , meanwhile pk,j (or simply p when there is no ambiguity) will be the
projection map from Assumption 6.7 to Mk,j . We will use the notation B for the
geodesic balls on our center manifolds.

Consider the Whitney decomposition W pk,jq of bad cubes from Proposition 6.1 for
Tk,j and define

s
pkq
j

:“ t
pkq
j max

´!
c´1
s ℓpLq : L P W

pk,jq and c´1
s ℓpLq ě distp0, Lq

)
Y t0u

¯
,

where cs :“ 1
64

?
m
.

Thus, for the center manifold Mk,j , we call pspkq
j , t

pkq
j s the (centered) interval of

flattening around xk.

If s
pkq
j “ 0, then stop refining. Otherwise, let t

pkq
j`1 be largest element of Rk X

`
0, s

pkq
j

‰
,

and continue as above. By construction, our stopping conditions are characterized as
follows:

If s
pkq
j ą 0 and r̄

pkq
j :“

s
pkq
j

t
pkq
j

, then there is a cube L P W
pk,jq with(Stop)

ℓpLq “ csr̄
pkq
j and L X B

r̄
pkq
j

p0, πk,jq ‰ H.

If ρ ą r̄
pkq
j “

s
pkq
j

t
pkq
j

, then(Go)

ℓpLq ă csρ for every L P W
pk,jq with L X Bρp0, πk,jq ‰ H.

Moreover, letting

m
pk,jq
0 :“ maxtcpΣk,jq2,EpTk,j ,B6

?
mqu,

we recall the following additional vital properties of the intervals of flattening.



22 A. SKOROBOGATOVA

Proposition 6.14 ([21], Proposition 2.2). Assuming ε3 ą 0 is sufficiently small, the
following holds for any centered interval of flattening on any center manifold Mk,j:

(i) s
pkq
j ă t

pkq
j

25
and each family Fk is either countable with t

pkq
j Ó 0 as j Ñ 8, or finite

with s
pkq
j “ 0 for the largest j;

(ii)
Ť

j I
pkq
j “ Rk, and for each k sufficiently large, we can find an interval

`
s

pkq
jpkq, t

pkq
jpkq

‰

around xk for which

rk P
´spkq

j

t
pkq
j

, 1
ı
;

(iii) if r P
` s

pkq
j

t
pkq
j

, 3
˘
and J P W

pk,jq
n intersects B :“ pπk,j

`
BrpΦk,jp0qq

˘
, then J is in the

domain of influence W
pk,jq
n pHq (see [22, Definition 3.3]) of a cube H P W

pk,jq
e , with

ℓpHq ď 3csr, maxtdistpH,Bq, distpH, Jqu ď 3
?
mℓpHq ď 3r

16
;

(iv) EpTk,j;Brq ď C0ε
2
3r

2´2δ2 for every r P
` s

pkq
j

t
pkq
j

, 3
˘
;

(v) sup
!
distpx,Mk,jq : x P sptTk,j X p´1

k,j

`
BrpΦk,jp0qq

˘ )
ď C0rmpk,jq

0 s 1

2m r1`β2 for

every r P
` s

pkq
j

t
pkq
j

, 3
˘
.

In particular, (i) tells us that I
pkq
j ‰ H for each k, j. We will need analogous stopping

criteria for scales around other points w ‰ xk. In particular, we will be interested
in considering the points w “ yk, when we show persistence of Q-points. We hence
introduce the following definition:

Definition 6.15 (Non-centered intervals of flattening). Let M be a center manifold
with a given centered interval of flattening ps, ts and corresponding rescaled current T 1.
Let w P sptT 1 X

`
B6

?
mzt0u

˘
. Then, let t̃ “ t̃pwq be the largest element of

 
r P

`
0, distpw, BBtq

‰
: EpT 1,B6

?
mrpwqq ď ε23

(
,

and let

s̃ “ s̃pwq :“ t̃max
´  

c´1
s ℓpLq : L P W and c´1

s ℓpLq ě distpppwq, Lq
(

Y t0u
¯
,

we call ps̃, t̃s the (non-centered) interval of flattening around w (corresponding to ps, ts).
Observe that conditions (Stop) and (Go) still hold for any such non-centered interval

of flattening, only for balls centered at pπk,j
pwq. Moreover, the appropriate analogues

of the conclusions of Proposition 6.14 hold, but we will not use this so we do not discuss
this in detail here.

In many of the following arguments, we will be taking diagonal sequences of center
manifolds and intervals of flattening around varying centers. Thus, it will be beneficial
to simplify notation as follows.

Whenever we have a diagonal sequence of blow-ups Tk,jpkq for T , Mk,jpkq is a diag-
onal sequence of center manifolds with corresponding Mk,jpkq-normal approximations

N pk,jpkqq, centered flattening intervals pspkq
jpkq, t

pkq
jpkqs and rescaled currents Tk,jpkq, we will

use the notation

Tk :“ Tk,jpkq, Mk :“ Mk,jpkq, N pkq :“ N pk,jpkqq, Σk :“ Σk,jpkq,

for the blow-ups of T and the associated center manifolds, normal approximations and
rescaled ambient manifolds. We will use the notation

sk :“ s
pkq
jpkq, tk :“ t

pkq
jpkq,
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for the endpoints of the interval of flattening corresponding to Mk, and we let

m
pkq
0 :“ m

pk,jpkqq
0 , Φk :“ Φk,jpkq, ϕk :“ ϕk,jpkq, pk :“ pk,jpkq.

We will also use the notation

πk :“ πk,jpkq, W
pkq :“ W

pk,jpkqq, S
pkq :“ S

pk,jpkqq,

when discussing the Whitney decompositions for Mk. We are now in a position to
introduce the frequency function and investigate its properties around Q-points of T .

7. The Frequency Function

As previously mentioned, this section is dedicated to uniformly bounding the fre-
quency function for our Mk,j-normal approximations N pk,jq. Morally, we expect the

frequency function to capture the ‘dominant frequency of oscillation’ for each map N pk,jq

at a prescribed scale around pk,jpxkq.
Before continuing, let us recall the ultimate goal. We would like to take a sequence

of center manifolds Mk approximating our current T at scales rk around xk. We wish
to show that the corresponding Mk-normal approximations N pkq (after normalizing
appropriately) converge to the graph of a non-trivial Dir-minimizer u in a sufficiently
strong sense to ensure persistence of Q-points. This will in turn enable us to conclude
the alternative (b) in Theorem 3.3. In order to conclude that the limit u is non-trivial
and that singularities persist, we will need to establish both upper and lower uniform
bounds on the frequency function.

We begin by introducing the frequency for Dir-minimizers on an open subset of Rm;
this, along with its key properties, will play an important role in the proof of Theorem 7.8
and the concluding persistence of Q-points argument in Section 9.

Let Ω Ă Rm be an open subset, and let u : Ω Ñ AQ. For r P p0, distpy, BΩqq, we
define

(30) Dy,uprq :“
ż

Brpyq
|Du|2, Hy,uprq :“

ż

BBrpyq
|u|2, Iy,uprq :“ rDy,uprq

Hy,uprq .

Note that these quantities are well-defined for Dir-minimizers; see [18, Remark 3.14].
Moreover, the frequency Iy,u is monotone non-decreasing, so the limit

I0 :“ lim
rÓ0

Iy,uprq

is well-defined. We refer the reader to [18, Section 3.4] for further details on the frequency
function for Dir-minimizers and its properties.

A particularly important property of Dir-minimizers is the way their L2-height scales
on balls centered around Q-points:

Proposition 7.1. Suppose that Ω Ă R
m open and that u P W1,2pΩ;AQq is Dir-

minimizing. If for some y P Ω, upyq “ QJ0K and I0 :“ limrÓ0 Iy,uprq denotes the
frequency of u at y, then I0 ą 0 and for every ρ ă r ă distpy, BΩq, we have

(31)

ż

Bρpyq
|u|2 ď

´ρ
r

¯m`2I0
ż

Brpyq
|u|2.

Conversely, if for some y P Ω and some c ą 0 one of the following alternatives holds:

(a) ż

Bρpyq
|u|2 ď Cρm`2c for every ρ ă distpy, BΩq sufficiently small;

(b) I0 ě c,

then upyq “ QJ0K.
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Remark 7.2. In fact, the alternatives (a) and (b) are equivalent; this can easily be
checked via a contradiction argument.

The proof of this can be inferred from [18, Corollary 3.18], but we repeat it at the
end of this section for convenience.

Definition 7.3 (Almgren’s frequency function). Let M be a center manifold with
corresponding M-normal approximation N and rescaled current T 1, let w P sptT 1, and
let ps, ts be an interval of flattening around w.

Let r P
´

s
t
, R

ı
be an arbitrary scale. Then for a Lipschitz cutoff φ : r0,8q Ñ r0, 1s

that is identically 1 on r0, 1
2

s, and vanishes on r1,8q.we define

Dppwq,Nprq :“
ż

M

φ

ˆ
dpp ´ ppwqq

r

˙
|DN |2ppq dp,

Hppwq,Nprq :“ ´
ż

M

φ1
ˆ
dpp ´ ppwqq

r

˙ |N |2ppq
dpp ´ ppwqq dp,

Ippwq,Nprq :“
rDppwq,N prq
Hppwq,Nprq ,

where dpqq denotes the geodesic distance between q and Φp0q on M. Let

Ωppwq,N “ maxtlog Ippwq,N , log c0u,
for c0 to be determined later. Observe that the above functions are regularized versions
of the analogous functions defined for Q-valued harmonic maps (see (30)), and so it is
easy to check that they are absolutely continuous.

When it is clear from context, we will omit N and/or w from the notation for the
above quantities. Moreover, whenever we take center manifolds Mk,j at varying scales

rspkq
j , t

pkq
j s with varying centers xk, we will let

Dk,j :“ Dpk,jpxkq,Npk,jq , Hk,j :“ Hpk,jpxkq,Npk,jq , Ik,jprq :“ rDk,jprq
Hk,jprq .

For diagonal blow-up sequences as discussed in Section 6.5 with varying centers pkpwkq :“
pk,jpkqpwkq (where wk are not necessarily xk) we will let

(32) Dk :“ Dpkpwkq,Npk,jpkqq , Hk :“ Hpkpwkq,Npk,jpkqq , Ikprq :“ rDkprq
Hkprq .

We use the analogous notation for Ω also, when necessary.

Before we continue, we henceforth fix the following useful notation. Given an arbitrary
center manifold M “ Mk,j with a corresponding rescaled current T 1 “ T

xk,t
pkq
j

and a

point w P sptT 1, we define

(33) R “ Rpwq :“ distpppwq, BB3pxkqq.
This regularized frequency function exhibits a convenient almost monotonicity property,
which can be compared with the monotonicity [18, Theorem 3.15] of the frequency for
Dir-minimizers:

Theorem 7.4. There exists a bounded function f : r0,8q Ñ R with limrÓ0 fprq “ 0
such that the following holds.

Suppose that we have a center manifold M “ Mk,j with a corresponding rescaled

current T 1 “ T
xk,t

pkq
j

, M-normal approximation N “ N pk,jq and an interval of flattening

ps, ts around any center ppwq. Then

Ωppwq,Npaq ď Ωppwq,Npbq ` fpbq for every ra, bs Ă
”s
t
, R

ı
.
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Remark 7.5. Note that the function f is independent of the choice of center manifold,
choice of point around which we take the interval, and the interval itself. Moreover,
observe that this almost-monotonicity estimate tells us that

(34) Ippwq,Npaq ď efpbq maxtc0, Ippwq,Npbqu.
The proof of this theorem is the same as that of [21, Theorem 3.2], with merely

a sharper final estimate. Nevertheless, we reproduce the argument at the end of this
section. The proof is based on calculating variation estimates; the main idea is to
compare the frequency with that of homogeneous maps which share boundary values as
N pk,jq, since the frequency of homogeneous maps is constant and equal to their degree
of homogeneity. This is analogous to the proof of the monotonicity of the mass ratios for
a current T (around a fixed center p with ΘpT, pq “ Q), which comes from comparing
T with m-dimensional cones T BBrppqXXQJpK, which have constant mass ratios.

The almost-monotonicity of the frequency will be crucial for establishing uniform
bounds on the frequency function.

As explained above, we would firstly like to show uniform upper bounds on the
frequencies Ik,j , independently of the center:

Theorem 7.6. There exists J P N such that the following holds. For the center man-
ifolds Mk,j with corresponding normal approximations N pk,jq, rescaled current Tk,j “
T
xk,t

pkq
j

and centered flattening intervals
`
s

pkq
j , t

pkq
j

‰
around xk, we have

(35) sup
k,j

sup

rP
`

s
pkq
j

t
pkq
j

, 3

2J´1

‰
Ik,jprq ă `8,

and

(36) sup
k,j

sup
rPp 3

2J´1
,3s

min

#
Ik,jprq,

r2
ş
Br

|DN pk,jq|2
ş
Br

|N pk,jq|2

+
ă `8.

In particular, given any point wk P sptTk,j X B1 for each center manifold Mk,j and

corresponding non-centered interval of flattening
“
s̃

pkq
j , t̃

pkq
j

˘
around wk, we also have

sup
k,j

sup

rP
`

s̄
pkq
j

t̄
pkq
j

,δk,j

‰
Ik,jprq ă 8

and

sup
k,j

sup
rPpδk,j ,Rk,js

min

#
Ik,jprq,

r2
ş
Br

|DN pk,jq|2ş
Br

|N pk,jq|2

+
ă `8,

where

δk,j :“ dist
´
pk,jpwkq, BB 3

2J´1

ppk,jpxkqq
¯
,

and Rk,j is as in (33) for pk,jpwkq.
For the version of this result for a sequence of center manifolds with a fixed center,

see [21, Theorem 5.1].
Theorem 7.6 will allow us to disregard the possibility that as we blow up, the mass of

T accumulates around BB
Rk,jt

pkq
j

pwkq, creating a locally trivial blow-up limit. Indeed,

this kind of phenomenon could only occur if the frequency were unbounded at the scales

t
pkq
j , due to ‘infinite order of collapsing’ at these scales.

Note that for the larger scales r P
`

3
2J´1 , 3

‰
around xk on our center manifolds, we

are satisfied with a cruder estimate of the form (36). This is because it suffices to have
a uniform frequency bound up to some uniform scale independent of k and j, which in
itself gives us the desired conclusion.



26 A. SKOROBOGATOVA

We will be using this upper frequency bound in the form of the following reverse
Sobolev inequality (see [21, Corollary 5.3]), which will be a key tool for our concluding
argument.

Corollary 7.7. There exists a constant C “ CpT q such that the following holds.
Suppose that M “ Mk,j is any center manifold with corresponding rescaled current

T 1 “ Tk,j and M-normal approximation N “ N pk,jq. Then for any point w P sptT 1

with ΘpT 1, wq ě Q and any interval of flattening rs, tq around ppwq, for every r P
`
s
t
, 1
‰
,

there is s̄ P
`
R
2
r, Rr

‰
such that

ż

Bs̄pppwqq
|DN |2 ď C

r2

ż

Bs̄pppwqq
|N |2,

In the case where w “ xk for the center manifold Mk,j , the proof is in fact exactly
the same as that for a fixed center in [21, Corollary 5.3]. This is because we recenter our
planes πk,j in such a way that pk,jpxkq “ 0. For non-centered intervals of flattening, the
argument is still analogous, since we are once again making use of the upper frequency
bound of Theorem 7.6, which is independent of the center. We omit the proof, since it
is merely a simple application of the coarea formula, Fubini’s Theorem and some basic
calculus.

We also have the following uniform lower frequency bound for all scales sufficiently
close to where we stop the center manifolds. This is to be expected, since at the stopping
scales, we inherit the behaviour of T around the Q-point. Namely, there is a height
bound on N coming from concentration of mass of T around the Q-point, which should
be inconsistent with the splitting that arises if we did not have a uniform lower frequency
bound.

Theorem 7.8. It is possible to choose c0 appropriately to ensure that the following
holds.

One has the following lower bound on the frequency for any center manifold M with
corresponding M-normal approximation N , rescaled current T 1, and any point w P sptT 1

with ΘpT 1, wq ě Q that is the center of the interval of flattening ps, ts:

Ωppwq,N
´r
t

¯
ą logpc0q,

for every r
t

ą 0 sufficiently small in
`
s
t
, R

‰
.

Remark 7.9. Note that w needn’t be the center of the center manifold construction.
This will be important, since we will later choose w to be pk,jpkqpykq in order to show
that the Q-points persist in the blow-up limit.

Remark 7.10. Observe that the claim of Theorem 3.3 is stronger than the blow-up
argument used in [21] and [14] to show the inheritence of singularities of the limiting
map. There, for a fixed blow-up center x, the contradiction relies on a delicate capacitary
argument. More precisely, after obtaining a non-trivial limiting Dir-minimizer u as
above, the authors there conclude that Hausdorff limit K8 of the sets SingQpTkq for
Tk :“ Tx,rk B6

?
m satisfies

Hm´2`α
`
K8ztpoints sufficiently close to SingQuu

˘
ě η.

This may then be passed through to Tk via upper semi-continuity:

(37) Hm´2`α
8

`
SingQpTkqztpoints close to SingQuu

˘
ě η.

However, for any point p P SingQpTkq, there exists ρ “ ρppq arbitrarily small and
xp P Mk near p such that:

cpp, αq}N pkq}L2pB1pxpqqρ
m´2`α ď

ż

Bρpxpq
|DN pkq|2.
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In other words, there is a quantitative control on the frequency from below, coming from
the persistence of singularities from Tk to N pkq. One can now use this estimate to apply
a covering argument to SingQpTkq, contradicting (37).

Unfortunately, such an argument is insufficient in our case, since we require a dimen-
sion estimate for all of K8, rather than just those points that are far from SingQu. The
easiest way to demonstrate the desired dimension estimate for K8 is hence by showing
the set containment claimed in Theorem 3.3, for which the lower frequency bound of
Theorem 7.8 is crucial. It will allow us to get an improvement on previous persistence
of singularities arguments.

Before we proceed to prove the above results, let us show the following local estimate
for the Dirichlet energy of the M-normal approxiamtions at scales within the flattening
intervals, which will come in useful later.

Proposition 7.11. Suppose that ε3 is sufficiently small. Then for any choice of center
manifold M with corresponding rescaled current T 1, M-normal approximation N and
any interval of flattening ps, ts around w P sptT 1, the following estimate holds for every

r P
´

s
t
, R

ı
:

Dppwqprq ď
ż

Brpppwqq
|DN |2 ď Cm0r

m`2´2δ2 ,

where C “ Cpβ2, δ2,M0, N0, Ce, Chq is independent of the choice of center manifold,
flattening interval, and center ppwq.

Proof. We use the same notation as in Section 6. Choose ε3 sufficiently small such that
for each r P

`
s
t
, R

‰
, the geodesic ball Brpppwqqq is contained in ΦpB R

2
rppπ0

pwqqq. Fix a

radius r in this range. The first inequality is trivial due to the nature of the map φ. We
can cover B R

2
rppπ0

pwqq by Γ and the concentric cubes 17
16
L of some subcollection F of

cubes L P W . Note that since B R
2
rppπ0

pwqqzΓ is relatively compact in r´4, 4sm, this

subcollection must be finite (and its cardinality can be controlled independently of r).
Now by construction, N ” 0 on Γ X B R

2
rppπ0

pwqq. Moreover, for each L P W with

L X B R
2
rppπ0

pwqq ‰ H, the condition (Go) tells us that ℓpLq ă R
2
csr. Hence, by the

estimates on the M-normal approximation established in Theorem 6.9, we deduce that
ż

ΦpBRr{2ppπ0
pwqqq

|DN |2 ď
ÿ

LPF

ż

L

|DN |2 ď c
ÿ

LPF

m0ℓpLqm`2´2δ2 ď cm0r
m`2´2δ2 .

The result follows. �

We now prove the characterization of Q-points in Proposition 7.1.

Proof of Proposition 7.1. We will henceforth omit the dependency of the quantities
in (30) on u and y, for simplicity. Moreover, we will assume without loss of gener-
ality that y “ 0. We begin by showing that as long as Hprq ą 0,

(38)
d

dτ

ˇ̌
ˇ̌
τ“r

log

ˆ
Hpτq
τm´1

˙
“ 2Iprq

r
.

Firstly, note that H P W1,1 since u P W1,2. Moreover, the distributional derivative of
|u|2 coincides with its approximate differential, so the chain rule [18, Proposition 2.8]
applies and thus one can compute H 1. These facts justify the elementary computation
(at almost-every τ ą 0) that

d

dτ
log

ˆ
Hpτq
τm´1

˙
“ H 1pτq

Hpτq ´ m ´ 1

τ
,
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with

H 1pτq “ d

dτ

ż

Bτ zBτ{2

|upzq|2
|z| dz

“ d

dτ

ż

B1zB1{2

τm´1 |upτzq|2
|z| dz

“ 2τm´1

ż 1

1

2

s´1

ż

BBs

Qÿ

i“1

xuipτzq,∇zuipτzqy dHm´1pzq ds ` pm ´ 1q
τ

Hpτq

“ 2τm
ż 1

1

2

ż

BBs

Qÿ

i“1

xuipτzq, Bνuipτzqy dHm´1pzq ds ` pm ´ 1q
τ

Hpτq

“ 2

ż

Bτ zBτ{2

Qÿ

i“1

xui, Bνuiy ` pm ´ 1q
τ

Hpτq

“ 2Dpτq ` m ´ 1

τ
Hpτq.

From this differential identity, we infer that

d

dτ
log

ˆ
Hpτq
τm´1

˙
“ 2

Ipτq
τ

.

By continuity, (38) follows when we evaluate τ at some r ą 0.
Integrating (38) from ρ to r and using the fact that I is monotone increasing, we have

(39) log

ˆ
Hprq
rm´1

˙
´ log

ˆ
Hpρq
ρm´1

˙
“ 2

ż r

ρ

Ipτq
τ

dτ ě 2I0 log

ˆ
r

ρ

˙
,

or equivalently,

1

ρm´1`2I0

ż

BρzBρ{2

|upzq|2
|z| dz “ Hpρq

ρm´1`2I0

ď Hprq
rm´1`2I0

“ 1

rm´1`2I0

ż

BrzBr{2

|upzq|2
|z| dz.

More generally, for any k P N, this rescales as

2kpm´1`2I0q

ρm´1`2I0

ż

B
ρ{2k zB

ρ{2k`1

|upzq|2
|z| dz ď 2kpm´1`2I0q

rm´1`2I0

ż

B
r{2k zB

r{2k`1

|upzq|2
|z| dz,

and thus
1

ρm`2I0

ż

B
ρ{2k zB

ρ{2k`1

|upzq|2 dz ď 1

rm`2I0

ż

B
r{2k zB

r{2k`1

|upzq|2 dz.

Summing over k, this yields

1

ρm`2I0

ż

Bρ

|upzq|2 dz ď 1

rm`2I0

ż

Br

|upzq|2 dz,

as required. It remains to show that I0 ą 0, but this follows easily from the inequality

Hprq ď CrDprq for every r P
´
0,

1

2
distp0, BΩq

¯
,

which comes from the Hölder-regularity [18, Theorem 3.9] of Q-valued W1,2-maps and
the fact that up0q “ QJ0K.

Now we show the converse. Suppose that I0 ě c for some c ą 0, but that up0q ‰
QJ0K. Then, up0q “ T P AQ for some T with dpT q ą 0, where dpT q is defined as
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in [18, Definition 3.4]. However, the lower frequency bound allows us to conclude that
the assumptions of [18, Proposition 3.6] hold for Ω “ Br, for r ą 0 sufficiently small.
This would enable us to decompose u locally around 0 into two simpler functions. One of
these must necessarily take a value other than zero at the origin, thus contradicting the
height decay which comes as a consequence of the lower frequency bound. Indeed, (39)
and the succeeding computations tell us that we must have

1

ρm`2c

ż

Bρ

|u|2 ď 1

rm`2c

ż

Br

|u|2 for any ρ ă r ă 1

2
distp0, BΩq.

The argument under assumption (a) follows analogously. �

We shall now prove the almost-monotonicity in Theorem 7.4. We must first introduce
following quantities, centered at any point w P sptT 1, with corresponding M-normal
approximation N :

Eppwq,Nprq :“ ´
ż

M

φ1
ˆ
dpp ´ ppwqq

r

˙ Qÿ

i“1

xNippq, BrNippqy dp,

Gppwq,Nprq :“ ´
ż

M

φ1
ˆ
dpp ´ ppwqq

r

˙
|BrN |2ppq dpp ´ ppwqq dp,

Σppwq,Nprq :“
ż

M

φ

ˆ
dpp ´ ppwqq

r

˙
|N |2ppq dp,

Note that for a given point w, the quantities Eppwq,N , Gppwq,N and Σppwq,N are all
classically differentiable. By considering the inner and outer variations of the current
TF along convenient choices of vector fields, the following estimates arise:

Proposition 7.12. For every γ3 sufficiently small, there exists C “ Cpγ3q ą 0 such
that if ε3 P p0, ε2q sufficiently small, the following holds.

Let M be a center manifold with corresponding rescaled current T 1, M-normal ap-
proximation N , interval of flattening rs, ts centered at x “ ppwq and any ra, bs Ă

“
s
t
, R

‰

with I ě c0 on ra, bs. Omitting the dependency on N and x for Dx,N ,Hx,N and all
related quantities for simplicity, we have the following for any r P ra, bs:

ˇ̌
ˇH1prq ´ m ´ 1

r
Hxprq ´ 2

r
Eprq

ˇ̌
ˇ ď CHprq,(40)

ˇ̌
ˇDprq ´ 1

r
Eprq

ˇ̌
ˇ ď CDprq1`γ3 ` Cε23Σprq,(41)

ˇ̌
ˇD1prq ´ m ´ 2

r
Dprq ´ 2

r2
Gprq

ˇ̌
ˇ(42)

ď C
`
Dprq ` Dprqγ3D1prq ` 1

r
Dprq1`γ3

˘
,

Σprq ` rΣ1prq ď Cr2Dprq ď Crm`2ε23.(43)

We refer the reader to [21] for the proof. We are now ready to prove the almost-
monotonicity.

Proof of Theorem 7.4. First of all, notice that since Σ1 ě 0 (due to the nature of φ),
(43) tells us that also Σprq, rΣ1prq ď Cr2Dprq.

Note that we may assume that I ą c0 on ra, bs, since Ipaq ą c0 (otherwise there is
nothing to prove) and if Iprq ď c0 at some point b1 P pa, bq, we can replace b by b1. Fix
γ3 and ε3 small enough so that the above estimates hold. By (41), (43) and the fact
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that r ď 3, we have

Dprq ď Eprq
r

` CDprq1`γ3 ` ε23Σprq

ď Eprq
r

` Cε23Dprq
“
rγ3m ` r2

‰

ď Eprq
r

` Cε23Dprq.

Rearranging and decreasing ε3 further if necessary, we conclude that

Dprq
2

ď Eprq
r

.

An analogous argument yields that

Dprq
r

ď 2Dprq,

so E ą 0 on pa, bq and 1
Eprq is thus a well-defined quantity. Now let

Fprq :“ 1

Dprq ´ r

Eprq .

Let us now estimate the derivative of Ω, in the hope that we can then integrate to obtain
the almost-monotonicity. Observe that

´Ω1prq “ ´I1prq
Iprq

“ ´ Hprq
rDprq

„
Dprq
Hprq ` rD1prq

Hprq ´ rDprqH1prq
Hprq2



“ ´1

r
´ D1prq

Dprq ` H1prq
Hprq

“ ´1

r
` H1prq

Hprq ´ D1prqFprq ´ rD1prq
Eprq .

Now let us further estimate each of the terms on the right-hand side. By (40), we have

H1prq
Hprq ď m ´ 1

r
` 2Eprq

rHprq ` C.

Furthermore, by (40) and the comparability of Dprq and Eprq
r

, we can achieve the bound

|Fprq| “
ˇ̌
ˇ̌ r

DprqEprq

ˆ
Dprq ´ 1

r
Eprq

˙ˇ̌
ˇ̌

ď C
r
`
Dprq1`γ3 ` Σprq

˘

DprqEprq

ď C

„
Dprqγ3´1 ` Σprq

Dprq2

.
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Combining this estimate with (42), (43), and again by comparing Eprq
r

to Dprq, we
conclude that

´rD1prq
Eprq ď rDprq

Eprq

ˆ
C ´ m ´ 2

r

˙
´ 2Gprq

rEprq ` C
rDprqγ3D1prq ` Dprq1`γ3

Eprq

ď C ´ m ´ 2

r
` C

Dprq|Fprq|
r

´ 2Gprq
rEprq

` C

„
Dprqγ3´1D1prq ` Dprqγ3

r



ď ´m ´ 2

r
´ 2Gprq

rEprq

` C

„
1 ` Dprqγ3

r
` Σprq

rDprq ` Dprqγ3´1D1prq ` rγ3m´1



ď ´m ´ 2

r
´ 2Gprq

rEprq ` C
“
1 ` Dprqγ3´1D1prq ` rγ3m´1

‰
.

Now observe that Cauchy-Schwartz (applied first to the inner product, then to the
integral) yields

Eprq2 ď GprqHprq,

and thus

2Eprq
rHprq ď 2Gprq

rEprq .

Bringing everything together, we obtain

´Ω1prq ď ´1

r
` m ´ 1

r
` 2Eprq

rHprq ´ m ´ 2

r
´ 2Gprq

rEprq

` C

„
1 ` Dprqγ3´1D1prq ` ΣprqD1prq

Dprq2 ` rγ3m´1



ď C

„
1 ` Dprqγ3´1D1prq ` ΣprqD1prq

Dprq2 ` rγ3m´1



ď C

„
1 ` Br rDprqγ3 s ` ΣprqD1prq

Dprq2 ` rγ3m´1


.

Integrating over the interval ra, bs, we deduce that

Ωpaq ´ Ωpbq ď C

«
b ` Dpbqγ3 ´ Dpaqγ3 ´

ż b

a

ΣprqBr
ˆ

1

Dprq

˙
dr

ff

ď C

«
b ` Dpbqγ3 ` Σpaq

Dpaq ´ Σpbq
Dpbq `

ż b

a

Σ1prq
Dprq dr

ff

ď C

«
b ` Dpbqγ3 ` Σpaq

Dpaq `
ż b

a

r dr

ff

ď C
“
b ` bγ3m ` b2

‰
.

Note that the constant C depends only on the dimension. Thus, setting

fprq “ C
“
r ` rγ3m ` r2

‰
,

for C as above, the proof is complete. �
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8. Uniform bounds on frequency function

We now prove Theorem 7.6. Before we proceed, we recall the following result from [21],
which infers height decay from excess decay for the M-normal approximations:

Lemma 8.1 ([21], Lemma 5.2). Using the notation of Section 6.5, suppose that tMkuk
is a sequence of center manifolds with corresponding Mk-normal approximations N pkq,
rescaled currents Tk “ Txk,tk and centered intervals of flattening psk, tks around xk.
Suppose that for some sequence ηk P

`
sk
tk
, 3
‰
, we have

ż

Bηk
ppkpxkqqzB ηk

2

ppkpxkqq
|N pkq|2 ÝÑ 0 as k Ñ 8..

Then we must necessarily have EpTk,Bηk
pxkqq ÝÑ 0.

Although we have varying centers, the proof is analogous to that in [21]. Nevertheless,
we repeat it here for the purpose of clarity.

Remark 8.2. Recall that we already have decay of the excess at scales rk around xk.
This lemma will allow us to deduce that the excess also decays at any other scales along
which the height decays.

Proof. Firstly, note that if ηk Ó 0, then by Proposition 6.14, we automatically have
EpTk,Bηk

pxkqq ÝÑ 0.
Thus, we can assume that lim supk ηk ą 0. We prove this result by contradiction.

Suppose that the statement of the lemma is not true. Then up to subsequence, there
exists δ ą sk

tk
such that for Aδ :“ BδppkpxkqqzB δ

2

ppkpxkqq Ă Mk we have

(44)

ż

Aδ

|N pkq|2 ÝÑ 0 but EpTk,B3pxkqq ě cpδq ą 0,

Now project this annulus Aδ from the center manifold to the reference plane πk. For
ε3 sufficiently small, this projection contains the annulus Aδ :“ B 15

16
δzB 9

16
δ. Consider

the family of Whitney cubes W pkq for the center manifold Mk. If no cube from this
family intersects Aδ, then by construction, N pkq ” 0 there. Otherwise, for each k P N let
Lk P W pkq be the largest cube that intersects the annulus Aδ and let dk :“ ℓpLkq ă csδ.
We will now use the height decay in (44) to show that the sizes of these bad cubes shrink
to zero.

By Proposition 6.14, we may replace any cube in W
pkq
n with a cube in either W

pkq
e

or W
pkq
h of comparable size, in its domain of influence. Thus, we may assume that

Lk P W
pkq
e Y W

pkq
h .

Now since Lk XAδ ‰ H and δ is sufficiently large in comparison to ℓpLkq, we can find

a ball Bk Ă Aδ of radius
?
mdk

2
with distpBk, Lkq ď

?
mdk

2
. Then Bk Ă B2

?
mdk

pxLk
q,

so we can apply [22, Proposition 3.1(S3)] to deduce that if Lk P W
pkq
k , the height bound

forces splitting for N pkq:
ż

Aδ

|N pkq|2 ě
ż

ΦkpBkq
|N pkq|2 ě Crmpkq

0 s 1

m d
m`2`2β2

k .

Observe that our choice ofBk further ensures that the center qk ofBk satisfies distpLk, qkq ď
4

?
mdk, so whenever Lk P W

pkq
e , Proposition 6.10 can be applied to show that the split-

ting of N pkq is instead forced by the large excess:
ż

Aδ

|N pkq|2 ě
ż

Φk

`
B dk

4

pqkq
˘ |N pkq|2 ě Cm

pkq
0 dm`4´2δ2

k .

In both of these estimates, C “ Cpβ2, δ2,M0, N0, Ce, Chq. We thus conclude that dk Ó 0.
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Another important consequence of the height bound [22, Lemma A.1] is that locally
above every cube L P W pkq, on each fiber (with respect to pk) one has the following
control on the separation between Tk and the center manifold Mk (see [22, Cor. 2.2(ii)]):

sptxTk,pk,Φkpqqy Ă
!
y : |Φkpqq ´ y| ď Crmpkq

0 s 1

2m ℓpLq1`β2

)
for each q P L,

where C “ Cpβ2, δ2,M0, N0, Ce, Chq.
Now since Lk is the largest Whitney cube with LkXAδ ‰ H, this allows us to contain

sptTk X NΦkpAδqMk inside a Crmpkq
0 s 1

2m d
1`β2

k -tubular neighbourhood of Mk. Again,
for ε3 sufficiently small, we can find s ă t independently of k such that

BtzBs X Mk Ă ΦkpAδq.

On the other hand, we can argue analogously to that in the proof of Proposition 4.4 to

find anm-dimensional area minimizing current S in Rm`n with Tk
˚á S and }Tk}pBq ÝÑ

}S}pBq for any open ball B (up to subsequence), such that either S “ QJπK for some
m-plane π, or all points in DěQS are singular points. But our assumption (44) tells
us that EpS,B3q ě cpδq due to convergence of the excesses as in (14), ruling out the
possibility that S is flat.

However, due to the uniform C3,κ-estimates on the center manifolds, we can use the
Arzela-Ascoli Compactness Theorem to deduce that, up to subsequence, Mk ÝÑ M in
C3. Combining this with the decay dk Ó 0 for the sizes of the tubular neighbourhoods,
we arrive at the conclusion that sptS pBtzB̄sq Ă M X pBtzB̄sq.

Now one can apply Allard’s Constancy Theorem to see that

S pBtzB̄sq “ Q0JM X pBtzB̄sqK for some Q0.

Recalling that each Tk is a Q-fold cover of Mk X pBtzB̄sq (see [22, Corollary 2.2(i)]), we
may further deduce that Q0 “ Q, contradicting the fact that any Q-point of S should
be singular.

�

8.1. Proof of the upper frequency bound. We are now in a position to show the
uniform upper frequency bound of Theorem 7.6. Note that by [21, Theorem 5.1], we
know that this result holds when all of the blow-ups have the same fixed center. The
argument for varying centers and non-centered flattening intervals is essentially the
same, since the estimates used are independent of the center. Nevertheless, we repeat
it here for clarity, with some minor modifications that simplify the argument slightly.

Proof of Theorem 7.6. Observe that the second part of this Theorem follows immedi-
ately from the first part, so we just need to prove the uniform boundedness around the
points xk that we center our center manifolds around.

Suppose, for a contradiction, that the statement of the theorem is false. First of all,
suppose that (35) fails. Then, for an arbitrary choice of J P N, up to subsequence (using
the notation in Section 6.5) we can find scales ρk

tk
P
`
sk
tk
, 3
2J´1

‰
around xk such that

(45) lim
kÑ8

Ik

´ρk
tk

¯
“ 8.

By the almost-monotonicity (34) of the frequency, we may assume that ρk “ 3tk
2J´1 for

each k P N. There are three possibilities to consider, based on the size of the scales
along which the frequency blows up. Due to Proposition 7.11, unboundedness of the
frequency along given scales corresponds to the collapsing of the sheets of N pkq along
these scales. Either

(a) lim supk tk ą 0;
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(b) lim supk tk “ 0, but there exists a subsequence (not relabelled) along which each

starting scale tk comes immediately after a flattening interval ps̄k, t̄ks :“ pspkq
jpkq´1

, t
pkq
jpkq´1

s,
centered at the same point xk; namely tk “ s̄k;

(c) lim supk tk “ 0 and for every k (sufficiently large) we have tk ă s̄k.

Let us begin with case (a). Extract a subsequence for which 3tk
2J´1 ě η for some η ą 0.

By Proposition 7.11, for every r P
`
sk
tk
, 3
‰
, the Dirichlet energy estimate

(46) Dkprq ď Cm
pkq
0 rm`2´2δ2 ď Cε23.

holds. Hence, the unboundedness of Ik
`

3
2J´1

˘
tells us that for

AJ :“ B 3

2J´1

ppkpxkqqzB 3

2J´2

ppkpxkqq,

we have ż

AJ

|N pkq|2 ÝÑ 0 as k Ñ 8.

We can now use Lemma 8.1 to deduce that

E
`
Tk,B 3

2J´1

˘
“ E

`
T,B 3tk

2J´1

pxkq
˘

ÝÑ 0.

Since 3tk
2J´1 ě η and xk Ñ x, we can thus conclude that

EpTx,η,B1q “ EpT,Bηpzqq ď c lim inf
kÑ8

E
`
T,B 3tk

2J´1

pxkq
˘

“ 0.

However, this contradicts the fact that x P SingěQT .

We now move on to case (b). In this case, the excess is still below the threshold ε23
at scale s̄k “ tk, but we must restart the center manifold because it no longer serves as
a good approximation for the current at that scale.

As a result of the condition (Go) in the flattening procedure, we encounter a cube
L P W pk,jpkq´1q of size ℓpLq ě cs

s̄k
t̄k

“: csr̄k with LXBr̄k ‰ H at which the refinement for
Mk stops. We then restart the center manifold Mk and the Mk-normal approximation
N pkq immediately at this scale, since the total excess remains below the threshold ε23,
but locally near the center xk the excess becomes too large.

The splitting observed at the stopping scale of the previous center manifold must
then propagate to the new starting scale, so by the comparison of center manifolds in
Proposition 6.12 and the control on the Dirichlet energy in Proposition 7.11 (at scale
R), we deduce that ż

BR

|N pkq|2 ě c̄

ż

BR

|DN pkq|2,

where c̄ is a geometric constant, independent of k and of the center xk.
It remains to deal with the technicality that in our definition of the frequency, we are

considering the L2-mass of N pkq on annuli rather than balls. This is where the choice of
J becomes important. We now revert back to our full collection of center manifolds. For
any J P N and any k, j P N, we may apply Hölder’s inequality and a Sobolev embedding
for q P r2, 2˚s if m ą 2 and any q P r2,8q otherwise, to deduce that

ż

B 3

2J

|N pk,jq|2 ď
”
HmpB 3

2J
q
ı1´ 2

q

»
–
ż

B 3

2J

|N pk,jq|q
fi
fl

2

q

ď C2´Jmp1´ 2

q q
»
–
ż

B 3

2J

|N pk,jq|2 `
ż

B 3

2J

|DN pk,jq|2
fi
fl .
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Here, we have again used the uniform curvature bounds in Proposition 6.5(i) for Mk,j

to compare the volume of geodesic balls in Mk,j with that of Euclidean ones. We can
thus choose J sufficiently large, independently of both k and j, such thatż

B3zB 3

2J

|N pk,jq|2 ě c

ż

B3

|DN pk,jq|2.

By decomposing this large annulus dyadically, we can find a small annulus Aℓ :“
B 3

2ℓ
zB 3

2ℓ`1

for some ℓ “ ℓpk, jq ď J ´ 1 with

(47) Hk,j

´ 3

2ℓ

¯
ě

ż

Aℓ

|N pk,jq|2 ě c

2J

ż

B3

|DN pk,jq|2 ě c

2J
Dk,j

´ 3

2ℓ

¯
,

where c is a geometric constant. Combining this with the almost-monotonicity of the
frequency, we thus have Ik

`
3
2ℓ

˘
ď CIk

`
3

2J´1

˘
ď CpJq, contradicting (45).

This brings us to the final case (c), where for every k sufficiently large, we consistently
restart the center manifolds around xk because the excess exceeds the threshold ε23:

EpTk,B6
?
mηk

pxkqq ą ε23 for some ηk P
`
1,mint3, s̄k

tk
u
‰
.

But then Lemma 8.1 tells us that

lim inf
kÑ8

Hkpηkq ą 0.

Combining this with the uniform boundedness of Dkpηkq from Proposition 7.11 and the
almost-monotonicity of the frequency, we achieve uniform bounds for Ik on

`
sk
tk
, ηk

‰
.

Since ηk ě 1 for every k, we can further choose J such that 3
2J´1 ď 1. This once again

gives the desired contradiction and so (35) indeed holds for J sufficiently large.
Finally, we check that (36) for the choice of J given by the validity of (35). Here, we

simply observe that by (47), for any r P
`

3
2J´1 , 3

‰
we have

ż

Br

|N pk,jq|2 ě Hk,j

´ 3

2J´1

¯
ě cpJq

ż

B3

|DN pk,jq|2 ě cpJqr2Dk,jprq,

where the presence of the factor r2 can be verified by scaling. �

8.2. Proof of the lower frequency bound. We now demonstrate the uniform lower
frequency bound of Theorem 7.8, which will be vital for the persistence of singularities
in the blow-up limit along the scales rk.

Firstly, we require the following result, which tells us that frequency decay forces
excess:

Lemma 8.3. There exists ε3 sufficiently small such that the following holds. Using the
notation of Section 6.5, suppose Mk is a sequence of center manifolds corresponding
to rescaled currents Tk “ Txk,tk satisfying Assumptions 1.1-4.7, with given intervals of

flattening psk, tks around wk P DrQ,Q`εsTk X B1. Suppose that there exists a sequence

of scales ρk

tk
P
`
sk
tk
, Rk

‰
for which

lim
kÑ8

Ik

´ρk
tk

¯
“ 0

Then
lim
kÑ8

E
`
Tk,B ρk

tk

pwkq
˘

“ 0.

Here Ik and all related quantities are centered around pkpwkq.
Proof. We argue in an analogous way to that in the proof of Lemma 8.1. Once again, we
may assume that the scales ηk :“ ρk

tk
satisfy lim supk ηk ě δ ą 0. Firstly, we distinguish

between two possibilities. Either

(a) lim infk Hkpδq “ 0;
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(b) lim infk Hkpδq ą 0.

In the first scenario, we immediately apply Lemma 8.1 to conclude. So let us assume
that (b) holds (up to subsequence). We again argue by contradiction. If the statement
of the lemma is false, then the almost-monotonicity of the frequency tells us that

(48) Ikpδq ÝÑ 0 but E
`
Tk,B ρk

tk

pwkq
˘

ě cpδq ą 0.

Combining this with (b), we have

(49) Dkpδq “
ż

Bδppkpwkqq
|DN pkq|2 ÝÑ 0.

Projecting Bδppkpwkqq Ă Mk to the reference plane πk, we may assume that ε3 ą 0 is
small enough to ensure that B 15

16
δppπk

pwkqq Ă pπk
pBδppkpwkqqq. Consider the family of

Whitney cubes W pkq on πk. If no cube in this family intersects B 15

16
δppπk

pwkqq, then by

construction, N pkq ” 0 there, which we have assumed is no the case.
Thus, for each k P N we may select Lk P W pkq to be the largest cube that intersects

B 15

16
δppπk

pwkqq. Letting dk :“ ℓpLkq ă csδ, we proceed to show that dk Ó 0.

We may assume that each cube Lk is in W
pkq
e . Indeed, the fact that ΘpTk, wkq ě Q

ensures that the only stopping condition is (EX), up to replacing any cube in W
pkq
n by

a nearby one in W
pkq
e of a comparable size. The fact that we do not stop refining due

to (HT) can be ensured by choosing the constants Ce and Ch appropriately, due to the
height bound [22, Theorem A.1].

Now since Lk X B 15

16
δppπk

pwkqq ‰ H and δ ą c´1
s ℓpLkq, we may choose a ball Bk Ă

B 15

16
δppπk

pwkqq of radius
?
mdk with distpBk, Lkq ď ?

mdk.

Since Lk P W
pkq
e , then the center qk of Bk satisfies distpLk, qkq ď 4

?
mdk, and so we

may use the splitting before tilting of Proposition 6.10 to deduce that

(50)

ż

Bδppkpwkqq
|DN pkq|2 ě

ż

ΦkpBdk{4pqkqq
|DN pkq|2 ě cm

pkq
0 dm`2´2δ2

k ,

where c “ cpβ2, δ2,M0, N0, Ce, Chq. Combining this with (49), we deduce that dk ÝÑ 0.
We then proceed exactly as in the proof of Lemma 8.1 to extract an m-dimensional area
minimizing integral current S that is a weak-˚ limit of the currents Tk, with S “ QJπK
for some m-plane π, contradiction our large excess assumption. �

Let us now prove Theorem 7.8.

Proof of Theorem 7.8. We will once again prove this by contradiction. We again adopt
the notation in Section 6.5, and we let Ik :“ Ipkpwkq,Npkq and we use analogous no-
tation for all related quantities. If the statement of the theorem is false, we can find
rescaled currents Tk “ Txk,tk B6

?
m, center manifolds Mk, Mk-normal approximations

N pkq, and flattening intervals psk, tks around pkpwkq for wk P DrQ,Q`εsTk such that the
frequency Ik satisfies

(51) Ik

ˆ
ρk

tk

˙
ÝÑ 0 for some

ρk

tk
P
ˆ
sk

tk
, R


.

with
R :“ lim inf

k
distppkpwkq, BB3ppkpxkqq.

Observe that R ě 2, since wk P B1pxkq. Up to selecting a subsequence, we may further
assume that wk Ñ w. We now have three possible cases to consider; either

(a) sk ą 0 for every k and lim supkÑ8
sk
ρk

ą 0;

(b) sk ą 0 for every k and lim supkÑ8
sk
ρk

“ 0;

(c) sk “ 0 eventually.
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In all three cases, we rescale the blow-ups of the current so that we are blowing up at
the scales ρk instead of tk. Let

s̄k
tk

P
`
Rρk

2tk
, Rρk

tk

‰
be the scale at which the reverse Sobolev

inequality of Corollary 7.7 holds for r “ ρk

tk
. Then let r̄k :“ 2s̄k

Rtk
P
`
ρk

tk
, 2ρk

tk

‰
. Let

T̄k :“ pιwk,r̄kq7Tk “
`
pιwk,r̄ktkq7T

˘
B 6

?
m

r̄k

, Σ̄k :“ ιwk,r̄kpΣkq, ĎMk :“ ιwk,r̄kpMkq,

and let

m̄
pkq
0 :“ maxtcpΣ̄kq2,EpT̄k,B6

?
mqu.

Since the ambient manifolds Σ̄k converge in C3,ε0
loc to TwΣ – Rm`n̄ ˆ t0u, we have

cpΣ̄kq2 kÑ8ÝÝÝÑ 0. Moreover, we we have 6
?
mr̄k P

`
12

?
mρk

tk
,
24

?
mρk

tk

‰
, so Lemma 8.3 tells

us that

(52) EpT̄k,B6
?
mq ď CE

`
Tk,B 24

?
mρk

tk

pwkq
˘

ÝÑ 0.

Thus, m̄
pkq
0 Ñ 0.

By an analogous argument to that in the proof of Proposition 4.4, we may thus

extract a subsequence for which Tk
˚á π8 for some m-dimensional plane π8. We will

let p8 denote the orthogonal projection to this plane. We will use the notation p̄k for
the projection map in Assumption 6.7 for the rescaled center manifold ĎMk.

Define

N̄ pkq : ĎMk Ñ R
m`n, N̄ pkqppq :“ 1

r̄k
N pkqppkpwkq ` r̄kpq,

and let

vk :“ N̄ pkq ˝ ek

hk

, vk : πk Ą BR Ñ AQpRm`nq,

where ek is the exponential map at pk :“ Φkp0q
r̄k

P ĎMk defined on BR Ă π8 » Tpk
ĎMk

and hk :“ }N̄k}L2pBR
2

q.

Notice that

pkpwkq ÝÑ p8pwq as k Ñ 8.

This decay of the excesses at our chosen scales ρk

tk
further allows us to conclude that

ĎMk ÝÑ π8 in C3,κ
2 pB 4

3
Rq, ek ÝÑ id : π8 Ą BR Ñ BR in C2,κ

2 .

The former is an easy consequence of the estimates in Proposition 6.5, whereas the latter
is a technical result coming from the regularity of ĎMk; see [21, Proposition A.4] and the
proof of [22, Lemma 6.1] for more details.
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Now we may pass the reverse Sobolev inequality that holds at scale s̄k
tk

around wk to
the maps vk:

ż

BR
2

|vk|2 ě Ch´2
k

ż

BR
2

|N̄ pkq|2 dHm

“ h´2
k r̄´2

k

ż

BR
2

|N pkqppkpwkq ` r̄kpq|2 dHmppq

“ h´2
k r̄´m´2

k

ż

BRr̄k
2

ppkpwkqq
|N pkq|2 dHm

“ h´2
k r̄´m´2

k

ż

B s̄k
tk

ppkpwkqq
|N pkq|2 dHm

ě Ch´2
k r̄´m

k

ż

B s̄k
tk

ppkpwkqq
|DN pkq|2

ě C

ż

BR
2

|Dvk|2.

Here and in all that follows, we use the notation B for both the balls on the original
center manifolds Mk and the rescaled and recentered ones ĎMk. It should always be
clear from context which of these the ball lies in. Thus,

lim sup
k

}vk}W1,2pBR
2

q ă 8,

and so by the Banach-Alaoglu weak-˚ compactness theorem and the reflexivity of the
space W1,2, we can extract a subsequence for which

vk á v in W1,2pBR
2

;AQpRm`nqq.

Furthermore, Rellich-Kondrachov tells us that

vk ÝÑ v strongly in L2pBR
2

;AQq.

Now let us analyze the properties of this limit v. First of all, clearly v is non-trivial,
since our choice of normalization tells us that }v}L2pBR

2

q “ 1.

Moreover, the average of the sheets of v vanishes. Indeed, arguing as in [21, (7.4)], the

estimate (26) in Theorem 6.9 for the average of the sheets of N pkq allows us to deduce
that

ż

BRr̄k
2

ppkpwkqq
|η ˝ N pkq| ď Cm̄

pkq
0 r̄k

ÿ

i

ℓpLiqm`2` γ2
2

` C

r̄k

ż

BRr̄k
2

ppkpwkqq
GpN pkq, QJη ˝ N pkqKq2

ď C

r̄k

ż

BRr̄k
ppkpwkqq

|N pkq|2,

where tLiuiPN is the family of cubes corresponding to the collection of cube-ball pairs
L “ tpL,BpLqqu from [21, Section 4.1] that intersect pπk

`
BRr̄k

2

ppkpwkqq
˘
. Here, the

final constant C on the right-hand side depends on R and the quantities stated in
Theorem 6.9. The final inequality follows from the arguments of [21, Section 4.1] and
the reverse Sobolev inequality of Corollary 7.7. Rescaling these estimates and using the
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C0-control from Theorem 6.9 for N̄ pkq combined with the excess decay (52), we thus
have ż

BR
2

|η ˝ vk| ď Ch´1
k

ż

BR
2

|η ˝ N̄ pkq|

“ h´1
k r̄´m´1

k

ż

BRr̄k
2

ppkpwkqq
|η ˝ N pkq|

ď Ch´1
k r̄´m´2

k

ż

BRr̄k
ppkpwkqq

|N pkq|2

ď Ch´1
k

ż

BR

|N̄ pkq|2

ď Chk

ď rm̄pkq
0 s 1

2m

“
HmpBRpM̄kqq

‰ 1

2

ď Crm̄pkq
0 s 1

2m
` 1

4 ÝÑ 0.

Combining this with the strong L2-convergence of vk to v, we indeed have η ˝ v ” 0
almost-everywhere on BR

2

.

Finally, one can show that v is Dir-minimizing, and that in addition vk converges
to v strongly in W

1,2
loc . This is proved by contradiction, using the existence of a better

competitor function for the Dirichlet energy to build a suitable competitor current for
T̄k, thus contradicting its area minimizing property. The argument may be found in [21,
Section 7.3], and is omitted here.

In summary, we have shown that the maps vk converge strongly in W1,2
loc X L2 on

BR
2

Ă π8 to a map v such that

‚ v is non-trivial;
‚ η ˝ v ” 0 almost-everywhere on BR

2

;

‚ v is Dir-minimizing on BR
2

.

Moreover, the assumption (51), rescaled appropriately, tells us that

(53) Īk

ˆ
1

2

˙
ď C Īk

ˆ
ρk

r̄ktk

˙
ď CIk

ˆ
ρk

tk

˙
kÑ8ÝÝÝÑ 0,

where Īk :“ I0,N̄pkq .
We will now reach a contradiction by showing that the Q-points wk for Tk persist to

the limit; namely, that vp0q “ QJ0K. We argue slightly differently for each of the cases
outlined previously. We will henceforth let ρ̄k :“ ρk

tk
.

Case (a). In this case, the stopping condition (Stop) for the intervals of flattening
and Lemma 6.13 tell us that

ż

B σsk
tk

|N pkq|2 ď Cm
pkq
0

ˆ
sk

tk

˙m`4´2δ2

,

for a (small) geometric constant σ. Moreover, the (localized) Sobolev embedding [18,
Proposition 2.11] and the fact that (up to subsequence) ρk P psk, Csks tells us that

(54)

ż

Bρ̄k

|N pkq|2 ď C

ż

B σsk
tk

|N pkq|2 ` Cρ̄2k

ż

B ρ̄k
2

|DN pkq|2.

Now the excess splitting of Proposition 6.10 at scale sk
tk

and the comparability of sk and
ρk gives ż

Bρ̄k

|DN pkq|2 ě cm
pkq
0 ρ̄m`2´2δ2

k .
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Together with (54) this yields

(55)

ż

Bρ̄k

|N pkq|2 ď Cρ̄2k

ż

B ρ̄k
2

|DN pkq|2 ď Cρ̄2kDkpρ̄kq.

Finally, one may replace the left-hand side of (55) with Hkpρ̄kq via the following esti-
mate:

´
ż

M

1

dpxqφ
1
ˆ
dpxq
ρ̄k

˙
|N pkq|2 dx “ 2

ż

Bρ̄k
zB ρ̄k

2

1

dpxq |N pkq|2 dx ď Cρ̄´1
k

ż

Bρ̄k

|N pkq|2.

This, however, is in contradiction with (53).
Case (b). This case follows similarly to case (a), only now we have to propagate the

lower frequency bound observed at the stopping scale sk up to the blow-up scale ρk.
Proceeding as in case (a) only at scale 10sk

tk
, we conclude that

Ik

ˆ
10sk
tk

˙
ě η,

where η is a small geometric constant. We may now use the almost-monotonicity of the
frequency from Theorem 7.4 (cf. (34)), with a choice of c0 small enough so that

η ´ efpρ̄kqc0 ą 0,

to conclude that we have a uniform lower bound for Ipρ̄kq, once again contradicting (53).
Case (c). Finally, we need to deal with the case where sk “ 0 eventually along

our sequence of flattening intervals. Let us fix an arbitrary center manifold M and
corresponding M-normal approximation N in our sequence. We will denote the interval
of flattening for this center manifold by p0, ts, and we will omit dependencies on N for I
and related quantities. In light of the estimates in Proposition 7.12 and a more careful
examination of the proof in [21], we may conclude that

Br log
´
r´pm´1qHprq

¯
ě ´C ` 2

r
Iprq ´ CHprqγ3 ´ CrIprq,

for every r P p0, 1q, irrespectively of the existence of an a priori lower frequency bound.
Thus, for any 0 ă ρ ă 1, letting

Λpρq :“
ż 1

ρ

Iprq
r

,

we have

e2Λpρqρ´pm´1qHpρq ď CHp1q ď C.

Combining this with the reverse Sobolev inequality in Corollary 7.7 (or the uniform
upper frequency bound in Theorem 7.6), we deduce that

Dpρq ď Cρm´2e´2Λpρq.

On the other hand, Proposition 7.11 gives the decay rate

Dpρq ď Cρm`2´2δ2 .

This forces the inequality

e´2Λpρq ě cρ2p2´δ2q,

or equivalently

Ipρq ě cp2 ´ δ2q @ ρ P p0, 1q,
contradicting (53) for k sufficiently large.

�
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9. Persistence of Q-points

We now construct our limiting Dir-minimizer using our blow-up sequence with varying
centers xk, which we assume converge to some point x. Recall that we wish to blow up
at the scales rk around xk, along which T has a flat tangent cone as in Proposition 4.4.
Thus, we need to take a diagonal sequence of center manifolds with the intervals of
flattening psk, tks Q rk centered at xk, and rescale them appropriately so that the reverse
Sobolev inequality of Corollary 7.7 holds at scale 1, analogously to that in the preceding
section. As usual, we let Mk denote the center manifold at scale tk around xk, with
corresponding current Tk “ Txk,tk B6

?
m.

Let s̄k
tk

P
`
3rk
2tk

, 3rk
tk

‰
be the scale at which the reverse Sobolev inequality holds for

r “ rk
tk
. Then let r̄k :“ 2s̄k

3tk
P
`
rk
tk
, 2rk

tk

‰
. Let

T̄k :“ pι0,r̄kq7Tk “
`
pιxk,r̄ktkq7T

˘
B 6

?
m

r̄k

, Σ̄k :“ ι0,r̄kΣk, ĎMk :“ ι0,r̄kMk,

and let

m̄
pkq
0 ď maxtcpΣ̄q2,EpT̄k,B6

?
mqu.

Since the ambient manifolds Σ̄k converge in C3,ε0
loc to TxΣ » Rm`n̄ˆt0u, for k sufficiently

large we have

cpΣ̄kq2 ÝÑ 0.

We will use the notation p̄k for the projection map in Assumption 6.7 for the rescaled

center manifold ĎMk. Moreover, 6
?
mr̄k P

`
12

?
mρk

tk
,
24

?
mρk

tk

‰
, so Lemma 8.3 tells us that

(56) EpT̄k,B6
?
mq ď CE

`
Tk,B 24

?
mrk

tk

˘
ÝÑ 0.

Thus, m̄
pkq
0 Ñ 0.

We now argue in the same way as in the proof of Theorem 7.8. Let π8 be the plane
defining the flat tangent cone of Tk as in Proposition 4.4. We will let p8 denote the
orthogonal projection to this plane.

Define

N̄ pkq : ĎMk Ñ R
m`n, N̄ pkqppq :“ 1

r̄k
N pkqpr̄kpq,

and let

uk :“ N̄ pkq ˝ ek

hk

, uk : πk Ą B3 Ñ AQpRm`nq,

where ek is the exponential map at pk :“ Φkp0q
r̄k

P ĎMk defined on B3 Ă πk » Tpk
ĎMk

and hk :“ }N̄ pkq}L2pB 3

2

q. As before, this decay of the excesses at our chosen scales rk
tk

further allows us to conclude that

ĎMk ÝÑ π8 in C3,κ
2 pB 4

3

q, ek ÝÑ id : π8 Ą B3 Ñ B3 in C2,κ
2 .

Now we pass the reverse Sobolev inequality that holds at scale s̄k
tk

around xk to the maps
uk: ż

B 3

2

|uk|2 ě C

ż

B 3

2

|Duk|2.

Once again, this allows us to use both weak-˚ compactness and the Rellich-Kondrachov
Compact Embedding Theorem to deduce that there exists a map u P W1,2pB 3

2

;AQq
such that up to subsequence,

uk ÝÑ u strongly in L2pB 3

2

;AQq.
Combining this with the reverse Sobolev inequality, we can in fact further improve this
strong convergence to that in W1,2

locpB 3

2

;AQq.
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Moreover, by arguing exactly as in the proof of the lower frequency bound, u satisfies
the following properties:

‚ u is non-trivial;
‚ η ˝ u ” 0 almost-everywhere on B 3

2

;

‚ u is Dir-minimizing on B 3

2

.

It remains to show that whenever yk Ñ y, with yk P B1 X SingrQ,Q`εsTk, we have

upyq “ QJ0K. We already know that yk is a Q-point for Tk, but this does not ensure
that the excess should decay quickly enough close to yk; we might need stop our center
manifolds at scales close to these points. Even in the case where we can refine indefinitely
around each yk, it is still necessary to check that this behaviour persists in the limit as
we take k Ñ 8. We consider cases depending on the non-centered intervals of flattening
for Mk around pkpykq. For s̃k :“ spykq as in Definition 6.15, there are 3 possibilities:

(a) There is a subsequence of indices k for which s̃k “ 0; namely, pkpykq which lie in
the contact sets ΦkpΓkq for the center manifolds Mk,

(b) There is a subsequence of indices k with s̃k
rk

Ó 0; namely, we stop refining around

pπk
pykq at scales that decay relative to the blow-up scales rk,

(c) We have lim infk
s̃k
rk

ą 0; we stop refining around pπk
pykq at scales comparable to

the blow-up scales.

Note that these points yk are not the centers for our center manifold constructions; they
are simply points lying in B1 that are ‘captured’ by Tk.

The idea is as follows. We wish to establish persistence of Q-points at the blow-up
scales rk, by exploiting the uniform frequency bound of Theorem 7.8.

Unfortunately, the scales rk may be very far from the scales at which we stop refining
around yk and inherit the behaviour from Tk. These stopping scales are those at which
we may use the lower frequency bound to show that the singularities persist. We then
propagate this persistence up to the larger scales rk that we are interested in, via the
almost-monotonicity of Theorem 7.4.

9.1. Case (a). This case can be thought of as case (b) with ‘s̃k “ 0’. More precisely,
we can continue our refinement procedure indefinitely around pπk

pykq, so the limiting

frequency of N pkq at each yk exists.

Lemma 9.1. Suppose that we have a center manifold M with corresponding M-normal
approximation N , rescaled current T 1 and a point w P sptT 1 for which ppwq P ΦpΓq.
Then the limit

(57) Ippwq,Np0q :“ lim
rÓ0

Ippwq,Nprq exists.

Proof. The proof of this is a simple consequence of the almost-monotonicity of the
frequency in Theorem 7.4, where we crucially exploit the behaviour of the error function
f . Consider

Ω0 :“ lim inf
rÓ0

Ωppwq,Nprq P rc0,`8q.

Fix ε ą 0. By the nature of f from Theorem 7.4, we can choose r0 ą 0 (independently
of the center manifold M and the interval of flattening) such that

fprq ă ε

2
for every r ă r0, and Ωppwq,Npr0q ă Ω0 ` ε

2
.

But then by the almost-monotonicity, for every r ă r0 it holds that

Ωppwq,Nprq ď Ωppwq,Npr0q ` ε

2
ď Ω0 ` ε.

Thus, the limit in (57) indeed exists. �
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Let us now proceed with the proof that upyq “ QJ0K in case (a). We can combine the
result of the above Proposition with Theorem 7.8 to deduce that we have the uniform
lower bound

(58) Ip̄kpykq,N̄pkq p0q ě c0 ą 0.

Furthermore, the W1,2
loc -convergence of uk to u allows us to establish convergence of the

frequencies

(59) Ipkpykq,Npkq prq ÝÑ Iy,uprq for each r P
”
0, dist

`
y, BB 3

2

˘¯
,

where Iy,u is the regularized frequency of u centered at y, defined via the same Lipschitz
cutoff as in Definition 7.3. Notice that we may include r “ 0 in this convergence, due
to Lemma 9.1.

Then, a simple consequence of [4, Theorem 9.6] is that for non-trivial Dir-minimizers
u, the limit Iy,up0q exists and that its value is the homogeneity of any tangent function
g that is the subsequential limit as r Ó 0 of the blow-ups

z ÞÑ r
m´2

2 upy ` rzq
rDirpu,Brpyqqs

1

2

.

Thus, we must necessarily have

Iy,up0q “ Iy,up0q ě c0 ą 0.

This allows us to apply Lemma 7.1 to conclude.
Finally, we deal with the ‘quasicontact’ case. This is proven in essentially the same

way as case (a), but we cannot take the limit of the frequency all the way to zero around
every fixed yk. However, we can use the information of the frequency at zero from the
limiting Dir-minimizer as k Ñ 8.

9.2. Case (b). In this case, we use the same reasoning as for the case (a), only now we
must stop refining at scales close to yk, that shrink to zero with k. We can still show
persistence of singularities at these stopping scales, asymptotically.

In this case, we proceed as follows. Firstly, observe that there is almost monotonic-

ity (34) for the frequency Ipkpykq,Npkq for all scales r P
´

s̃k
tk
, 1
ı
, where the function f in

Theorem 7.4 is independent of k.
Due to the nature of f , an analogous argument to that in the proof of Lemma 9.1

yields the existence of the limit

I0 :“ lim
kÑ8

Ipkpykq,Npkq

ˆ
2s̃k
tk

˙
.

By Theorems 7.6 and 7.8, we can deduce that

0 ă c0 ď I0 ď C0 ă 8.

We may now use the almost-monotonicity of the frequency to choose r0 ą 2s̃k
tk

indepen-
dently of k such that

c0

2
ď Ipkpykq,Npkq prq “ Ip̄kpykq,N̄pkq

ˆ
r

r̄k

˙
ď 2c0 for every r P

ˆ
2s̃k
tk

, r0


,

provided that we take k sufficiently large. But now we can once again use the con-
vergence (59) and [4, Theorem 9.6], combined with the fact that (up to subsequence)
s̃k
rk

Ó 0, to deduce that

c0

4
ď Iy,uprq ď 4c0 for every r P

ˆ
0,

r0

r̄k


.

We may now once again use Proposition 7.1 to reach the desired conclusion.
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9.3. Case (c). In this case, (up to subsequence) the scales s̃k at which we stop refining
around pkpykq are comparable to the blow-up scales rk. Take the cubes Lk P W pkq with
ℓpLkq ě cs

s̃k
tk

and distpLk,pπk
pykqq ď s̃k

tk
.

We claim that upyq “ QJ0K. In this case, we are unable to exploit the uniform lower
bound of the frequency over the flattening intervals, since this only tells us that Iu has a
positive lower bound at some scale comparable to lim infkÑ8

s̃k
rk

ą 0. We instead argue

as follows.
Consider the strong Lipschitz approximations fk : B8rLk

ppLk
, πLk

q Ñ AQpπK
Lk

q from

Theorem 6.2 for Tk. Take gk : Mk Ñ AQpRm`nq to be the reparameterization N

from [16, Theorem 5.1] of f “ fk to the center manifolds. We may now rescale and
normalize gk in the same way as the Mk-normal approximations N pkq. Namely, we
define ḡk : ĎMk Ñ AQpRm`nq and vk : πk Ą B3 Ñ AQpRm`nq by

ḡkppq :“ 1

r̄k
gkpr̄kpq, vk :“ ḡk ˝ ek

hk

.

Then, for k sufficiently large, we have
ż

B 3

2

Gpvk, ukq2 ď Ch´2
k

ż

B 3

2

Gpḡk, N̄ pkqq2

ď Ch´2
k r̄´m´2

k

ż

B 3

2
r̄k

Gpgk, N pkqq2

ď Ch´2
k r̄´m´2

k

ż

ΦkpB 3

2
r̄k

zKkq
Gpgk, N pkqq2,

where Φk is the map parameterizing the center manifold Mk over the plane πk, as given
in Definition 6.6. Let Ek :“ EpTk,C32rLk

ppLk
q, πLk

q. Notice that since rLk
» ℓpLkq »

r̄k, we have Ek ÝÑ 0. Furthermore, since ΘpTk, ykq ě Q, we necessarily have Lk P W
pkq
e .

Therefore, the stopping condition (EX), the splitting before tilting in Proposition 6.10,
and the improved height bound in Lemma (6.13) tell us that

(60) Ek » m
pkq
0

ˆ
rk

tk

˙2´2δ2

»
ˆ
rk

tk

˙´m´2 ż

B σrk
tk

ppkpykqq
|N pkq|2 » h2

k,

for some choice of σ ą 0 that is independent of k. We may now use the L8-estimates (20)
and (23), the height bounds (19), the C3,κ-estimate (i) of Proposition 6.5, and the bound
in Theorem 6.2 for the sets Kk over which Tk C32rLk

ppLk
, πLk

q is not graphical, to
achieve the estimate

ż

ΦkpB 3

2
r̄k

zKkq
Gpgk, N pkqq2 ď Cr̄

2`2β2

k E
1

m

k

ˇ̌
B 3

2
r̄k

zKk

ˇ̌
ď Cr̄

m`2`2β2

k E
1

m
`1`γ1

k .

Combining this with the above control on the L2-distance between vk and uk, the com-
parability (60) of the L2 height and the excess, and the excess decay Ek ÝÑ 0, we
deduce that ż

B 3

2

Gpvk, ukq2 ď Cr̄
2β2

k E
1

m
`γ1

k ÝÑ 0.

Due to the convergence of uk to u, this further tells us that vk converges in L2pB 3

2

;AQq
on to the same Dir-minimizer u. It remains to obtain persistence of Q-points for the
sequence of maps vk. Indeed, since ΘpTk, ykq ě Q, Theorem 6.3(22) tells us that there
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exists γ ą 0 for which
ż

Bsr̄k
ppπLk

pykqq
Gpfk, QJη ˝ fkKq2 ď Csm`γ r̄m`2

k Ek,

for every s ą 0 sufficiently small. Applying the estimates in [16, Theorem 5.1], rescaling,
making use of Theorem 6.2(20) and (60), and using the control [22, Proposition 4.1(iv)]
on the tilting between the planes πLk

and πk, we have
ż

Bsppπk
pykqq

|vk|2 ď Ch´2
k r̄´m´2

k

ż

Bsr̄k
ppπk

pykqq
|gk ˝ Φk|2

ď Ch´2
k r̄´m´2

k

ż

Bsr̄k
ppπLk

pykqq
Gpfkppq, QJϕkppqKq2

ď Ch´2
k r̄´m´2

k

ż

Bsr̄k
ppπLk

pykqq
Gpfkppq, QJη ˝ fkKq2

` Ch´2
k smr̄´2

k Lippfkq2}ϕk}2C1}gk ˝ Φk}2L8pBr̄k
ppπk

pykqqq

ď Csm`γ ` Csmr̄
2β2

k E
2γ1` 1

m

k ,

for every s ă s0, where s0 is independent of k. Taking k Ñ 8, again using the excess
decay, and combining with the strong L2-convergence of vk to v, we have

ż

Bspyq
|v|2 ď Csm`γ .

Thus, applying Proposition 7.1, we are able to conclude that Ivp0q ě γ
2
and that vpyq “

QJ0K as expected.

10. Proof of the results in Section 3

Let us prove the preliminary results contained in Section 3. We begin with the proof
of Lemma 3.1. The proof of all but (4) appears in [6], but nevertheless we repeat the
argument here.

Before we begin with the proof, let us make the following important observation.
Assuming the validity of Lemma 3.1,

(61) A pCq “
"
α ě 0 : lim

rÓ0
sup
KPC

rαNpK, rq “ 0

*
.

Indeed, if α P A pC q, then the Work Raccoon Lemma 3.1 allows us to choose β P
pα0, αq, so we have

NpK, rqrα ď rα´βNpK, rqrβ ď Cpβqrα´β Ñ 0 as r Ó 0.

Conversely, if

lim
rÓ0

sup
KPC

rαNpK, rq “ 0,

then given any K P C , for any δ ą 0 we can find a covering Uδ of K by NpK, δq open
pm ` nq-dimensional balls of radius δ. Then

ÿ

BPUδ

pdiamBqα “ 2δαNpK, δq.

Taking δ Ó 0, the claim follows from the definition of the α-dimensional Hausdorff
measure.

In view of the above, it is therefore crucial to prove that the half-line is open to
make the identification (61). Hence, in order to estimate the upper Minkowski content
uniformly over the compact family C , it suffices to estimate the Hausdorff dimension
uniformly.
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Proof of Lemma 3.1. The fact that A pC q is an upper half-line is clear, since it is the
intersection of upper half-lines, so to establish the first statement of the theorem, we
just needs to show that it is open. Fix β P A pC q. We may assume that β ą 0, since
0 R A pC q. Indeed, the closure under rescalings about all possible centers guarantees
that H0pKq “ 0 for every K P C only if C “ H.

Given any K P C (recall that K is compact), we can then find a finite cover U pKq :“
tBripxiquNi“1 of K by open pm ` nq-dimensional balls such that

Nÿ

i“1

r
β
i ă 1

2
.

Letting

WpKq :“
Nď

i“1

Bripxiq,

we know that we can find a finite collection of sets K1, ...,KM such that for any K P C ,
there exists j P t1, ...,Mu such that K Ă WpKjq. This is due to the compactness of C

with respect to the Hausdorff topology.
Now write

U pKjq “ tBrj,ipzj,iquNpKjq
i“1

to denote the balls from WpKjq. Since our collection is finite, we can certainly find
α ă β such that

NpKjqÿ

i“1

rαj,i ď 1

2

for each j.
We will show that α P A pC q by inductively replacing each cover U pKjq by improved

covers with reduced overlaps, which satisfy an α-dimensional packing condition. At each
stage we will replace a ball in the cover by a collection of smaller balls that cover K

more efficiently. We will later see how to further improve this efficient covering to one
where the balls have comparable radii at each stage, in order to deduce that the stronger
property (4) holds for the exponent α.

Fix any K P C , and select Kj such that K Ă WpKjq. At the first stage of our
subdivision, let U1 “ U pKjq.

Assume that we have constructed Uℓ. Take any Brpxq P Uℓ. Choose j “ jpx, rq such
that the blow-up Kx,r satisfies

Kx,r X B1 Ă WpKjpx,rqq,
with corresponding family

U pKjpx,rqq “ tBrjpx,rq,i pzjpx,rq,iqu
of balls in WpKjpx,rqq. Now we scale these balls back down to the correct size for K

itself, to get a family

S px, rq :“ tBrrjpx,rq,ipx ` rzjpx,rq,iqui.
Then we have

(62)
ÿ

BρpwqPS px,rq
ρα “

ÿ

i

rαrαjpx,rq,i ď 1

2
rα.

So indeed, this provides a more efficient covering of the portion of K inside Brpxq, than
Brpxq itself. Doing this for each ball within the family Uℓ, we may thus naturally define

Uℓ`1 :“
ď

BrpxqPUℓ

S px, rq.
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Summing the packing estimate (62) over the entire family Uℓ`1 yields

ÿ

Bτ pxqPUℓ`1

τα “
ÿ

BrpxqPUℓ

ÿ

BρpwqPS px,rq
ρα ď 1

2

ÿ

BrpxqPUℓ

rα.

Hence, by our choice of U1,
ÿ

Bτ pxqPUℓ`1

τα ď 1

2ℓ`1
.

We can continue refining our cover in this way indefinitely, taking ℓ Ò 8, which tells us
that HαpKq “ 0.

It remains to show the uniform boundedness of the upper Minkowski contents over
the compact family C . We will use the above efficient covering for the sets in our family
and will amend it appropriately using compactness to further ensure that the radii of
the balls are comparable at each stage. This additional improvement will be precisely
what we need in order to obtain the strengthened packing estimate (4).

First of all, find the sizes of the smallest and largest balls among all the covers for all
of the sets Kj, j “ 1, ...,M :

r̄ :“ min
 
rj,i : Brj,ipzj,iq P U pKjq

(
i,j

,

R̄ :“ max
 
rj,i : Brj,ipzj,iq P U pKjq

(
i,j

.

Notice that by construction, we necessarily have R̄ ď 2´ 1

α ă 1. For K P C fixed as
before, let ρpℓq, Rpℓq denote the radii of the smallest and largest balls in Uℓ respectively,
we have

(63) ρpℓq ě r̄ρpℓ ´ 1q,

with equality whenever we refine one of the balls in our covering with a rescaled cover
that includes a rescaled ball of minimal size (among all the U pKjq), between stage ℓ´1
and ℓ.

We want to ensure that Rpℓq is comparable to ρpℓq. If this is not the case, namely if

Rpℓq
ρpℓq ą r̄´1,

then we subdivide all the large balls Bτ pwq P Uℓ with τ ą r̄´1ρpℓq, several times if
necessary, to obtain a new covering U 1

ℓ such that

‚ ř
Bτ pwqPU 1

ℓ
τα ď 1

2ℓ
,

‚ the radius of the largest ball is at most R̄kRpℓq ď r̄´1ρpℓq for k P N sufficiently
large.

Note that the radius of the smallest ball in the cover remains the same in this procedure,
since for any ball that we subdivide, the new balls will have radius at least ρpℓqr̄´1 ą ρpℓq.

Thus (not relabelling the new covers), we may assume that

Rpℓq ă r̄´1ρpℓq for each ℓ.

Combining this with (63), we further have

ρpℓq P rr̄ℓ, r̄ℓ´1q.

We claim that this new even more tightly packed family of coverings gives the packing
condition for our arbitrary fixed compact set K P C . Choose any r P p0, 1s. Find the
smallest ℓ P N such that Rpℓq ă r, namely,

Rpℓq ă r ď Rpℓ ´ 1q.
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We want to consider a covering by balls of radius exactly r, so we may enlarge all
the balls in our cover Uℓ to concentric ones with radius r that still cover K. This in
particular tells us that

NpK, rq ď #Uℓ.

We may now exploit the comparability of the sizes of all of these balls. Namely, we
obtain

NpK, rqrα ď NpK, rqRpℓ ´ 1qα

ď NpK, rqr̄´αρpℓ ´ 1qα

ď r̄´α´1NpK, rqρpℓqα

ď Cpαq
ÿ

Bτ pwqPUℓ

τα

ď Cpαq.
This concludes the proof. �

Let us now prove the statement of Proposition 3.2, which allows us to apply the Work
Raccoon Lemma 3.1 to the family C pε, K̃q.

Proof of Proposition 3.2. For ease of notation, we will omit dependencies on ε and K̃.
Clearly C containsK0, since one can take xk ” 0 and rk ” 1. The closure under rescaling
property is trivial to check by simply rescaling the convergent sequence accordingly. The
closure under Hausdorff convergence is proven as follows:

Suppose that tKjuj Ă C , with K8
j Ą Kj

dHÝÑ K. For each j, we obtain a sequence

K0
xj,k,rj,k

with

K0
xj,k,rj,k

X B1
dHÝÑ K8

j .

But then for each j, we can find kpjq large enough and a subset K̃0
j Ă K0

xj,kpjq,rj,kpjq such

that

dHpK̃0
j X B1,Kjq ď 1

2j
.

Combining this with the convergence of Kj to K, we conclude that

dHpK̃0
j X B1,Kq ÝÑ 0 as j Ñ 8.

In particular, the diagonal subsequence tK0
xj,kpjq,rj,kpjq uj of blow-ups can be taken for

K, in order to see that it indeed lies in C pε, K̃q. �

11. Non-integer multiplicity points

We give a proof of the preliminary results pm ´ 3q-rectifiability and (local) upper
Minkowski content bound for those singular points of T that have non-integer multi-
plicities. Before we begin the proof of Lemma 1.3, let us recall some notation from [19].
The (interior) k-th stratum SkpT q (more generally defined for any integral varifold) is
given by

SkpT q :“ tx P sptT zsptBT : no tangent cone to T at x is pk ` 1q-symmetric u .
Observe that this definition coincides with the definition (3). For fixed ρ ą 0 and any
δ ą 0, the quantitative k-th δ-stratum Sk

δ pT, ρq at scale r is given by

Sk
δ pT, ρq :“

"
x P sptT zsptBT :

F
`
pexq7pTx,sq B1, V B1

˘
ě δs @s P p0, ρq and

any area-min. pk ` 1q-symm. cone V P ImpTxΣq

*

where ex is the exponential map ex : TxΣ Ñ Σ, B1 Ă TxΣ. Recall that we call a varifold
V P ImpRm`n̄q a k-symmetric cone if pι0,rq7V “ V for every r ą 0 and if there exists a
k-plane π Ă Rm`n̄ such that pτyq7V “ V for each y P π.
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Note that for area minimizing currents without boundary, one can replace the varifold
metric in the above definition with the flat metric, since the two are then equivalent.

The result [19, Theorem 1.4] then states that given any ρ, δ ą 0 the k-dimensional
upper Minkowski content of the stratum Sk

δ pT, ρq is locally bounded and Sk
δ pT, ρq is

k-rectifiable.

Proof of Lemma 1.3. Fix ε ą 0, Q P Nzt0u and any Ω as in the statement of the lemma.
Let

E :“ SingěQ`ε X Ω.

Clearly E is compact, due to the upper-semicontinuity of the density. We will proceed
to show that

E Ă Sm´3
δ pT, ρq for some scale ρ and proximity threshold δ ą 0.

The idea is to show that if T is sufficiently F-close to an area minimizing pm ´ 2q-
symmetric cone V P ImpTxΣq somewhere, this forces the mass ratio of T to remain
sufficiently close to an integer value (since the density of V is always an integer). This
will be inconsistent with our assumption that we are restricted to points of non-integer
density. More specifically, we claim that there exists a scale ρ ą 0 and a parameter
η P p0, 1q for which

(64) }T }pBsppqq ď pQ ` 1 ´ ηqωmsm for every p P E and every s P p0, ρq.
Indeed, if this is not the case then we can extract a sequence of centers pk P E and
scales sk, ηk Ó 0 for which this fails, namely

}T }pBskppkqq ą pQ ` 1 ´ ηkqωmsmk .

Up to subsequence (not relabelled), we may assume that pk converges pointwise to some
singular Q-point p P E. The monotonicity formula and the convergence of the masses
}T }pBrppkqq Ñ }T }pBrppqq for all but a countable number of radii r ą 0 then tells us
that for any such r ą 0,

}T }pBrppqq
ωmrm

“ lim
kÑ8

}T }pBrppkqq
ωmrm

ě lim inf
kÑ8

eCApsk´rq }T }pBskppkqq
ωmsmk

ě e´CArpQ ` 1q.

In particular, ΘpT, pq ě Q ` 1, which contradicts the fact that p P E.
Now we may combine (64) with the properties of points in Sm´3

δ pT, ρq to reach a
contradiction as follows. Observe that the following criteria holds:

(a) If V P ImpTxΣq is an pm ´ 2q-symmetric area minimizing cone, then necessarily

ΘpS, 0q “ }S}pB1q
ωm

is a positive integer;

(b) One can choose δ ą 0 sufficiently small such that if Fppexq7pTx,sq B1, V B1q ă δs,
then

ˇ̌
}T }pBspxqq ´ }S}pB1q

ˇ̌
ă min

!η
2
,
ε

4

)
sm for any x P R

m`n;

(c) By the monotonicity formula, for any x P E and any s ă ρ sufficiently small we
have

}T }pBspxqq ě e´CAsΘpT, xqωmsm ě
`
Q ` ε

2

˘
ωmsm.

The second property follows from the fact that

FpV1, V2q “ FpV1, V2q ` Fp|V1|, |V2|q for any V1, V2 P Im.

Thus, choosing δ ą 0 sufficiently small as in (b), if there is a point x P E for which
Fppexq7pTx,sq B1, V B1q ă δs for some s ă ρ and some pm ´ 2q-symmetric area
minimizing cone V P ImpTxΣq, then

Q ` ε

4
ď }S}pBsq

ωmsm
ď Q ` 1 ´ η

2
.
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This, however, contradicts (a), so the claimed inclusion E Ă Sm´2
δ pT, ρq indeed holds

true for ρ ą 0 as in (64) and δ ą 0 as in (b). �
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