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Abstract

We report controlled interfacial assembly and reconfiguration of rectangular prism
colloidal particles between microstructures of varying positional and orientational order including
stable, metastable, and transient states. Structurally diverse states are realized by programming
time dependent electric fields that mediate dipolar interactions determining particle position,
orientation, compression, and chaining. We identify an order parameter set that defines each state
as a combination of positional and orientational order. These metrics are employed as reaction
coordinates to capture microstructure evolution between initial and final states upon field changes.
Assembly trajectory manifolds between states in the low-dimensional reaction coordinate space
reveal a dynamic pathway map including information about pathway accessibility, reversibility,
and kinetics. By navigating the dynamic pathway map, we demonstrate reconfiguration between
states on minute timescales, which is practically useful for particle-based materials processing and
device responses. Our findings demonstrate a conceptually general approach to discover dynamic
pathways as a basis to control assembly and reconfiguration of self-organizing building blocks that
respond to global external stimuli.

keywords: self-assembly | low dimensional models | reaction coordinate trajectories | rectangular
prism particles | induced dipolar potentials

Introduction

Knowledge of self-assembly mechanisms is essential to understand the spatiotemporal
emergence of structures and functions in diverse biological (e.g., proteins, viruses, membranes,
cells) and synthetic (e.g., molecules, macromolecules, nanoparticles, colloids) material systems.'-
2 A key challenge is to understand how building block interactions determine rate limiting
transition and metastable states along pathways towards target states to determine the time
evolution of self-assembly processes.’® From a technological viewpoint, such mechanistic
information can enable informed intervention in the quantitative design, control, and optimization
of self-assembly for material properties and processing.” Despite the importance of understanding
self-assembly mechanisms for many distinct materials and applications, significant challenges
remain for the connected tasks of designing experiments to interrogate essential mechanisms and
developing minimally complex dynamic models that capture dominant features.

Colloidal self-assembly is amenable to exploration of mechanistic details including
dynamic pathways based on the capability for real-space and real-time particle tracking and
tunable interactions (e.g., steric,'!! depletion,'*!* induced dipoles,'*'®* DNA binding,'”!® etc.).
Colloidal assembly has clear technological importance given the prevalence of colloidal particles
in numerous consumer products, natural biological and environmental systems,'°?° and emerging
advanced particle based materials and devices.?!">* Different shaped colloidal building blocks have

*Corresponding author: mabevan@jhu.edu

Hendley et al. Page 1 of 22



the potential to yield many different useful multifunctional microstructures in bulk 3D materials®
and in 2D surface coatings.?%2” However, colloidal assembly pathways have been demonstrated in
a limited number of simulation studies (e.g., see representative examples?®~?) and even fewer
experimental studies where obtaining necessary spatiotemporal resolution and statistics is
challenging. Examples of experimental investigations quantifying dynamic pathways include
studies of spherical colloids undergoing crystal nucleation,* grain boundary formation and
motion,** small cluster rearrangements,>® and crystal order-order transitions.*® Spherical colloidal
crystal assembly has minimal complexity compared to many self-assembling systems (e.g.,
number of states & pathways), but the simplicity has enabled relatively complete mechanistic
understanding captured in high dimensional simulations, low dimensional dynamic models, and
even optimal feedback control of self-assembly processes.?”

Perhaps the most challenging aspect of defining colloidal assembly dynamic pathways, and
self-assembly mechanisms in general, is simultaneously determining the number of dynamic
processes (i.e., dimensionality*') and a set of physically meaningful metrics to quantify their
trajectories (i.e., reaction coordinates®*). The difficulty of determining dimensionality and reaction
coordinates has been described as a “chicken-and-egg problem’ and as requiring a “procedure for
having an epiphany’; these statements refer to the lack of a priori methods for simultaneous
dimensionality reduction/reaction coordinate identification and recognize the current state-of-the-
art a posteriori approach that essentially requires intuition and iteration by domain experts. Once
the dimensionality and reaction coordinates are known, it is possible to discover mechanistic
dynamic pathways (e.g., free energy landscapes),’! stochastic structure evolution between states
(e.g., first passage times), and optimal control algorithms (e.g., dynamic programming).?”-3°** Our
prior studies of colloidal crystallization (e.g., refs*!:3* 3741y employed dimensionality reduction to
aid analysis and validate findings, but we are unaware of a priori dimensionality reduction/reaction
coordinate identification methods to initialize studies of previously uncharted colloidal self-
assembly problems.*®

Increasingly complex building blocks yield a desirable abundance of microstructural
configurations with exceptional optical, electrical, mechanical, thermal, wetting, and other
emergent material properties/behaviors (too numerous to summarize here, but catalogued in
representative reviews).”” 2> 4% However, different shaped colloids with increased degrees of
freedom inherently have additional dynamical complexity in their assembly mechanisms, and tend
to yield defective ordered states or more commonly arrested amorphous states.**** External fields
can increase the number of states and improve the degree of liquid crystalline ordering of
anisotropic colloids,**® but such states are still relatively slow to form and suffer from a variety
of topological defect types.**-! Anisotropic particle reconfiguration between multiple states has
not generally been explored in detail beyond two-state isotropic-nematic and isotropic-crystal
transitions>>->* and application to diverse shapes is still in development. Because AC electric fields
can induce dipolar interactions in essentially any particle material, shape, and size,” approaches
to field mediated assembly can be material agnostic and applicable to diverse applications.

Recently, we have shown for a class of convex superelliptical prism particles (e.g., disks,
ellipses, squares, rhombuses, rectangles, rounded variants, etc.) how AC electric field mediated
dipolar interactions together with packing effects (entropy) yield diverse liquid crystal and
crystalline states.’*” A key aspect of achieving these states was the ability to tune k7-scale dipolar
potentials (via field voltage, frequency),’®>’ where the thermodynamic driving force and system
state are well defined. Changing k7-scale potentials in an informed manner can be used to perturb
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a system out of equilibrium, where it subsequently re-equilibrates via stochastic microstructure
evolution (drift and diffusion) on a different free energy landscape. In contrast, abruptly changing
>>kT interactions often leads to amorphous arrested or aggregated states (via rapid drift), where
diffusive motion that drives self-assembly vanishes and relaxation/reconfiguration is irreversibly
quenched. As a result, understanding how changing k7-scale interactions determine dynamic
pathways is necessary to engineer self-assembly and reconfiguration processes that occur on
reasonable timescales and do not terminate in trivial arrested, irreversible, amorphous states.

Despite prior investigations of many aspects of anisotropic particle self-assembly, we are
unaware of studies estimating dimensionality, reaction coordinates, or dynamic pathways for
assembly of different shaped colloidal particles in experiments (simulations have probed limited
aspects>®). Although the simplest model systems of spherical colloids have been understood in
terms of low dimensional dynamic pathway models,?® * consideration of additional complexity in
terms of shape anisotropy has received little attention. From a broader perspective, a similar issue
is encountered in many self-assembling systems — for example, where peptides are generally
investigated rather than complete proteins — complexity often increases too quickly (i.e., “curse of
dimensionality”). Ultimately, there are quite a few open questions and challenges related to
extending approaches for quantifying stochastic evolution of self-assembling building blocks to
increasingly complex systems, with important scientific and technological impacts.

Here, we investigate non-equilibrium dynamic pathways for self-assembly of rectangular
prism shaped particles into diverse microstructures within quasi-2D monolayers in AC electric
fields (Fig. 1). These experiments probe well defined states and conditions from knowledge of
how AC electric field amplitude and frequency mediate shape-dependent dipolar interactions,?®
particle positions and orientations,’® and packing under compression.?¢-?”- -0 Furthermore, as a
foundation for probing non-equilibrium dynamics in this system, we have identified for quasi-two-
dimensional rectangular prism particles the equilibrium phases of hard particles*® and accessible
metastable states in AC electric fields.?” These prior studies uncovered a diversity of transient,
metastable, defective, and stable states, that indicated greater complexity in the non-equilibrium
states and dynamical behavior compared to other 2D particle shapes. The rectangular prism
particle anisotropy together with the presence of corners stabilizes a number of liquid crystal states
and can influence slow dynamics via translation-rotation coupling. In the following, we first
identify a number of states of interest in optical microscopy experiments. We next determine a
minimal set of reaction coordinates, and hence dimensionality, to define states and dynamic
pathways as manifolds of stochastic assembly trajectories between different initial and final states
based on dipolar potential changes. Finally, we use the resulting dynamic pathway map to navigate
and reconfiguration between all states on diffusion limited timescales, which is practically useful
for viable materials processing times and device response rates.

Results & Discussion
Field Mediated Anisotropic Particle Assembly

Non-uniform AC electric fields induce dipoles on different shaped colloidal particles via
polarization of their electrostatic double layers, which can be used to control their position,
orientation, and concentration within quasi-2D monolayers between thin film electrodes (Fig.
1A).2” For the rectangular prism particles investigated in this work (axis dimensions of 8.4 x 4.6 x
1.6 um), 12 possible states of single particle positions and orientations can be achieved by
controlling the electric field amplitude and frequency.>® We focus on the case where the induced
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Fig. 1. Microscopy electrode cell, dipolar potentials, and assembled states of rounded rectangles.
(A) Schematic of optical microscopy cell for observing quasi-2D monolayers of rounded rectangular colloids
between 100 um coplanar electrodes to generate AC electric fields. Potential energy landscapes for: (B)
position and orientation dependence of induced dipoles in nonuniform electric field at the electrode gap
center (dipole-field potential®¢), and (C) relative position dependent interaction between induced dipole pairs
(dipole-dipole potential®”). (D) States of assembled rectangles in renderings and images organized by
degree of orientational and position order and average concentration. Photolithographic epoxy particle
dimensions are: 2ry = 8.4um, 2r, = 4.6um, and 2r; = 1.6um and provide internal image scale bar.

dipole-field potential has a potential energy minimum (Fig. 1B) corresponding to a particle
position at the electric field minimum at the electrode center, and an orientation with the long axis
aligned with the field and the smallest axis perpendicular to the substrate. Particle translation and
rotation out of the plane parallel to the substrate are minimal based on confinement by gravity and
electrostatic repulsion between the particle and glass microscope slide.

An ensemble of dipolar particles can be compressed at the electric field minimum, where
induced dipole-field interactions continue to influence particle position and orientation, but dipole-
dipole potentials (Fig. 1C) and particle packing effects (similar to corresponding hard particle
shapes?®) also contribute to the net balance of interactions determining the particle configuration
within quasi-2D monolayers.>’ Because non-uniform fields compresses dipolar particles against
their osmotic pressure,’”> ¢! field amplitude can partly be considered as an analog of pressure. In
addition, because particle polarizability along different axes relative to the medium depend on field
frequency, frequency selection determines whether particles concentrate at field maxima or
minima and which particle orientation has the lowest energy.’® * As a result, the AC electric field
amplitude and frequency together provide some control authority over both particle position and
orientation within concentrated particle ensembles.

2D Rectangular Prism Particle States

The balance of field mediated interactions and particle packing effects in the nonuniform
AC electric field leads to a number of quasi-2D states (Fig. 1D). State classification and
nomenclature is based on prior studies of rectangular’®®® and dipolar''¢ particles, which are

Hendley et al. Page 4 of 22



summarized in our prior studies of superelliptical prism particle states.?6-?7 States are characterized
by their degree of orientational and positional order within liquid, liquid crystalline, and crystalline
microstructures. Representative optical microscopy images and renderings show accessible states
of ~140-220 particles. We characterize these states as fluid, glassy, nematic, binematic, tetratic,
string-fluid, smectic, and 4-fold ordered crystals. These states are expected based on our prior
studies of the same shape particles with hard interactions having equilibrium fluid, nematic, and
crystal phases (in simulations),?® and with field induced dipolar interactions and confinement
exhibiting fluid, nematic, tetratic, smectic, and crystalline states (in experiments).?’

Stable fluid, nematic, and crystal states correspond to equilibrium phases in large uniform
systems, whereas metastable states appear as types of defective, transient, or arrested states. The
“binematic” state, using previously defined nomenclature,®® indicates a nematic state with a
portion of misoriented particles (generally orthogonal to the nematic director). The binematic state
is intermediate to nematic states with all particles having uniaxial alignment along a single director,
and tetratic states with an equal number of particles oriented along orthogonal directors (i.e.,
biaxial orientational order).* We detect evidence of transient smectic states with one-dimensional
positional order (layering along a nematic director). A string fluid state is observed, which consists
of dipolar particles chains in head to tail configurations along the particle long axes. This state is
similar to dipolar chains of spherical colloids,'*!® which can percolate between electrodes to
modulate circuit impedance.%® Rapid quenches of fluid states produce “glassy” states having
minimal positional or orientation order like fluids, but with signatures of dynamic arrest (e.g.,
dynamical heterogeneity, lack of long time self-diffusion, slow aging, etc.).**** In the following,
we discuss order parameters to define states from particle coordinates, which we subsequently use
as reaction coordinates to monitor microstructure evolution and relaxation between states.

Order Parameters & States

We identify a minimal number and types of order parameters to capture the observed states
based on instantaneous configurations in microscopy or computer experiments. The aim is to
monitor order parameters vs. time as reaction coordinates for dynamic assembly and
reconfiguration processes. A minimal order parameter set that capture all stable states as well as
defective, transition, and metastable states can provide a low dimensional model of dynamic
pathways on free energy landscapes.’"” ** Identifying the minimal number and correct order
parameters is nontrivial, but can be aided by dimensionality reduction methods.* ¢ In the following,
we describe a minimal set that appears to capture the key states and transitions between them,
although further exploration could yield alternate metrics distinguishing states and critical
microstructural features along pathways.

Here we demonstrate a combination of three order parameters to identify states of interest
(Fig. 1). The three parameters are: (1) the average local nematic order (S2), the average local
tetratic order (74), and the average local stretched four-fold connectivity (C4, combining 4-fold
bond orientational order and coordination number), where each parameter takes values between 0
and 1 and is defined in Methods. These order parameters are well established based on their global
variants for determining equilibrium phases of 2D rectangles®® > and related metrics for
metastable states in related systems of disks, spheres, ellipses, and rectangles.!#16 443 Averaging
each local order parameter over all particles in a given configuration provides an effective global
order parameter for that state. Global nematic, tetratic, and 4-fold connectivity parameters were
previously shown to capture stable states of nearly rectangular hard prisms with and without
fields.?®>” However, average local order parameters better capture emergence of local order and

Hendley et al. Page 5 of 22



A fluid glassy nematic crystal
[0.22,0.2,0.48] [0.37,0.25,0.65] [0.62,0.35,0.7] [0.97,0.94,0.9]

Fig. 2. Order parameters and reaction coordinates for assembled rectangle states. (A) States of
rectangles in (left-to-right) fluid, glassy, nematic, and crystal configurations in AC electric fields. Particles
individually colored by S, (red, Eq. (1)), T4i (yellow, Eq. (2)) and Cy, (blue, Eq. (3)). (B) 3D state map to
indicate regions for microstructures in Fig. 1 with states (abbreviations) as: fluid (F), nematic (N), crystal
(X), glassy (G), binematic (B), string fluid (Sf), smectic (Sm), and tetratic (T). Coloring scheme includes
average Sy, T4, and C4ranging from white to red, white to yellow, or white to blue from 0 to 1. Colors are
mixed such that [0, 0, 0] corresponds to white and [1, 1, 1] is black.

its evolution into global order by capturing defects, spatial variations, and edge effects within the
non-uniform, non-equilibrium, and small systems in the present work (similar to our past work on
spherical colloidal crystals under similar constraints3!: 34 3),

Application of the three order parameter set (S2, 74, C4) to microscopy images (Fig. 2)
demonstrates their quantification of different states including defects, spatial variations, and edge
effects. For example, fluid states have vanishingly small values of all order parameters, and perfect
crystals have nearly unity values for all order parameters. In contrast, nematic states have high
nematic order, as expected, but also lower tetratic order and 4-fold connectivity that distinguish
them from other states. The glassy state has low nematic and tetratic order, but relatively high 4-
fold connectivity, where low orientational order is typical of glassy anisotropic particles, and high
connectivity reflects the relatively higher coordination number.*® Although dynamic
characterization is generally necessary to detect glassy behavior, static metrics®* for instantaneous
states can be monitored as a function of time to serve as reaction coordinates.

Table 1. Reaction coordinate thresholds for state determination. Ranges for aspect ratio ~2 rounded

rectangles based on ensemble average nematic, S; (Eq. (1)), tetratic, T4 (Eq. (2)), and stretched four-fold
connectivity, C4 (Eq. (3)), based on prior hard particle simulations2® and dipolar particle experiments.2”

state particle orientational order bond orientational order

fluid (F) S:<0.5 C4<0.6
glassy (G) S2<0.5 C+0.6
nematic (N) S2>0.5 N (S2-T4)>0.1 C4<0.85
binematic (B) S2>0.5 N |S2-T4<0.1 C4<0.85
tetratic (T) T20.5 N (S2-T4)<-0.1 C4<0.85
string fluid (Sf) S$»>0.85 C4<0.6

smectic (Sm) 0.7<S,<0.9 0.7<C4<0.9
crystal (X) S»>0.9 C+0.85

Defining bounds of the three order parameters determines three-dimensional regions
(Table 1) for each state (Fig. 1). Using the same red, yellow, blue coloring scheme for S>, 74, Cs
values of individual particles (Fig. 2A), we use a color mixing rule to indicate distinct 3D regions
(Fig. 2B) for each state. Although the smectic state could be resolved by a single parameter
specifically designed to detect smectic order, the current set of three order parameters defines a
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region intermediate to nematic and crystal states, and is thus adequate for capturing this transient
state. Other order parameters could be useful for tracking topological defects within confined
liquid crystalline and crystalline states, which could also be connected to different local distortion
profiles that control relaxation pathways.® In the context of our following results, we discuss how
this order parameter set resolves assembly pathways and evolution between states.

Dynamic Pathways between Stable States

We now use the order parameters in Table 1 as reaction coordinates to quantify dynamic
pathways for transient stochastic microstructure evolution between states with changes in field
mediated dipolar interactions. We first investigate transitions to stable states (Fig. 3) initiated from
fluid states either with no field or weakly confined within low amplitude fields. Upon a step change
in the electric field amplitude at fixed frequency, dipole-field interactions both align and compress
particles into nematic (Fig. 3A) and crystal (Fig. 3C) states. Turning off or decreasing the field
reversibly melts nematic (Fig. 3B) and crystal (Fig. 3D) states to low density fluid states. The field
conditions and dipolar interactions that stabilize each initial and final state in Fig. 3 are reported
in Table 2. In the following, we discuss the reaction coordinate’s ability to capture transient
assembly pathways.

Table 2. Field conditions for initial and final states. Initial and final states are determined by field
mediated dipolar interactions, which depend on field conditions. States are reported with AC electric field
voltage, V, (that determines nonuniform field amplitude, Eo=V/dg) and frequency, w, that together determine
magnitudes of dipole-field¢ and dipole-dipole®” interactions (see cited references for analytical potentials
matched to measurements). Stable states are more directly linked to field conditions, whereas metastable
states are approximate based on sensitivity to kinetics. Extended table available in supporting information.

state "4 o/ MHz dipole-field orient / concentrate dipole-dipole chaining
F 0 0.3-20 zero none / none zero none
N 0.3-2 0.3-5.5 low med / med low low
X 1.8-2 0.3-1 med high / high med high
G 1 2 low low / med low low
BN 2-5 20 high high / high low low
SF 1.5 04 low low / low high high

Fluid-Nematic Pathway. We first discuss the case of starting from a homogeneous initial fluid state
in the absence of any applied field, where we then make a step change to applied field parameters
known to produce a stable nematic state (Fig. 3A, Movie S1).?7 Particles rapidly align with the
field via a torque generated by an angular gradient in the dipole-field potential. The nematic
director is the same as the field direction in lab coordinates. Particles translate towards the
electrode central region (the electric field minimum) where they are compressed via the dipole-
field potential and nonuniform field shape.’®’ Particles translate to stable positions more slowly
than they orient into alignment with the field, which aids formation of the nematic state during
compression without many misoriented particles. Within ~10 min. of the field step change, all
three coordinates stabilize at (S2, 74, C4) = (0.75, 0.6, 0.75), which is a highly ordered nematic state
without the positional order of a crystal or the biaxial order of binematic or tetratic states.

Images at different time points and video (Movie S2) colored by S> show how reaction
coordinate trajectories capture the nematic ordering process. The 3D reaction coordinate trajectory
(i.e., $2, Ta, Cs) colored by the mixing rule described in Fig. 2 occurs along a manifold that is
reproducible with many realizations of the same step change experiment in Fig. 3A. The transition
from an initial homogeneous fluid to a nonuniform nematic state is continuous with an
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Fig. 3. Reversible dynamic pathways for fluid-nematic and fluid-nematic-crystal transitions of
rectangular prisms in AC electric fields. State transitions for (A) fluid-nematic, (B) nematic-fluid, (C) fluid-
crystal, and (D) crystal-fluid. In top of each panel, time-stamped microscopy images are colored by
dominant reaction coordinates, including (A, B) Sz;and (C, D) Cy4,. Dark edges show 100 um electrode gap
providing internal scale bar in addition to 2r, = 8.4um long particles. In lower-left of each panel, time
dependent trajectories are shown for field parameters (V, o), reaction coordinates (Sz, T4, C4), and state
identification from Table 1. In lower-right of each panel, 3D reaction coordinate trajectories are colored by
mixing rule in Fig. 2 with arrows indicating direction.

approximately exponential relaxation towards a stable state. The nearly exponential evolution
along each coordinate, and assembly pathway manifold, upon a field step change is consistent with
saturation of a driving force (due to a free energy gradient) against a constant dissipative force
(due to hydrodynamic interactions). Modeling relaxation rates is beyond the scope of this study,
but the observed exponential behavior is similar to reaction coordinate based dynamic pathways
for spherical colloidal crystals in AC electric fields where such rates were modeled in detail.>! 3

With a step change reversal of the field (Fig. 3B, Movie S2), the nematic melts to the fluid
with all reaction coordinates decaying in~10 minutes along the same 3D manifold as the forward
assembly process. Because the forward and reverse assembly processes follow similar trajectories,
the mechanisms appear similar based on the time evolution of particle and bond orientational order.
The melting process occurs via the diffusion limited particle translation and rotation, as there is no
field contribution mediating particle migration (as in field driven colloidal crystal disassembly?7).

Fluid-Crystal Pathway. With an understanding of the fluid-nematic transition, we next investigate
fluid-crystal (Fig. 3C, Movie S3) and crystal-fluid (Fig. 3D, Movie S3) transitions as they pass
through nematic states. Particles are colored by their Cs values to capture the evolution of local
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four-fold connectivity. Although dipolar potentials can produce different crystal states compared
to hard particles of the same shape (e.g., spherical dipolar colloidal crystals'* ), here rounded
rectangles form crystals with stretched four-fold symmetry for both hard and dipolar potentials.?-
27 As a result, C4 is an appropriate reaction coordinate to capture local crystallinity. As with the
fluid-nematic transition, we plot 3 separate reaction coordinates vs. time and the 3D trajectories.

With a step change in field parameters to conditions where the crystal is the stable state
(Table 2), via stronger field mediated compression than the nematic, all three coordinates
exponentially rise to near unity values (Fig. 3C). Local nematic order increases fastest to produce
an intermediate nematic state that persists for several minutes before the onset of a crystal state
characterized by C4>0.85. This behavior is again attributed to the dipole-field potential driving
faster rotation than translation at these field conditions (2V, 1MHz). This process shows an
accessible dynamic assembly pathway where nematic ordering occurs with minimal misoriented
particles; this provides a useful transition state along a pathway towards a low-defect crystal state.
It does not appear possible to pass directly from the liquid to the crystal state without passing
through a nematic state (although lower aspect ratio particles could instead pass through a rotator
crystal state,?® at a frequency where dipolar alignment is less favorable®®). It is possible that the
assembly trajectory passes through a short-lived transient smectic state with both particle and bond
orientational order exceeding what is expected in the nematic state but short of the crystal state.

The reverse melting process occurs along the same manifold in the 3D reaction coordinate
space, passing through an intermediate nematic state, and possibly a transient smectic state (Fig.
3D, Movie S4). The decay rate of positional and orientational order occurs via diffusion limited
melting of the crystal into the nematic and subsequently fluid states. The evolution of reaction
coordinates during freezing and melting appears similar in that nematic order is greater than 4-fold
bond orientational order, and both are greater than tetratic order. Bond orientational order
correlates with positional ordering that changes during freezing and melting; this is consistent with
Cyrising the slowest during freezing and decaying first during melting. In short, orientational order
already present in the nematic state continues to rise during freezing faster the positional order that
defines the crystal states, and the melting process follows the same steps in reverse.

Dynamic Pathways between Metastable States

In addition to navigating between stable states, we explore the ability to navigate between
non-equilibrium metastable states. Such states could include undesirable kinetically trapped states,
transition states along pathways between stable states, or desirable configurations with exceptional
mechanical, optical, electrical, or other properties. In the following, we explore assembly of initial
fluid states into amorphous dynamically arrested glassy states, string fluids, and defective nematic
states (binematics®’). By understanding accessible pathways between such metastable states, we
can understand how to navigate toward or around such states as desired in different applications.

Fluid-Glassy State Pathway. We start by considering a quench of a dense fluid state into an arrested
glassy state (Fig. 4A, Movie S5). By quenching a high density fluid, in contrast to a low density
fluid (Fig. 3A), particles are compressed into a state that lacks orientational or positional order like
the dense fluid, but is also unable to relax via self-diffusion or orient via dipole-field interactions.
The S2 and T4 reaction coordinates for uniaxial and biaxial orientational order show little evolution
after the step-change. A small increase in orientational order, S>, occurs via edge particle rotation
that is less constrained than interior particles, although it is small and does not appear to spatially
propagate into the interior on the observation time scale. The local 4-fold connectivity, Cs, has the
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Fig. 4. Dynamic pathways between metastable states: fluid-glassy, fluid-binematic, binematic-
nematic, and fluid-string transitions of rectangular prisms in AC electric fields. State transitions for
(A) fluid-glassy state, (B) fluid-binematic, (C) binematic-fluid, and (D) fluid-string fluid. In top of each panel,
time-stamped microscopy images are colored by dominant reaction coordinates, including (A, D) Ca,, (B)
Taj., and (C) Szi. Dark edges show 100 um electrode gap providing internal scale bar in addition to 2ry =
8.4pm long particles. In lower-left of each panel, time dependent trajectories are shown for field parameters
(V, o), reaction coordinates (Sz, T4, Ca), and state identification from Table 1. In lower-right of each panel,
3D reaction coordinate trajectories are colored by mixing rule in Fig. 2 with arrows indicating direction.

largest change with the field change. The local increase in bond orientational order and
coordination number does not coincide with any long-range positional order, but is consistent with
high local densities that lead to both rotational and translational arrest. The lack of orientational
and positional order, together with an absence of long-time rotational or translational diffusive
motion, leads us to characterize this as a glassy state. We do not further investigate ageing of this
state, but plan in future work to characterize both its dynamic and structural features for
comparison to other 2D anisotropic particle glassy states.** ¢’

Upon field removal, the glassy configuration relaxes to a fluid state, but along a modified
pathway compared to the one along which states initially formed. Practically, the 4-fold
connectivity, Cs, returns to a more typical fluid value as particles begin experiencing rotational
and translation diffusion in a dense fluid state. However, orientational order, primarily of the edge
particles, decays more slowly than bond orientational order with the field removal; this causes the
disassembly trajectory to follow a path toward a high density fluid with initially more orientational
order that ultimately decays to the initial dense fluid starting coordinates. As a result, the 3D
reaction coordinate trajectory shows a hysteresis via the different assembly and disassembly
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trajectories. Such a hysteresis could be exploited in annealing processes to produce desirable net
state changes after many cycles, where for example, in the present case, it may be possibly to
achieve glassy states with progressively more orientational order via cycling.

The glassy state does not appear to be easily reconfigured into nematic or crystal states
without first returning to fluid states, which suggests the pathway from the fluid is a dead end. As
such, we can target glassy states via the demonstrated pathway if their amorphous arrested
configuration has desirable mechanical or electromagnetic scattering properties. However,
reconfiguring the glassy state into nematic, crystal, or other states appears to require returning to
a fluid state along a similar manifold, before sequentially choosing pathways towards other
configurations. Although static magnetic fields have transformed low-density multi-domain
nematics into more globally ordered nematics,’? we are unaware of any precedent for relaxing a
glassy state of anisotropic colloids into more ordered states via applied fields. After establishing
the dead end pathway to the glassy state, we next explore pathways to other metastable states.

Fluid-Binematic Pathway. The fluid state can also be transformed into binematic states,’® where
some fraction of particles are approximately orthogonal to the majority of particles aligned along
a nematic director. The small fraction of misoriented particles in the binematic are effectively
defects in an otherwise single domain nematic state. Larger system sizes can form multi-domain
nematics where the local director continuously varies, or tetratic states as a sort of “patchwork” of
local domains with biaxial orientational order. However, these states are not generally observed
for relatively small slit pore geometries (small width compared to particle dimensions)®s° like the
confining parallel electrodes in this work.

To probe the fluid-binematic pathway, we start from an isotropic fluid, and then apply a
high frequency (20MHz) field, which only weakly aligns particles with the field but rapidly
concentrates particles at the electrode gap center (field minimum) (Fig. 4B, Movie S6). At this
frequency (Table 2), translation is faster than rotation, which traps some single particles and small
collections of vertically oriented particles, producing partial biaxial alignment. Since the fluid state
has particles in all orientations, some particles are already orthogonal to the field direction and
more likely to get trapped upon compression. Compared to the fluid-nematic transition, the
reaction coordinate trajectories show significantly decreased local nematic order, S>, and increased
local tetratic order, Ty, producing the binematic state (Table 1).°° The decreased S> and increased
T, together produce a 3D reaction coordinate pathway toward a metastable terminus at the
binematic state that follows a different manifold than the fluid-nematic pathway.

The formation of the binematic state (Fig. 4B, Movie S6) contrasts the assembly of the
nematic (Fig. 3A) and glassy (Fig. 4A) states in several important ways. On the fluid-binematic
path, we start at a lower initial fluid density than in the case where we quench to the glassy state
(Fig. 4A), and also with less pre-alignment than in the fluid-nematic transition (Fig. 3A). The
lower concentration, less pre-ordering, and weak field alignment produce the observed binematic
order, or defective nematic order, which appears to emerge from coupled translation and rotation
during compression. The binematic state is stable on observation times of at least tens of minutes,
which suggest a significant barrier to relaxation; however, the binematic state is expected to be
metastable with respect to the nematic state and ultimately relax via translation-rotation of
misoriented particles. Rather than characterize relaxation at fixed conditions, we next explore
changing field conditions to promote transition of binematic states to the other states.

Binematic-Nematic Pathway. We now investigate transition pathways accessible from the
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binematic state. The reverse diffusion limited binematic-fluid transition along the same manifold
as the assembly process is possible as in other cases studied so far. We were unable to produce a
direct transition of the binematic into either glassy or crystal states without first passing through
other states. In brief, stronger field mediated compression produces a quenched binematic state
with similar orientational and positional order, where misoriented particles are not resolved. We
were also unable to directly produce an arrested glassy state with no positional or orientational
order without first passing through a dense fluid state. States having high tetratic order
characteristic of a bulk tetratic phase were not routinely encountered except for transient
microstructures like the one shown in Fig. 1D, which is perhaps not unexpected for small system
sizes.?6-%° However, we were able to repeatedly produce relatively defect free nematic states from
binematic states, so we focus on this pathway.

Using our prior knowledge of how field amplitude and frequency together control
anisotropic particle orientation and localization at field minima (Table 2),%” %537 we devised an
approach to enable a transition from a metastable binematic state to a stable nematic state (Fig.
4C, Movie S7). Beginning with the field parameters that produce the metastable binematic state,
the transition is initialized by slightly decreasing field amplitude to reduce compression at the
electrode gap center, and then quickly before any occurrence of fluidization into an isotropic state,
the field parameters to produce a stable nematic are re-applied (i.e., the amplitude and frequency
used to generate the nematic from the fluid state in Fig. 3A). The two-step process first allows
relaxation of kinetically constrained particles, then subsequently drives orientational order to
obtain the nematic state (where the dipole-field potential always drives nematic order over tetratic
order). The 2D and 3D reaction coordinate trajectories first show decreasing tetratic and 4-fold
bond orientational order, and then a subsequent increase in nematic order, S», while 74 and Cs
remain lower. This demonstrates an alternate pathway to the nematic state.

Fluid-String Fluid Pathway. Starting from a low density fluid, we demonstrate a transition to a
“string fluid” state'*!> where particles assemble into “strings” with orientational order aligned with
the field direction, and with positional order along their length, but otherwise fluid based on their
translational diffusion (Fig. 4D, Movie S8). This state is achieved via strong dipole-dipole
interactions that align particles head-to-tail while simultaneously having minimal dipole-field
mediated compression that would yield crystalline states. This combination of field mediated
dipolar interactions is achieved by operating near to the positional cross-over frequency (0.3MHz)
where the particle-field potential vanishes such that particles don’t have a significant preference
for the field minimum or maximum,® but the dipole-dipole potential is still determined by the field
amplitude.>’ Ellipsoids in AC electric fields have shown staggered chain stacking due to the
angular dependence of dipolar potentials,*® however, the rectangular particle corners do not allow
sampling of the same relative angles between particles, so they simply stack head to tail.

The reaction coordinates for the fluid-string fluid transition capture rapidly increasing
orientational order via S», which also produces increasing tetratic order, but C4 remains low due to
low coordination and 4-fold bond orientational order. The 3D trajectory has less blue color than
the transitions from the fluid glassy, nematic, and binematic states. The state is metastable in that
“string” diffusion to enable string-string interactions is slow, and dipolar repulsion between strings
does not allow them to coalesce as concentrated particles do under strong compression, Fig. 3C).
The reverse process, at the same field frequency as the forward process, allows translational and
rotational diffusion of particles so that the relatively dilute strings rapidly disassemble into a dilute
fluid state along the same assembly pathway. By going to a different field frequency that favors
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concentration of particles at the electric field minimum, it is possible to transition string fluids into
nematic and the crystal states, although with fewer particles given the dilute fluid starting state.

Dynamic Pathway Map & State Reconfiguration

With an understanding of transition pathways between stable, metastable, and transient
states, we demonstrate reconfiguration between states along the pathways identified in the 3D
reaction coordinate space. To formulate the reconfiguration strategy more clearly in the context of
dynamic pathways, we first summarize a “map” of available pathways (Fig. SA, B) connecting
states in the defined 3D coordinate space (Figs. 1D, 2B). For example, results in Figs. 3, 4 show
the fluid state can be reversibly transformed into glassy, binematic, nematic, or string fluid states
through careful control of initial conditions and field parameters. Accessing the crystal state
requires passing through a highly ordered nematic state. States with high orientational and
positional order such as crystals and string fluids can be disassembled through transient smectic
states and into stable nematic states. Binematic states can be irreversibly transformed into nematic
states, and glassy states are a dead end pathway that can only be disassembled into fluid states.
Tetratic states are a low probability metastable state that can be considered a special case of the
binematic state. Obtaining nearly infinite dilute configurations of non-interacting particles requires
using electro-osmotic flows to remove particles from the electrode gaps.®*

With knowledge of how changes in electric field parameters determine the assembly of
such diverse microstructures, and the dynamic transitions between microstructures, we can
formally design, control, and optimize reconfiguration between accessible states along dynamic
pathways defined by reaction coordinates. As noted in the introduction, such states can have
exceptional optical, electrical, mechanical, thermal, and other properties, so reconfiguration
between such states can enable active materials and devices. In the following, we demonstrate
reconfiguration between different states based on navigating along available pathways with
consideration of rate limiting dynamic processes that determine reconfiguration timescales. The
following examples of field mediated reconfiguration are conducted using open-loop control
schemes designed by a human agent based on domain expertise, but this scheme provides a basis
to consider development of closed-loop control policies using theoretical and machine learning
enabled approaches.?3!:33

Fluid-Nematic-Crystal Reconfiguration. We first demonstrate reconfiguring between fluid,
nematic, and crystal states (Fig. 5C, Movie S9). From an initial fluid state, we are able to easily
generate an intermediate nematic state as in Fig. 3A, which we transition directly to a crystal state.
We could have easily reversed this process along the same 3D manifold back to the fluid state, but
we decided to investigate switching between nematic and crystal states, which could be useful in
device responses (e.g., structural color displays’!) based on material properties associated with
such microstructures (e.g., polarized iridescence’>”?), but also for understanding basic questions
about annealing crystals by cycling nematic-crystal transitions. Although a number of studies have
explored the reversible dynamics of field mediated fluid-nematic transitions,>-* we are unaware
of studies of nematic-crystal transitions with cycling.

Upon initial field application to generate the crystal state (Fig. 5C), the nematic transitions
to the crystal along a path with higher 4-fold bond orientational order than nematic order (C4> S>),
which differs slightly from the fluid-crystal manifold in Fig. 3C where (C4 < S2). The primary
difference between the two processes is the field step change (Fig. 3C) produces nematic order
faster than 4-fold connectivity, whereas the slow ramp (Fig. SC) produces 4-fold connectivity
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Fig. 5. Dynamic pathway map and reconfiguration between stable and metastable states. Pathways
indicated (A) schematically and (B) by lines along manifolds in 3D reaction coordinate space. Arrows
indicate favored direction as well as reversibility. State coloring scheme same as Fig. 2. Right panels show
multiple reconfigurable transitions between (C) fluid-nematic-crystal states, and (D) fluid-binematic-nematic
states. In top of each panel, time-stamped microscopy images are colored by dominant reaction
coordinates, including (C) Ca,, and (D) Sz,. Dark edges show 100 um electrode gap providing internal scale
bar in addition to 2r, = 8.4pm long particles. In lower-left of each panel, time dependent trajectories are
shown for field parameters (V, o), reaction coordinates (Sz, Ts, C4), and state identification from Table 1.
In lower-right of each panel, 3D reaction coordinate trajectories are colored by mixing rule in Fig. 2.

faster than nematic order. The slow ramp enhances dipole-field alignment and nematic order to
bypass binematic states, which enhances evolution of 4-fold bond orientational order even before
the threshold is passed to attain the crystal state (Table 2).

The resulting highly ordered crystal state has a small percentage of misoriented particles,
which could arise from thermal fluctuations in the stable configuration, or as trapped defects, so
we explore cycling between the nematic and crystal state in two more cycles. A reduction in the
applied field amplitude reduces both dipolar alignment and compression so that particles return to
a nematic state with a closely coupled decrease in both particle and bond orientational order. The
increased translational and rotational diffusion of particles in the nematic state enables misoriented
particles upon re-application of the higher voltage to become correctly oriented, which also enables
improved positional order in the crystal state. Cycling the field two times produces a crystal state
with exceptional order in terms of the 3D reaction coordinates (S2, 74, Cy4) approaching (1,1,1).
The crystal state displays some lattice variations that we attribute to thermal fluctuations due to its
low modulus and small system size, but otherwise this configuration displays exceptional
positional and orientational order. As a result, the original misoriented particles appear to be
metastable defects trapped on the first compression that can be corrected with annealing, rather
than defects due to thermal fluctuations in the crystal state.

Fluid-Binematic-Nematic Reconfiguration. We next demonstrate reconfiguring between states of
varying orientational order including fluid, binematic, and nematic states (Fig. SD, Movie S10).
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Our results show the binematic state reproducibly assembled in nearly instantaneous field step
changes, maintained as a metastable state, and then disassembled via diffusion limited processes
into fluid states. This is shown two times with similar reaction coordinate pathways. After two
cycles to the binematic state, we demonstrate a final quench with a lower frequency field to form
a highly oriented nematic state. This last step shows the ability to form highly ordered states
without memory of previously sampled disordered metastable states.

Reconfiguration between fluid, binematic, and nematic states demonstrates the informed
choice of field parameters (global thermodynamic variables) that determine underlying energy
landscapes and microstructure evolution along different dynamic pathways. For example, the
initial quench to a specific combination of AC electric field amplitude and frequency produces
compression of induced dipoles at the field minimum with less dipole-field alignment. This
process reproducibly yields binematic states from fluid states along the same pathway (see 3D
plot, Fig. 5D). In contrast, choosing a different field frequency more strongly, and quickly, aligns
induced dipoles with the field, while also simultaneously undergoing compression at the field
minimum. This slightly different process yields a different outcome to produce a highly ordered
nematic along a different pathway (on a different landscape). The sensitivity of reconfiguration
pathways between different states clearly demonstrates the selection of field parameters (Table 2)
dictates reaction coordination manifolds on significantly different free energy landscapes. It
follows that knowledge of these pathways is a necessary requirement to control navigation between
states via thermodynamically and kinetically feasible reconfiguration processes.

Beyond knowledge of feasible pathways between states, reconfiguration rates/time scales
(Figs. 5C,D) are determined by underlying landscapes features along pathways. Practically, the
non-equilibrium stochastic evolution of structures depend on the drift and diffusion of the reaction
coordinate trajectories determined by free energy and diffusivity landscapes (coefficients of low-
dimensional Smoluchowski and Langevin equations, as quantified in previous studies of coarse
grained colloidal assembly processes’! 3* 3% 41) Here, we do not perform either the extensive
measurements to obtain sufficient statistics or the necessary numerical analyses to obtain
quantitative estimates of landscape features, which can be used to provide subsequent
quantification of temporal reconfiguration information (e.g., transition rates, first passage times®!"
34). The kinetic data in Figs. 3-5 generally show diffusion limited assembly upon step field changes
to condensed states with rapid ordering and upon field removal slower loss of orientational and
position order. However, defect relaxation within states (e.g., misoriented particles, vacancies,
grain boundaries) occurs more slowly via cooperative processes, and these dynamics depend on
detailed landscape features. As a result, state reconfiguration as part of materials processing or
device performance will have dynamic responses determined by the time evolution on landscapes
depending on different field conditions. Understanding the available pathways and their dynamics
provide a basis to implement open and closed loop control of such reconfiguration processes
(based on pathway navigation®® 3% 32), which we plan to explore in future work.

Conclusions & Outlook

Our results demonstrate the controlled assembly and reconfiguration of rectangular prism
particles between multiple quasi-2D configurations with liquid, liquid crystalline, and crystalline
order. By tuning dipolar potentials mediated by AC electric field amplitude and frequency, we
controlled the diffusion limited assembly and reconfiguration of stable liquid, nematic, and
crystalline states, as well as metastable glassy, binematic, and string fluid states. We developed
three reaction coordinates based on order parameters for rectangular prism particles that define
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each state and dynamic pathways between states. Time dependent reaction coordinate trajectories
show how orientational and positional order are coupled and collectively emerge in assembly
processes and vanish in disassembly steps as we tune field conditions that mediate dipole-field and
dipole-dipole potentials. Our results show it is possible on the order of minutes to transition
between all states reversibly and repeatedly, which is practically useful for viable materials
processing times and some device response rates.

Identification of manifolds within the three-coordinate space indicates the accessibility,
reversibility, and rate of transitions along pathways between stable, metastable, and transient
states. The resulting dynamic pathway map provides essential information to navigate between
states in an informed manner to target desired states, avoid undesirable states, and optimize the
rate of change between states. For example, a glassy state can be considered as a desirable target
based on its amorphous microstructure and associated mechanical properties, but it can also be an
undesirable dead-end state if a crystalline state is instead targeted for its diffractive properties.
Likewise, the kinetically fastest route to a perfect crystal likely involves passing through an
ordered nematic transition state, where orientational defects along other pathways are more slowly
relaxing. Based on these findings, there is significant opportunity to further maximize the assembly
and reconfiguration times through optimal control methods and additional field mediated actuation
and control authority.?® 3% 32 Because rectangular particle anisotropy and corners contribute to
increased states, defects, and dynamical complexity compared to other 2D shaped particles,?6->"- 34
our findings related to achieving multiple target structures are expected to be translatable to self-
assembly of other 2D particle based materials. In addition, our findings related to multi-state
transitions involving liquid-glass, liquid-liquid crystal, and liquid crystal-crystal transitions have
conceptually general features that can be applied to self-assembly in diverse materials and
processes. Ultimately, knowledge of dynamic pathways in particle systems can be used to engineer
assembly and reconfiguration of materials and devices based on self-organizing building blocks.
Future work could further extend the approaches reported here to enable real-time feedback control
over such processes that are effective without human intervention.

Materials & Methods

Particle Fabrication. Rounded rectangular prism (superelliptical prism) epoxy particles were
fabricated using photolithography based on literature methods’* adapted for particles with suitable
charge for use in AC electric fields.’>” In brief, Omnicoat (MicroChem) and SU-8 2002
(MicroChem) were sequentially spin coated at 3000 rpm on a silicon wafer. A photomask was
used to pattern particles under a UV exposure energy of 60 mJ/cm?. Particle dimensions were
measured using a laser scanning microscope (Keyence). Particles were removed from the substrate
with Remover PG (MicroChem), rinsed with isopropyl alcohol, and dispersed in deionized water.
Particles were washed with 50% sulfuric acid to increase surface charge to prevent aggregation
and deposition and produce enhanced induced dipoles in AC electric fields.**>’

Microscopy & Particle Tracking. The optical microscopy cell was similar to previous studies.?”
565763 An O-ring (McMaster-Carr) was placed on interdigitated gold electrodes (300 pm wide
electrodes with a gap distance, d;=100 pm) on a glass slide. The particle dispersion was pipetted
into the O-ring and sealed to give area concentrations yielding ~140-220 particles in the imaging
window. Electrodes were connected to a function generator (Agilent 33220A) to apply sinusoidal
AC fields with peak-to-peak voltage, V, frequency, w, and field amplitude, Eo=V/d,, in an
analytical expression for the spatially nonuniform field.*® Particles were imaged in an inverted
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microscope (Zeiss) with a 40x objective. Videos were captured at 5 frames/s using a CCD camera
(Hamamatsu, Orca-ER) and Streampix (Norpix) software. Particle centroid position (x,y) and long-
axis orientation (6) were tracked using MATLAB algorithms.*®

Reaction Coordinates. Reaction coordinates, or order parameters vs. time, were computed from
particle coordinates to quantify microstructure in microscopy images and videos. Details of
computing each parameter are closely related to calculation of global order parameters described
in detail in prior work,?®” but here we use local order parameters determined for each particle.
For each local order parameter, an effective global parameter was obtained as an average over all
particles in a configuration. The local nematic order for particle, i, was determined as,”>7®

S, :rr;ax<cos(2(9j —92’1))> (1)

j(rl-j<6lj()

where 7, is center-to-center distance between particle i and neighboring particles j within six long
axis radii, 67, and the local director direction, 6»;, is calculated by maximizing the function. Local
tetratic order was quantified by the maximum relative orientation to a bidirector, 0y, as,® "’

T, = max <cos(4(6’i _'94))>,-( ()

r<6r,)

To quantify crystallinity, we characterized average four- ((C4)) or six- ({Cs)) fold connectivity by
averaging each particle’s local value as,”

N,
1 bi
Cn,i =
n‘3

where the local stretched bond orientational order parameter, ,; (and its complex conjugate,
w*u:), was recently defined in our prior work as,?®
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where N, 1s the number of neighbors with bonds to particle j, and 0y is the angle between particle
centers relative to an arbitrary axis.
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