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Abstract

Hibernation is a highly seasonal physiological adaptation that allows brown bears (Ursus arctos) to survive extended periods
of low food availability. Similarly, daily or circadian rhythms conserve energy by coordinating body processes to optimally
match the environmental light/dark cycle. Brown bears express circadian rhythms in vivo and their cells do in vitro throughout
the year, suggesting that these rhythms may play important roles during periods of negative energy balance. Here, we use
time-series analysis of RNA sequencing data and timed measurements of ATP production in adipose-derived fibroblasts from
active and hibernation seasons under two temperature conditions to confirm that rhythmicity was present. Culture temperature
matching that of hibernation body temperature (34 °C) resulted in a delay of daily peak ATP production in comparison with
active season body temperatures (37 °C). The timing of peaks of mitochondrial gene transcription was altered as were the
amplitudes of transcripts coding for enzymes of the electron transport chain. Additionally, we observed changes in mean
expression and timing of key metabolic genes such as SIRT/ and AMPK which are linked to the circadian system and energy
balance. The amplitudes of several circadian gene transcripts were also reduced. These results reveal a link between energy
conservation and a functioning circadian system in hibernation.
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Introduction

As the earth rotates on its axis, it creates a predictable 24-h
cycle that is evident with the sunrise and sunset. These
environmental rhythms have been internalized to create
‘clocks’ capable of coordinating organismal physiology with
predictable environmental patterns such as the day/night
cycle (Aschoff 1960). Specifically, circadian (about a day)
rhythms aid in coordinating animal behavior and physiology
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with daily environmental cues (Buhr et al. 2010) and circa-
dian rhythms are closely linked to the control of metabolic
systems (Rutter et al. 2002). These clocks are found in most,
if not all, cells of the body and are generated via transcrip-
tional-translational feedback loops (TTFLs; Supplemental
Fig. 1) (Dunlap 1999; Lowery and Takahashi 2004). The
circadian control of metabolism via interactions with clock
TTFLs is energetically advantageous by timing cellular pro-
cesses to expected environmental fluctuations, which allows
organisms the ability to alter their ATP production to when
energy is most needed (Bass and Takahashi 2010), for exam-
ple during the sleep—wake cycle. Consequently, the benefits
of expressing circadian rhythms must outweigh the energetic
costs associated with producing them.

Hibernation in bears is an adaptation that benefits ani-
mal survival through periods of low food availability by
using adipose as an energy source (Robbins et al. 2012).
In brown bears, reductions in body temperature (Tb, active
37 °C, hibernation 30-34 °C), activity (greater than 90%),
and oxygen consumption rate (up to 75%) enables bears to
significantly reduce their energy expenditure (Welinder et al.
2016; Tgien et al. 2011; Robbins et al. 2012) while avoiding
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Fig. 1 Visual schematic showing experimental design for both timed
rhythmic RNAseq and ATP rate experiments. Both experiments uti-
lized four experimental conditions which incorporated two different
season types (active and hibernation), and two different culture tem-
peratures (34 °C and 37 °C). Medium was changed (represented by
a (*)) 50% 24 h after plating, and every 48 h until confluency. 48 h

pathology (Nelson et al. 1973). Unlike bears, rodent hiberna-
tors experience reduction in metabolism that is characterized
by bouts of torpor (Tb~0° —30 °C) and periods of arousal
that bring core Tb back to euthermic levels (37 °C; Kortner
and Geiser 2000; Williams et al. 2012). These small hiber-
nators lose circadian rhythmicity during torpor (Williams
et al. 2017; Revel et al. 2007), while brown bears retain cir-
cadian rhythms of Tb, activity, and gene expression (Jansen
et al. 2016; Ware et al. 2013). Although the seasonal energy
conservation mechanism has been described extensively, the
precise role of circadian rhythms in this process in bears is
currently unknown.

Adenosine triphosphate (ATP) is the primary energy
currency within the body. Quantification of ATP at inter-
vals throughout the day can reveal how energy usage
changes (Langner and Rensing 1972) and whether cel-
lular energy management varies between seasons (Hap-
ner Hogan et al. 2022; Hellgren 1998). Together with
time-series gene transcription data, this information can
provide a clearer picture of metabolic regulation at the
cellular level under different seasonal conditions. Due
to the seasonality of fat abundance and its importance to
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prior to experimental sampling, all cells were synchronized with dex-
amethasone, indicated by the arrows. ATP experiments were quanti-
fied every 4 h for a period of 28 h (N=6), and RNAseq was sampled
every 3 h for a period 72 h (N=1). See METHODS for additional
details

hibernation survival in bears, we sought to examine the
relationship between circadian rhythms and cellular ener-
getics in vitro using cultured brown bear adipose-derived
fibroblasts (ADFs) obtained from white adipose tissue. To
discriminate between seasonal and temperature effects, we
tested cells from both active and hibernation seasons at
active season (37 °C) and hibernation (34 °C) tempera-
tures. In the current study, we measured ATP production
and gene expression in ADFs sampled at frequent (3—4 h)
intervals and at two different temperatures in a factorial
design. We hypothesized that the amplitudes of rhythmic
circadian transcripts would be reduced as would the over-
all transcript levels of many genes involved in metabolic
processes. We also hypothesized that daily ATP produc-
tion would be lower in hibernation adipose-derived fibro-
blasts compared to active season ADFs and that AMPK
transcription would increase if ATP levels were reduced
in hibernation. Finally, we expected that some transcripts
would be affected by temperature alone. Together, the
results of these studies bring us closer to understanding
the relationship between circadian rhythms and cellular
energetics in a heterothermic species.
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Methods
Animals and facilities

Brown bears (N =1-6) of both sexes and ranging in age
from 7 to 21 years at the time of the study were used in all
experiments. Bears were housed at the Washington State
University Bear Research, Education, and Conservation
Center in Pullman, WA. Animals were housed accord-
ing to the American Society of Mammalogists guidelines
(Sikes and Gannon 2011) and the Bear Care and Colony
Health Standard Operating Procedures (ASAF #6468). All
protocols were approved by the Washington State Univer-
sity Institutional Animal Care and Use Committee (ASAF
#6546). Bears were fed pelleted bear feed (Mazuri Polar
Bear Diet (20% protein, 25% fat, 6% fiber, and 12% mois-
ture; formula code 5SM6X; Mazuri Exotic Animal Nutri-
tion)) and supplemented daily with fresh produce and meat
or fish. Bears were fed at levels to maintain body mass
in the early active season (March—July), followed by an
increase during hyperphagia for mass gain (August—Sep-
tember); this was slowly decreased until early November
when food was removed completely to induce hiberna-
tion. Bears were weighed bi-weekly between March and
November to ensure that body masses were comparable
to healthy wild bear populations at corresponding seasons
(Keay et al. 2018).

Sample collection

Details of tissue collection methodology have been
described previously (Jansen et al. 2019; Ware et al. 2013;
Rigano et al. 2017). In brief, bears were anesthetized under
approved protocols (ASAF #6546), blood was collected,
and subcutaneous adipose biopsies were taken using a
6 mm punch biopsy (Integra-Miltex, York, PA, USA) in
2019, 2020, and 2021. All biological samples were taken
between 8 and 10AM. Adipose tissue was enzymatically
disrupted using Liberase ™ from samples collected in
May/June and January to represent summer active peri-
ods and winter hibernation, respectively. Cells were plated
to expand ADFs and then cryopreserved as described in
Gehring et al. (2016).

Dexamethasone synchronization

Two days before metabolic testing, adipose-derived fibro-
blasts from both series of experiments (RNAseq and ATP
analysis) were treated with the glucocorticoid receptor
agonist, dexamethasone (dex, 100 nM; Sigma, #D1756)

for 15 min to synchronize their circadian phases (Balsalo-
bre et al. 2000). Cells were then rinsed with 1X PBS three
times (Ray et al. 2020). Next, PBS was replaced with nor-
mal pre-medium and the cells cultured until RNA extrac-
tion or metabolic flux analysis.

Temperature stability in incubators

To rule out that rhythms in ATP production and gene expres-
sion were caused by fluctuations in incubator temperature
during sampling, we simulated our experimental protocol
and subsequently monitored incubator temperatures using
calibrated temperature probes (Elitech and YSI). Probes
were placed in wells with DMEM medium for 24 h to allow
for wells to reach incubator temperatures. The following day,
adjacent well medium was removed every 4 h for 28 h, and
well temperature fluctuations were monitored. Temperature
was automatically recorded every 10 min for the period of
28 h.

RNAsequencing (RNAseq)
Cell culture

ADF cells obtained during the active and hibernation sea-
sons from one WSU male brown bear (N=1) were grown
in 24 well plates essentially as described in (Gehring et al.
2016) with a modification of using two culture tempera-
tures (active season Tb—37 °C and average hibernation
Tb—34 °C; Fig. 1). Experimental conditions are hereafter
referred to as active cells at 37 °C (A37), active cells at
34°C (A34), hibernation cells at 37 °C (H37), and hiberna-
tion cells at 34 °C (H34). Briefly, cells were grown in pre-
adipocyte medium containing 89% DMEM/F-12 contain-
ing GlutaMAX™ (Life technologies, Carlsbad, CA, USA,
#10565), 10% corresponding season and pooled serum from
all bears, and 1% 100 X antibiotic/antimycotic (Sigma) with
complete medium changes after the first 24 h, and then one-
half change every 48 h until cells reached confluency. Cells
were synchronized with dexamethasone using the same pro-
tocol as outlined below (Ray et al. 2020).

RNA extraction

Samples from individual wells from both seasons (active,
hibernation) and culture temperatures (34 °C, 37 °C) were
collected over the course of 72 h at three-hour intervals
resulting in a total of 96 samples. Synchronized ADF’s were
lysed using Qiazol (Qiagen) reagent and lysates immediately
stored at —80 °C until processed. Samples were processed
by thawing and extraction using the manufacturers proto-
col (miRNeasy micro kit for cell culture; Qiagen) with a
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modification using chloroform extraction as has been done
previously (Jansen et al. 2019; Saxton et al. 2022). The aque-
ous phase was removed, and the subsequent RNA purifica-
tion steps performed using an automated column extraction
protocol with a Qiacube (Qiagen). Final RNA solutions were
analyzed for yield and quality with a NanoDrop spectropho-
tometer (NanoDrop). Of the 96 samples, 3 were dropped
following sequencing due to low RNA integrity number
(RIN) scores. The three samples were the last of the entire
time series to be extracted (66, 69, and 72 h; all from H34).
Once quality control was performed, samples were frozen
at —80 °C until library preparation and RNA sequencing
(RNAseq).

Library preparation and sequencing

For RNAseq, strand-specific, paired-end libraries were pre-
pared from the total RNA by ribosomal depletion using the
Ribo-Zero rRNA removal kit (Illumina), followed by the
TruSeq stranded total RNAseq kit (Illumina) according to
the manufacturer’s instructions. Next, 100 base pair (bp)
paired-end reads were sequenced using a Illumina NovaSeq
6000 system according to the manufacturer’s instructions.

Mapping and expression

Raw RNAseq read quality was assessed with FastQC (ver-
sion 0.11.9; Andrews 2010) and subsequently trimmed with
Trim Galore! (version 2.10; Krueger 2014). Trimmed reads
were mapped to the most recent chromosome-level brown
bear genome assembly (GCF_023065955.1_UrsArcl1.0;
Armstrong et al. 2022), using STAR (version 2.7.6a; Dobin
et al. 2012). We used featureCounts (version 2.0.3.; Liao
et al. 2013) to estimate the number of reads mapping to
each gene in the reference annotation set of the brown bear
genome. Gene expression was normalized as transcripts per
million using base R. Lastly, principal component analy-
sis was used to visualize key differences in expression data
using edgeR (Robinson et al. 2009).

Circadian analysis

The robustness of the chosen experimental sampling inter-
val and duration, i.e., 3-h intervals for 72 h for our RNAseq
experiment, was compared to synthetic data generated within
TimeTrial for transcriptomic time-series data (Ness-Cohn
et al. 2020). We selected the following TimeTrial parameters
to confirm the robustness of our approach: replicates =1 vs.
2, length="72 h, interval=2 vs 4 h (3 h is not an option),
noise level =0.1, and methods = Arser_Avg vs. JITK_Cycle.
The resulting accuracy to define the 11 different types of
patterns in the data set ranged from 46.4-100% depend-
ing on method, replicate number, and sampling interval. A
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“sin” (sinusoidal; i.e., pure oscillatory pattern) pattern was
correctly classified in 100% of runs regardless of replicate
number. Next, circadian parameters (period, phase, and
amplitude) for each transcript were determined using Meta-
Cycle (version 1.2.0; Wu et al. 2016) that incorporates the
use of JTK (Hughes et al. 2010), LS (Ruf 1999), and ARSER
programs. The stringency of the programs is as follows in
order from most stringent to least; LS, MetaCycle, JTK,
and ARSER. Due to the three missing time point values
in H34, we supplemented missing data with the expression
values of identical time points from day 1. We applied the
meta2d function using default parameters except weighted-
PerPha was set to TRUE. Genes were considered rhythmic
if p <0.05. Our initial analysis included all expressed genes
and focused on searching for circadian periods between 18
and 27 h, a second analysis included ultradian (less than
a day) periodicities (i.e., 9 to 17 h), and a third analysis
removed genes expressed at very low levels (i.e., average
expression across time points < 1 transcripts per million,
tpm, in a given treatment) to rule out false positives.

E-box motif scanning

To assess whether the promoters of genes with rhythmic
expression in each treatment were enriched for the presence
of the E-box binding site motif, we conducted binding site
enrichment analysis with CiiiDER (version 0.9; Gearing
et al. 2019) using the E-BOX/CLOCK binding site posi-
tion weight matrix from the JASPAR database (Motif ID:
MAO0819.1; Castro-Mondragon et al. 2022). Promoters were
defined as the 500 bp region upstream of the transcription
start site of each gene (Korkuc et al. 2013). For each treat-
ment, we used the promoters of all rhythmic genes as the
foreground, and promoters of non-rhythmic genes with non-
zero expression (i.e., normalize counts greater than zero in at
least one time point) as the background. Enrichment analy-
sis in CiiiDER was run with default parameters, and results
with a gene coverage p-value < 0.05 and log2 enrichment
value > 0 were considered to be enriched for E-box motifs
relative to the background.

Weighted gene co-expression networks

To identify modules of co-expressed genes, we split the sam-
ples by season and temperature. We conducted a weighted
gene co-expression network analysis (WGCNA) on all
expressed genes meeting the expression cutoff (i.e., genes
with average expression across time points < 1 tpm in a given
treatment were removed) using the R package WGCNA (ver-
sion 1.71; Langfelder and Horvath 2008, 2012) as described
in Jansen et al. (2019). Before constructing the networks,
we determined a soft thresholding power of 12, which was
identified using pickSoftThreshold in the WGCNA package
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in R, such that the model fitting index R*>> 0.9. To identify
signed networks, the blockwise Modules function in the
WGCNA package in R was used with networkType =signed,
TOM Type =signed, min ModuleSize =30, reassign Thresh-
0ld=0, merge CutHeight=0.25, max BlockSize = 10,000,
and all other default options. Modules that were found to be
correlated with one or more experimental traits (season and
temperature; > 0.5; p value <0.05) were analyzed for over-
representation of gene ontology (GO) terms as described
below.

Overrepresentation analysis

Rhythmic gene groups and modules highly correlative with
season or temperature were analyzed for overrepresenta-
tion analysis using WebGestalt (version 2019; Wang et al.
2017). Gene sets were compared to the human genome
(GCA_000001405.29), and the search was limited to those
GO terms with an FDR <0.05.

Cluster analysis

Mfuzz (Bioconductor version 3.16; Kumar and Futschik
2007) package was utilized to perform an unsupervised
learning of our time-series data and soft clustering to iden-
tify clusters with similar (temporal) traits. We performed
this analysis on expression data for both rhythmic MetaCy-
cle genes containing an E-box and all MetaCycle rhythmic
genes. All conditions were grouped into 10 separate clusters
as calculated using Dmin, which calculates minimum cen-
troid distance between clusters. These clusters were con-
firmed with a post hoc correlation test between centroids
with a limit of 0.85 between clusters. Gene lists were then
extracted, and overrepresentation analysis was performed
on individual clusters.

Daily ATP production rate
Cell culture

ADFs were obtained from brown bears (N=6) during both
active and hibernation seasons as described above (Fig. 1).
Cells were grown in 8-well XFp Seahorse plates (Agilent,
#103725-100) at 37 °C (active) or 34 °C (hibernation) in
5% CO, as described in (Hapner Hogan et al. 2022). Briefly,
cells were grown in pre-adipocyte medium (pre-medium)
containing 89% DMEM/F-12 with GlutaMAX™ (Life
technologies, Carlsbad, CA, USA, #10565), 10% match-
ing season bear serum pooled from the six bears used for
study to reduce individual variation, and 1% 100 X antibiotic/

antimycotic (Sigma, #15240) (final concentrations 100
units/ml penicillin, 100 mg/ml streptomycin, and 0.25 mg/
ml amphotericin B), and 5.5 mM glucose. Culture medium
was changed completely 24 h after plating and then every
48 h with one-half volume until cells reached confluency.

Metabolic flux analysis overview

A Seahorse XFp Extracellular Flux Analyzer (Agilent Tech-
nologies, Inc., Santa Clara, CA, USA) was used to directly
measure extracellular acidification rate (ECAR) and oxygen
consumption (OCR). ECAR was then converted to proton
efflux rate (PER) to more accurately reflect acidification by
anaerobic respiration and lactate production. PER was cal-
culated using the following formula:

PER = ECAR (mpH / min / ug protein)
X buffer factor (mmol/L/pH)
X geometric well volume (uL)

X Kvol (constant)

A buffer factor of 2.3 was used as previously determined
by our laboratory (Hapner Hogan et al. 2022). The calcu-
lated PER and OCR were then used to calculate rates of
glycolysis, OXPHOS, and ATP production following injec-
tion of specific inhibitors as described below (Mookerjee
et al. 2016, 2017).

For the quantification of ATP derived from OXPHOS,
oligomycin was injected. Oligomycin inhibits ATP synthase
(complex V) and ATP production due to OXPHOS. This
reduction of oxygen consumption was deducted from basal
OCR to estimate ATP, ;... Then, injection of the combination
of rotenone and antimycin A which inhibits ETC complexes
I and III, respectively, inhibits proton flow within the ETC.
This manipulation along with the appropriate buffer factor
of the medium, allowed ATP production from glycolysis

(ATPyy,) to be estimated using the following formula:

ATP = glucose + 2ADP + 211 — 2lactate + 2 ATP

glyco
based on the conversion of glucose to lactate (Mookerjee
et al. 2017). ATP was determined using the following
formula:

oxphos

ATP,, .., = ATP — coupled OCR (OCRATP
= OCR OCR

total — oligomycin ) .

where OCR,, is defined as the basal OCR or OCR prior
to oligomycin injections and OCR yj;gomycin 18 the OCR after
injection. ATP, ., was then calculated by multiplying
OCRATP by two (2) to convert oxygen molecules to atoms
of oxygen and then by the average phosphate-to-oxygen
(P/O) ratio of 2.75 to account for the oxidation of substrates
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in the medium during the assay (Mookerjee et al. 2017). The
total ATP was determined by adding ATP,,,., and ATP,
(Supplemental Fig. 2).

glyco oxphos

Daily changes in ATP production

Seahorse culture plates were prepared according to Hapner
Hogan et al. 2022 with minor changes as follows: the day
before the assays Agilent Seahorse XFp Sensor Cartridges
(Agilent Technologies) were hydrated with Seahorse XF
Calibrant solution for at least 12 h (Agilent Technologies,
103059-000). The Seahorse XFp Extracellular Flux Ana-
lyzer was turned on and allowed to warm to the appropriate
assay temperature for at least 24 h prior to assay. On the day
of the assay, cells were incubated in a non-CO2 incubator
at 37 °C or 34 °C for 1 h in assay-specific medium. Assay
medium constituents and drugs used are assay-specific and
were always reconstituted in Seahorse XF DMEM Medium
(starting pH 7.4, Agilent Technologies, 103575-100). Glu-
cose concentration for assay medium was altered from man-
ufacturer’s recommendation to 5.5 mM to match the fasting
concentrations measured in bears at WSU (Hapner Hogan
et al. 2022). Oligomycin a complex V inhibitor and rote-
none/antimycin A, complex I and III inhibitors were part of
real-time ATP rate assay kits designed specifically for use in
the Seahorse (Agilent, #103591-100). ATP rate determina-
tions were made in independent plates every 4 h for a period
of 28 h at both temperatures. All results were normalized
to protein (pg) per well using BCA (bichoncinic acid) kits
(Sigma).

Data analysis

Raw Seahorse OCR and ECAR data were analyzed using
Wave software. ATP production was then estimated using
the Seahorse ATP rate conversion formulas (Agilent).
Protein-normalized data were analyzed using R statistical
software. Three-way ANOVAs with time, temperature, and
season as main factors and individual animal as a random
effect were analyzed for statistical significance using base
R (The R project for Statistical Computing 2023), Ime4
(Bates et al. 2015), and emmeans. The cutoff for statistical
significance was an alpha of 0.05. Figures were generated
using R, BioRender (BioRender.com), or GraphPad Prism
(v9.0, GraphPad Software, San Diego, CA USA).
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Results

Rhythmic transcription is present in all
experimental conditions

Genes with significant rhythmic expression (p < 0.05) were
identified in all conditions (A37, A34, H37, and H34)
using both MetaCycle and ARSER (Fig. 2, Table 1, 2,
Supplemental Fig. 3, 4, 5). Consistent with other brown
bear hibernation studies, there were also numerous unique
rhythmic genes between active and hibernation season
conditions at both temperatures (Fig. 2). Multiple genes
known to be involved in circadian function and metabolism
showed rhythmic expression in one or more treatments. A
circadian gene, PER2, and a clock-controlled mitochon-
drial gene coding for cytochrome c proteins, COX1, were
rhythmically expressed in all four experimental conditions
(Table 1). Several other circadian genes: NRID2 (A37,
A34,H34), CRYI (A37, A34), CRY2 (A37,H34), ARNTL
(BMALI1I) (A37, H37), PERI (A34, H34), and PER3
(H34) were confirmed to be rthythmic under various exper-
imental conditions (Table 1). Several metabolic genes
were also found to be rhythmic in the active and hiberna-
tion season, most notably, SIRTI (A37, H34), the PRKA
(AMPK) family of genes (A37, A34, H37, H34), COX 2
(A37, H37, H34), ATP6 (H37, H34), ATPS (H37, H34),
ND2 (A37, A34, H34), ND3 (H34), and NDI (A37, H34)
(Table 1). Several different ranges of rhythmicities were
used to provide an accurate representation of the number
of rhythmic genes present. Depending on the analysis,
1,800 to 10,000 genes were rhythmic (Table 2). Analysis
of an incubator sampling confirmed no significant time
effect due to fluctuation in temperature that would lead to
masking of circadian rhythms (34 °C: ANOVA, p=0.1657,
37 °C: ANOVA, p=0.832; Supplemental Fig. 6).

The PRKA (AMPK) family of genes except for the beta
subunit had significantly higher mean expression (¢-test,
p <0.05) and higher amplitudes in H34 as opposed to
A37 (Supplemental Table 1), while SIRTI had signifi-
cantly lower mean expression and a lower amplitude in
H34 (t-test, < 0.0001). NAMPT, and PGCI « had signifi-
cantly lower mean expression (z-test, p < 0.005) in H37
and lower amplitudes in H34 in contrast to A37. The core
circadian genes generally had significantly lower mean
expression except for CRY2 and CLOCK in H34 (t-test,
p<0.0001,=0.001), with a similar pattern (lower in H34)
for amplitude (Supplemental Table 2). Mitochondrial gene
mean expression (Supplemental Table 3) was generally
significantly decreased or unaffected (z-test, p <0.05),
and amplitudes were generally elevated (Supplemental
Table 3). Circadian period was significantly affected by
temperature alone (two-way ANOVA, F| |5,76=425.19,
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Fig.2 A Heat maps showing
expression values for MetaCy-
cle rhythmic genes aligned by
peak phase and for matched
season and temperature condi-
tions: A37 and H34. Each row
represents an individual gene.
The data are plotted across the
72-h sampling period. In order
from left to right, each condi-
tion contains 928, 527, 882, and
3318 transcripts, respectively.

B Individual expression profiles
for two metabolic, circadian,
and mitochondria genes in
conditions with matched season
and temperature and sampled
every 3 h. Individual points
represent baseline corrected
TPM (BC_TPM) calculated as
the difference: raw TPM value
minus baseline) using GraphPad
Prism (v. 9 for Mac). Baseline
TPM was assumed to be linear
with time. For the smoothed
lines, a three-point moving aver-
age followed by a second order
polynomial was used (Prism)
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Table 1 List of genes that exhibited rhythmic transcription across
experimental conditions

A37 A34 H37 H34
Circadian ARTNL CRY1 ARNTL* CRY2
CLOCK* NRID2 PER2 NRID2
CRY1 PERI NRIDI* PERI
CRY2* PER?2 PER?2
NRIDI CRY1 PER3
NRID2
PER2
Metabolism ATPS8 (0(0).¢} ATP6 ATP6
(6(0).¢} ND2 ATPS8 ATPS8
CcCOoX2 ND5 COX1 COX1
CYTB ND6 Ccox2 CcOoXx2
NAMPT PRKAAI PRKAAI cox3
NDI PRKAA2 PRKAA2 CYTB
ND2 PRKAGI NAMPT
ND4 PRKAG2 NDI
NDA4L ND2
ND5 ND3
ND6 ND3
PRKAGI ND4
SIRT1 ND4L
ND5
ND6
PGCla
PRKAAI
PRKAA2
PRKAG?2
SIRT1

Circadian clock genes are those that have functions in regulating the
core circadian clock via transcriptional—translational feedback loops.
Metabolism genes are those involved in regulating metabolic pro-
cesses, including those in the mitochondria

*Represents genes with a period less than 17 h, indicating a possible
ultradian rhythm. See METHODS for additional details

Table2 Table with the number of significant rhythmic genes
(ARSER; p <0.05) with various data manipulations

A37  A34 H37 H34

No genes removed (period 18-27) 2044 2604 1894 5639
No genes removed (period 9-27) 7511 7348 7889 10893

Lowly expressed genes removed 5010 4331 4194 7401

(period 9-27)

Row 1 is the initial search with no lowly expressed genes (<1 tpm)
removed and a period setting of 18 to 27 h. Row 2 is similar but with
a lower period setting to examine the presence of ultradian expressed
genes. Row three has the same period settings as row 2 and removes
the lowly expressed genes with a mean average of less than 1. See
METHODS for additional details
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p = <0.0001), season alone (Two-way ANOVA,
F| 12176=37.67, p= <0.0001), and temperature and season
(two-way ANOVA, F| 15176=74.851, p= <0.0001). Repre-
sentative circadian and metabolic gene rhythm amplitudes
for each experimental condition are shown in Supplemen-
tal Fig. 7.

E-box motifs are present in the promoter regions
of rhythmic genes

We tested whether the promoters of genes with rhythmic
expression were enriched for the presence of E-box binding
site motifs using CiiiDER. Rhythmic gene promoters were
enriched for the presence of E-box motifs in treatments A34,
H34, and H37 (p <0.05; Supplemental Table 4). Somewhat
surprisingly, E-box motifs were found to be significantly
depleted in promoters in the A37 treatment (p =0.0308, log,
enrichment=-0.213).

Weighted gene co-expression network analysis

All genes were assigned co-expression modules using
WGCNA, and module eigengenes were correlated with
experimental conditions. We identified 36 modules of co-
expressed genes, of which 4 and 7 were significantly corre-
lated with season and temperature, respectively (Supplemen-
tal Fig. 8, Supplemental Table 5). Additionally, there is a
module for genes that were unable to be unassigned to other
modules. Modules affected by temperature were enriched for
GO terms related to positive regulation of gene expression,
autophagy, and protein modification, and modules affected
by season were involved in mitochondrial gene expression
and protein folding.

Gene ontology characterization of rhythmic genes

Genes that were considered rhythmic with ARSER analysis
(p <0.05) were assessed for overrepresented gene ontology
(GO) terms in all four conditions. Protein localization and
DNA/RNA synthesis were significantly over-represented
(FDR < 0.05) in rhythmic genes in all four conditions (Sup-
plemental Table 6, 7). A37 was over-represented for cell
cycle processes and DNA repair, while H34 was over-rep-
resented for terms related to metabolism. In the H37 and
A34, protein localization and translation were the processes
that were most over-represented (Supplemental Table 6, 7).

Season, temperature, and time of day affect cellular
metabolic function

Basal OCR exhibited significant increases in the active sea-
son (ANOVA, F| 55=6.538, p=0.0115), at the higher tem-
perature (ANOVA, F, 155=4.492, p=0.0356) and interaction
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between temperature and time (ANOVA, F, 155=20.310,
p=<0.0001). Similarly, basal ECAR exhibited signifi-
cant increases in the active season (ANOVA, F; 55=7.971,
p=0.0054), temperature (ANOVA, F; 55=18.633,
p<0.0001), and time (ANOVA, F, 155=4.555, p=0.0344).
The interaction between temperature and time for basal
ECAR was significant (ANOVA, F|1s5= 17.661, p<0.0001).
Time and the three-way interaction between season, tem-
perature, and time were not significantly affected. The total
ATP exhibited a significant interaction between season and
time (ANOVA, F| 155=4.296, p=0.0399) and temperature
and time (ANOVA, F, 155=21.756, p= <0.0001) (Fig. 3,
Supplemental Fig. 9). The mean total ATP production was
higher overall in the active season cells (A37) versus the
hibernation season (H34) cells (Fig. 3), which is consist-
ent with previous studies (Hapner Hogan et al. 2022). Gly-
colysis rates were significantly lower in the cells grown at
37 °C than those grown in 34 °C (ANOVA, F| 14,=41.2414,
p=<0.0001; Supplemental Table 9), and OXPHOS was sig-
nificantly increased in hibernation (ANOVA, F| 5,=4.9547,

>

2]

B,
H34
. Mean=248 +0.23 ﬁ 4

+ |

w

==

ATPtotal (pmol ATP/minfug protein)

=]
o

4 8 12 16 20 24 28
Circadian time (hours)

C. D.
= A37

2

gAt Mean =259 + 0.14 4
g

& miyr T | ;
e s 2

g 1=

52 ,
£

s

60:‘ 1
g

=]
o

4 8 12 16 20 24 28
Circadian time (hours)

Fig.3 Stacked bar plots showing mean (+SEM) ATP production in
samples collected at four-hour intervals in all experimental conditions
over a period of 28 h. Time is representative of circadian time. Mean
(+SEM) daily ATP production is included in each panel. Darker

p=0.027234). Rates of glycolysis rates ranged from 0-25%
in all conditions, with the majority of total ATP derived
from OXPHOS (75-100%).

Discussion

This study aimed to elucidate the relationship between
energy metabolism, gene expression, body temperature,
and circadian rhythms in brown bears in vitro using a cell
culture system. The current findings expand on our previ-
ous work demonstrating that bears continue to express cir-
cadian rhythms throughout dormancy (Jansen et al. 2016;
Ware et al. 2020, 2013). Importantly, we observed a clear
relationship between mitochondrial ATP production and cir-
cadian transcript rthythms during hibernation, highlighting
the distinct difference between bears and other hibernating
mammals (Revel et al. 2007; Williams et al. 2017). We now
report that mitochondrial metabolism and transcription are
regulated temporally in ADF’s obtained from hibernating
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shading indicates ATP production due to glycolysis, and lighter
colors indicate ATP production due to oxidative phosphorylation
(OXPHOS)
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brown bear white adipose tissue providing a mechanistic
link between these two processes. Intriguingly, we also
observed that lower temperature (34°C) delayed the peak of
ATP production, along with a small, but significant reduc-
tion in ATP production. Together, the linking of circadian
rhythms and ATP production in hibernation cells strongly
suggests an energy conserving mechanism. It is well estab-
lished that disruption of circadian rhythms in species from
mice to humans results in metabolic disturbances (Bass and
Takahashi 2010). Thus, maintaining rhythms may ultimately
be one of the mechanisms whereby bears prevent the devel-
opment of metabolic diseases. Importantly, these rhythms
do not require a light—dark cycle to drive them, hence the
benefit of an endogenously generated rhythm. In addition,
by modulating the amplitude of the circadian rhythm of the
energy-sensing gene, AMPK, along with SIRT1, bear cells
may invoke a cellular homeostatic mechanism to lower their
metabolic rate at elevated body temperature which warrants
further study.

Circadian gene expression persists in hibernation

Diel cycles (exactly 24 h) are to be expected in active and
hibernating brown bears subjected to day-night cycles (Ware
et al. 2013; Jansen et al. 2016; Thiel et al. 2022) due to
entrainment by the light—dark cycle; however, determining
their circadian genesis, with a requisite period that is dif-
ferent from 24 h, requires constant environmental condi-
tions (Vitaterna et al. 2001). An in vitro system provides an
ideal platform to confirm this. We found thousands of genes
were transcribed rhythmically in all season and temperature
combinations. In support of previous findings (Zhang et al.
2014; Ptitsyn and Gimble 2011; Ray et al. 2020), we found
that approximately 10-45% of genes were rhythmic depend-
ing on the experimental conditions. Specifically, genes
associated with the core circadian clock TTFL—NRID?2,
Per2, and CRY2 were rhythmic in both seasons providing
further evidence that the circadian system is continuing to
function during hibernation. Furthermore, we found that
period was significantly shortened at a lower temperature
and between seasons. This finding supports previous work in
rat fibroblasts which revealed that colder temperatures sped
up peripheral clocks and in turn shortened period (Izumo
et al. 2003). Our data are reflective of ADF’s within adipose
tissue; however, coupled with data from mature adipocytes
(unpublished data) and behavioral and Tb rhythms (Jansen
et al. 2016), it is evident that circadian rhythms remain an
important component of hibernating bear physiology. Based
on our ATP results, one can hypothesize that maintaining
a rhythm in cells allows metabolism to function more effi-
ciently, even at lower temperatures. This would be required
during hibernation in bears when nutrient intake is not
occurring. Furthermore, given the reduction in circadian
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rhythm amplitude (present study and Jansen et al. 2016)
coincident with the lowered metabolic rate, it is also plausi-
ble that the two are causally related, although this remains
to be tested directly.

Genes involved in metabolism express circadian
rhythms in hibernation

Several known metabolic genes that directly interact with
the circadian system or are driven by the clock were found
to be rhythmic in both conditions with matched season and
temperature (H34 and A37; Fig. 2). For example, PRKA
(AMPK) is an energy-sensing gene that directly impacts the
circadian system by enhancing the degradation of CRY pro-
teins in response to elevated AMP/ADP:ATP ratios (Jordan
and Lamia et al. 2013). Similarly, STIRTI and NAMPT both
interact with the circadian system via their relationships with
NAD*. NAMPT is the rate-limiting enzyme for production
of NAD*, and SIRT induces transcription of CLOCK when
NAD" levels are elevated which directly leads to BMALI
transcription (Ramsey et al. 2009). Additionally, SIRTI has
arole in stabilizing PER2, which was also rhythmic in active
and hibernation seasons (Asher et al. 2008). Inhibition of
NAMPT promotes transcription of PER2 by preventing the
suppression of the CLOCK/BMALI heterodimer via SIRT1
(Ramsey et al. 2009). Together, these genes play a role in
connecting nutrition and metabolism with circadian timing
to potentially optimize energetic processes. Additionally,
PGCI a regulates metabolism through the circadian system
by activating nuclear receptors that induce expression of
BMALI and NRID2 (Liu et al. 2007), and both were found
to be rhythmic in several conditions in the current study. In
concordance with our previous studies (Vella et al. 2020),
PGCI «a transcript levels were decreased in hibernation.
Importantly, we observed that those genes that interact with
NAD? to directly connect clocks to OXPHOS also led to
rhythmic ATP production. Because these genes were rhyth-
mic both in the active season and hibernation, it suggests
that circadian regulation of metabolism, especially its tim-
ing, is important at all times of year.

Many of the rhythmically expressed genes encode for pro-
teins of the ETC. This was confirmed by a co-expression
module that was associated directly with mitochondrial
gene expression (Supplemental Table 5). Rhythmic active
cells (A37 and A34) were over-represented for cell growth
and division, whereas hibernation type cells (H37 and H34)
were over-represented for metabolism and protein synthesis
(Supplemental Table 6, 7). This difference in the families
of genes being rhythmically transcribed could represent a
novel adaption of the circadian system to nutrient deficit
(Asher and Sassone-Corsi 2015; Bass and Takahashi 2010).
Numerous cycling mitochondrial genes revealed in the pre-
sent study are essential for ETC function (Tzagoloff and
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Macino 1979). For example, ATP6 encodes the F, functional
domain of ATP synthase (or complex V) of the OXPHOS
chain and transfers energy derived from the proton gradient
and is responsible for the phosphorylation of ADP to ATP
in F; (Jonckheere et al. 2012). Likewise, those genes cod-
ing for NADH dehydrogenases (ND1-ND6) and cytochrome
¢ and b oxidase (COX1I-2, CYTB) catalyze the transfer of
electrons from NADH down the transport chain which ulti-
mately leads to the creation of the proton gradient that drives
ATP synthase (Weinrich et al. 2019). Rhythmic expression
of these mitochondrial genes is consistent with ATP levels
changing in a time-dependent fashion (Figs. 2, 3). However,
since these genes do not contain E-boxes in their promoters,
circadian regulation is indirect via other clock-controlled
genes.

Mitochondrial function is highly rhythmic
in hibernation

Both season and temperature interacted separately on the
time of day that the maximal total ATP was produced. The
temporal separation of metabolic processes is common
across taxa from cyanobacteria (Stockel et al. 2008) to mice
(Hodge et al. 2015) for the purpose of timing energetic
events to the ideal times of day or separating cellular pro-
cesses that cannot occur simultaneously (Wang and Steph-
anie 2015). The present findings support the hypothesis that
temporal (circadian) regulation of mitochondrial respiration
and production of ATP provides an adaptive advantage in
timing energy production to ideal environmental condi-
tions (Schmitt et al. 2018). The timing of ATP production
to later in the day at lower temperature most likely is due to
a direct effect of temperature on enzyme kinetics because
mitochondrial enzymes are not temperature compensated
(Battersby and Moyes 1998). Nevertheless, the relatively
small reduction in the total ATP indicates that timing of ATP
production, rather than amount of ATP, may have a greater
role to play. This is perhaps not surprising because highly
seasonal animals must still maximize energetic efficiency
daily during extended periods without food resources (Kort-
ner and Geiser 2000). Furthermore, the longer cycle length
of hibernating bears held under constant conditions (Jansen
et al. 2016) such as those in culture, would be expected to
be delayed, rather than advanced. Thus, the demonstrated
interactions between metabolic and circadian systems in an
animal expressing shallow torpor expand our understanding
of these vital processes under the extremes of hibernation
(de Goede et al. 2018; Bellet et al. 2011; Rutter et al. 2002).

Both season and temperature have effects on gene
expression and ATP production

Due to the factorial nature of our experiment, we were able
to separate changes in transcription and ATP production
due to season and temperature. ADFs performed metaboli-
cally as expected based on previous bear cell culture work
(Hapner Hogan et al. 2022), with ATP production being
slightly but significantly, lower in the hibernation condi-
tion (H34) cells vs. the active condition (A37). Addition-
ally, ATP produced from glycolytic pathways in all condi-
tions only attributed ~5% of total ATP production, while
OXPHOS contributed to the majority of ATP production
(~95%). This delegation of processes can be explained by
the 4 X greater ATP yield produced through OXPHOS as
opposed to glycolysis (Mookerjee et al. 2016). Hibernating
bears must conserve valuable stored carbohydrates and tend
to rely more heavily on lipid metabolism while they remain
in a fasted state (Storey 1997; Rigano et al. 2017; Barboza
et al. 1997; Farley and Robbins 1995). These distinct sea-
sonal differences are also highlighted in the transcriptomic
data and are consistent with previous studies (Fig. 4; Supple-
mental Fig. 10; Jansen et al. 2016, 2019, Saxton et al. 2022;
Hapner Hogan et al. 2022; Ware et al. 2013). However, the
relatively small reduction in ATP production and increase in
glycolytic function in H34 was surprising. The most likely
explanation is that the current study used ADFs, while that
of Hapner Hogan et al. (2022) used adipocytes. The much
larger lipid content in the latter would be consistent with a
shift in energetic usage to lipid based, rather than glycolytic.

Our experiments revealed temperature effects on the
time of day that peak ATP levels were produced. Adipose-
derived fibroblasts grown at 37 °C exhibited a peak in
ATP production at 8 h, corresponding to earlier in the day,
while the 34 °C cells had highest production at 24 h, cor-
responding to later in the day. In accordance with this pat-
tern, all mitochondrial genes had delayed peaks in gene
transcription in (H34) as opposed to (A37). It is worth
noting that the precise timing of transcriptional events in
relation to actual energetic outputs (i.e., OCR and PER)
is offset in time based upon how far upstream transcrip-
tional events are taking place. Furthermore, ND3, ND5,
ATP6, ATPS, and COX?2 transcript levels were signifi-
cantly impacted by temperature alone, whereas most cir-
cadian and clock-controlled metabolism genes had exhib-
ited a seasonal or a season by temperature interaction.
The delay in peak levels of transcripts involved in State
3 respiration (increased ADP) is consistent in the delay
in AMPK expression and reductions in ATP production.
Overall, it appears the regulation of hibernating bear ADF
respiration is like other hibernating species (Barger et al.
2003). Moreover, based on the increased amplitude of
most transcript rhythms in the ETC, it appears that bear
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ADF mitochondria are similar to other species where
mitochondrial enzyme activity is increased under lower
temperatures (Guderley and St.-Pierre 2002). This con-
jecture remains to be verified in experiments where the
temperature is lowered during an experiment and ATP
rates are monitored. Taken together, the present findings
highlight a time-dependent influence on OXPHOS that is
influenced by relatively modest decreases in body tem-
perature accompanying the hibernation season phenotype
of bears. This also adds a new dimension to the com-
plexity of whole cell metabolism under various seasonal
conditions.

Cost: benefit relationship of circadian rhythms
in hibernation

Previous work has shown that cycling transcripts are
more energetically costly to produce compared to those
that do not cycle (Wang and Stephanie 2015). This sug-
gests that the energetic benefits obtained by temporally
isolating metabolic processes in hibernation must out-
weigh the cost of being rhythmic. Our original hypothesis
proposed that rhythm amplitudes would be lower in the
hibernation season and at lower temperatures compared
to active season, but that average expression would not
change. Indeed, we confirmed that the amplitudes and
mean expression of several circadian genes BMALI, CRY
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, and PER, were reduced, but that mitochondrial gene
expression and amplitudes tended to be elevated in H34
(Supplemental Fig. 7). The increase in the mitochondrial
amplitude in concert with no change in mean expres-
sion suggests that adjusting transcript rhythm amplitude
may allow hibernating cells to counter the overall cost of
cycling gene expression.

Conclusions

We have provided further evidence that brown bears retain
cellular circadian and metabolic rhythms during hiberna-
tion. Importantly, we have elucidated a relationship between
temporal partitioning of mitochondrial ATP production and
the circadian system that, together, suggest the internal clock
remains inextricably linked with metabolic processes in dor-
mancy. We have also uncovered a strong temperature effect
on daily energy production and one that occurred at a rela-
tively modest lower temperature. This information brings
us one step closer to completely understanding hibernation
energy regulation that could have direct implications to our
understanding of hibernation evolution and the management
of metabolic pathologies.

Limitations and considerations
We note that the present findings are based on RNA gen-

erated from cells of a single individual. While subsequent
studies with increased biological replication would certainly
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be valuable for further understanding the role and varia-
tion in circadian expression in hibernating bears, we are
confident in the conclusions of this study for several rea-
sons. First, TimeTrial analysis of the experimental design
indicated that sine wave rhythmicity (a typical circadian
waveform) could be detected with 100% confidence, even
for a single individual, if the sampling frequency was less
than 4 h, and our sampling was every 3 h. Second, heat
maps of gene expression (Fig. 2) clearly revealed peaks
and troughs of expression and varying phases. Finally, soft
clustering (Supplemental Fig. 3), using an unbiased assign-
ing of rhythmic transcripts, revealed rhythmic profiles of at
least ten different varieties. The single individual we used
for the RNAseq analysis, an adult male, was also used for
the ATP rate experiment to preserve continuity. Another
limitation is that due to the three day sampling period of
this study, we were unable to identify infradian rhythms. As
these studies were performed using bears in a captive set-
ting, the conditions do not exactly mimic those found in the
wild. Nevertheless, cultured cells were treated identically to
eliminate external influences. The function of genes contain-
ing E-boxes was inferred, and thus, additional experiments
that incorporate chromatin immunoprecipitated sequencing
(ChIP-seq) or similar approaches will be needed to confirm
their circadian roles.

Supplementary Information The online version contains supplemen-
tary material available at https://doi.org/10.1007/s00360-023-01513-5.
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