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With modern calcium imaging technology, activities of thousands of neu-
rons can be recorded in vivo. These experiments can potentially provide new
insights into intrinsic functional neuronal connectivity, defined as contem-
poraneous correlations between neuronal activities. As a common tool for
estimating conditional dependencies in high-dimensional settings, graphical
models are a natural choice for estimating functional connectivity networks.
However, raw neuronal activity data presents a unique challenge: the rele-
vant information in the data lies in rare extreme value observations that indi-
cate neuronal firing, rather than in the observations near the mean. Existing
graphical modeling techniques for extreme values rely on binning or thresh-
olding observations, which may not be appropriate for calcium imaging data.
In this paper, we develop a novel class of graphical models, called the Sub-
botin graphical model, which finds sparse conditional dependency structures
with respect to the extreme value observations without requiring data pre-
processing. We first derive the form of the Subbotin graphical model and
show the conditions under which it is normalizable. We then study the em-
pirical performance of the Subbotin graphical model and compare it to exist-
ing extreme value graphical modeling techniques and functional connectivity
models from neuroscience through several simulation studies as well as a
real-world calcium imaging data example.

1. Introduction. Undirected graphical models are a commonly used unsupervised learn-
ing tool for exploring and analyzing network structures and conditional relationships in mul-
tivariate data, especially in high-dimensional settings. These models have been used in a wide
variety of applications, ranging from genomics (Allen and Liu, 2013) and network biology
(Wang et. al., 2016) to finance and manufacturing (Talih and Hengartner, 2005), in order
to answer various different research problems. Currently, there exists a broad literature on
graphical models on the theoretical properties and estimation procedures for the Gaussian as
well as other exponential family distribution graphical models (Lauritzen, 1996; Friedman,
Hastie, and Tibshirani, 2008; Yang et. al., 2015) under the assumption that the observations
in the data set are of equal relevance when estimating a graph to represent the dependen-
cies between the features in the data. For some research questions, however, this will not
be the case. One particular example where only a portion of observations are of scientific
interest is in the problem of extreme value modeling, where the main goal is to find signif-
icant relationships between variables with respect to rare extreme value observations rather
than the observations close to the mean. Common applications where this is relevant include
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Fig 1: (a) An example of two fluorescence traces which have contemporaneous extreme value
observations. (b) An example of two fluorescence traces which do not have contemporane-
ous extreme value observations, but are selected as functionally connected when applying a
Gaussian graphical model.

risk management and variance minimization in finance (Rocco, 2014) and extreme weather
event prediction in climatology (Buishead, 1989). In this case, we want the observations
corresponding to the extreme values to be given the most influence in the model, while ob-
servations close to the mean should be given very little weight if any at all. In particular,
for the context of graphical models, our goal for extreme value modeling is to find sparse
conditional dependency structures in high dimensional data between features with respect to
the occurrences and magnitudes of rare extreme value observations.

One specific field of interest for which extreme value modeling can be applied is that of
neuroscience. In particular, these types of models can be used to help analyze data collected
on individual neuronal activity through two-photon calcium imaging (Yatsenko et. al., 2015),
which can record simultaneous in vivo recordings of thousands of neurons at a time. For
each neuron, a fluorescence trace is recovered that represents neuronal activity over time; we
show two examples of these in Figures 1a and 1b. The most critical information from the
fluorescence trace lies in the times when each neuron is most active in terms of firing events,
which are indicated in the data by large positive spikes in the time series. On the other hand,
the non-extreme value observations, which are mainly comprised of random noise that occurs
in the trace during periods of inactivity, are much more numerous but also not indicative of
any useful signal in the data. Because of this particular aspect of the data, any models applied
to analyzing calcium imaging data must be focused on fitting to the extreme values that
comprise the neuronal spiking events in the data rather than the non-extreme observations in
the fluorescence traces; this makes models that are designed fit to the extreme values are a
natural fit for analyzing calcium imaging data.

In the context of neuroscience and calcium imaging, graphical models have been applied
as a tool to help researchers analyze the connections between individual neuronal activities
in the brain (Dahlhaus, Eichler, and Sandkuhler, 1997). These interactions are often viewed
in the framework of functional neuronal connectivity, i.e. the statistical relationships between
the activity of neurons in the brain (Biswal et. al., 1996). Specifically, in this paper, we are in-
terested in applying graphical models in order to find sparse conditional dependency graphs
to represent intrinsic functional connectivity, defined as correlated contemporaneous fluc-
tuations in neuronal activity (Buckner, Krienen, and Yeo, 2013), as it can potentially help
provide a better understanding how neuronal circuits are organized or be used as a tool for
deriving the structural connectivity between individual neurons in the brain. We note that we
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do not consider directional or time-lagged functional connections in this paper, as calcium
imaging data is not sampled at a fast enough rate in order to reliably capture directed causality
or time-lagged correlations between neuronal activities, as there can be multiple firing events
in each observation in the raw data. In order to obtain meaningful intrinsic functional connec-
tivity estimates from calcium imaging data, the graphical model technique applied should find
conditional dependencies between neurons with respect to the occurrences and magnitudes
of the rare extreme values in the fluorescence traces, such as in Figure 1a, as these indicate
actual correlations between the neuronal firing activity. On the other hand, correlations with
respect to the observations near the mean in fluorescence trace data are typically indicators
of measurement artefacts or random noise, rather than actual related firing activity between
pairs of neurons. When standard classes of probabilistic graphical models such as exponen-
tial family graphical models are applied to raw calcium imaging data, though, the estimated
functional connections are often based on correlations with respect to the non-extreme ob-
servations; for example, a Gaussian graphical model applied to raw fluorescence traces will
consider the pair of neurons in Figure 1b to be functionally connected, even though there
does not appear to be any correlated firing activity between the two.

Currently, when probabilistic graphical models are applied to calcium imaging data, pre-
processing methods are typically used in order to transform the data in order to remove the
influence of non-extreme values in model fitting. Using this type of procedure, the raw flu-
orescence traces collected from a two-photon calcium imaging experiment are denoised to
separate the positive extreme value spikes that indicate neuron firing activity from the smaller
random fluctuations produced by measurement noise (Pnevmatikakis et. al., 2016; Friedrich
and Paninski, 2016). These methods commonly include applying an automatic thresholding
procedure to zero out non-extreme value observations, theoretically leaving only the spikes
in the fluorescence traces that would arise from neuronal activity as non-zero observations.
Gaussian graphical model methods are then applied to the denoised trace data in order to
derive functional neuronal connectivity estimates (Rossant et. al., 2016; Chang, Yao, and
Allen, 2019). While this type of approach is commonly used to analyze calcium imaging
data, it suffers from potential drawbacks. By setting all values which considered by the pro-
cedure to non-extreme to zero, thresholding inherently binarizes the data between extreme
values and non-extreme values. While this can be useful in contexts where a natural thresh-
old exists, the delineation between extreme and non-extreme values in calcium imaging data
is not necessarily clear, and any selected threshold may not be particularly interpretable. Ad-
ditionally, the appropriate threshold in a calcium imaging data set can vary greatly between
different individual neurons due to external factors, such as the location of the neuron in the
brain relative to the recording device. Thus, algorithmic denoising procedures can zero out
an extreme value observation which is scientifically relevant, or leave observations in the
data which are actually noise. Adding to this, because the data analysis procedure described
here is a multi-step pipeline, errors that arise from the data preprocessing step will propa-
gate to the subsequent graph estimates, thus adding extra unaccounted variability or bias in
to the model estimates. Thus, forcing all observations below a threshold to zero and giving
it no weight in model estimation may not be the best approach for calcium imaging data.
Instead, an approach with increases the influence of extreme values smoothly with respect to
the magnitude of the observation may make more sense.

A variety of techniques specific to modeling functional connectivity networks for calcium
imaging data have also been developed and applied in the literature as well. These mod-
els are not explicitly designed to estimate conditional dependencies with respect to extreme
values, but rather assume a distribution on the spiking pattern over time. Several of these
models treat the firing times of the neurons as a point process, which can then be modeled
as Hawkes model with correlated and autocorrelated conditional intensities (Lambert et. al.,
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2018; Reynaud-Bouret, Rivoirard, and Tuleau-Malot, 2013; Eichler, Dahlhaus, and Dueck,
2017). The inter-spike interval times can also be modeled as correlated processes with vary-
ing intensities based on linear relationships (Masud and Borisyuk, 2011). While these types
of models are useful for a variety of contexts, they have several disadvantages for estimat-
ing functional connectivity from calcium imaging data. Unlike graphical models, many of
these methods do not look at conditional relationships, meaning that they only find bivariate
dependencies without simultaneously accounting for the other observed neuronal activities;
this can lead to the finding of spurious correlations in the data. These methods are also not
designed to perform parameter estimation and model selection at the same time. Instead, a
hard threshold is generally applied to the estimated parameters post hoc in order to select
edges in the network. This leads to results which are more susceptible to overfitting and less
generalizable compared to methods such as Lasso-based estimators (Tibshirani, 1996), does
not allow for automatic selection of the number of edges in the final graphical model esti-
mate, and relies on the user to select a threshold after viewing the results rather than through
a fully algorithmic, data-driven process. Another issue specific to methods that are based on
point processes is that they require the inference of the occurrences of spikes from the raw
fluorescence trace data, potentially leading to error propagation in the same manner that can
occur when thresholding.

Other types of commonly used methods also utilize ideas that are based on time series
modeling. For example, some models assume that the neuronal activity measurements follow
a vector autoregressive (VAR) process. VAR models can be applied directly to raw data in
order to estimate relationships which accounting for autocorrelation effects simultaneously
with model parameters (Krumin and Shoham, 2010; Fallani et. al., 2015), or a deconvolution
algorithm can be applied in order to remove any autoregressive effects from the data (Pnev-
matikakis et. al., 2016; Vogelstein et. al., 2010; Jewell and Witten, 2018) before applying
other network models. Models which transform the data to the frequency domain and find
correlations in the spectral decompositions of the neuronal activity have been used as well
for finding functional connectivity estimates (Tibau, Valencia, and Soriano, 2013; Gao et.
al., 2018). A variety of models which use structural equations in order to replicate neuronal
communication have also been proposed (McIntosh and Gonzalez-Lima, 1994). The assump-
tions of these models, however, may not be suitable specifically for the problem of estimating
intrinsic functional connectivity as we have previously defined from calcium imaging data.
The spectral models tend to be tailored towards regular or repeated cyclical fluctuations in the
observations, whereas the individual neuronal firing activity as represented by fluorescence
traces can potentially occur infrequently and at irregular intervals; thus, the spectral decom-
position may not be a good estimator of functional connectivity. The VAR and structural
equation models are generally used in order to estimate functional connectivity involving
lagged dependencies and possibly directed connections, which we are not considering as part
of estimating intrinsic functional connectivity from calcium imaging data in this paper.

Other models that have been introduced include shared information metrics from informa-
tion theory such as mutual information or joint entropy, which can find nonlinear correlations
between neuronal activity which can then be used as directed or undirected functional con-
nectivity estimates (Garofalo et. al., 2009; So et. al., 2012), as well as the linear-nonlinear
model (Keeley et. al., 2020; Park et. al., 2013), which assumes that the spiking patterns for
each neuron follow either a Gaussian or Poisson distribution with varying intensities, with
the relationship between correlated neurons modeled via a quadratic function. Both of these
types models have shown to be useful for a variety of research problems in neuroscience, such
as estimating the relationship between neuronal activity and stimuli or estimating correlated
neuronal activity in smaller data sets. However, they have several potential disadvantages
for estimating a full conditional dependency structure to represent functional connectivity in



SUBBOTIN GRAPHICAL MODELS 5

high dimensions. Like the point process models discussed previously, these methods do not
allow for the simultaneous parameter estimation and model selection through a data-driven
approach, instead relying on post-hoc procedures to select the functional connections. Addi-
tionally, these methods can potentially be computationally slow for high dimensional data;
specifically, the linear-nonlinear model can be difficult to estimate if there is no closed-form
solution for the joint likelihood function, and the mutual information models require estimat-
ing empirical joint and conditional distributions for each pair of features in the data.

Our goal for this paper is to design a model which allows us to estimate functional connec-
tivity networks from calcium imaging data under the graphical modeling paradigm, without
the disadvantages of the existing methods. We introduce a new class of probabilistic graphical
model which can be used to find conditional dependencies between variables based on ex-
treme value observations. The basis of the graphical model is the Subbotin distribution, also
known as the generalized normal distribution (Nadarajah, 2005). With any power greater than
2, the Subbotin distribution will have thinner tails when compared to a Gaussian distribution,
which in turn comparatively increases the weight of large differences between an observa-
tion and its estimated expected value in the corresponding likelihood function. This means
that parameter estimates from a Subbotin distribution with power greater than 2 will be more
heavily weighted towards the observed extreme values of a data set, relative to parameter
estimates from a Gaussian distribution. Thus, we propose to use a construction of a multi-
variate Subbotin distribution with a power greater than 2 as a graphical model distribution for
analyzing data sets where the goal is to find relationships between variables based on their
extreme value observations. Compared to models currently used in the literature for graphical
modeling for extreme values, the Subbotin graphical model has several advantages; it does
not require the usage of any data pre-processing, and it smoothly increases the relative weight
of extreme value observations in model fitting by their magnitude instead of binarizing data
as extreme or non-extreme. It also allows for simultaneous parameter estimation and sparse
model selection via regularization, which many current functional connectivity network es-
timation methods do not include. Through empirical data studies, we compare our proposed
method to other extreme value graphical model methods, and we show that the Subbotin
graphical model generally performs better than existing models on the graph edge recovery
problem for extreme value observations in high dimensional data.

The rest of this paper is structured as follows. In section 2, we introduce the Subbotin
graphical model by defining its node-wise conditional distribution, and derive the joint mul-
tivariate distribution of the graphical model using results from the Hammersley-Clifford theo-
rem. In section 3, we introduce the estimation algorithm and explore its theoretical properties.
In section 4, we investigate the performance of the Subbotin graphical model on simulation
studies and compare it to state-of-the-art methods. Finally, in section 5, we apply our method
to a real-world calcium imaging data set to estimate a functional neuronal connectivity graph
and explore the results.

2. Subbotin Graphical Models.

2.1. Background: Extreme Value Graphical Models. Suppose we have a random data
matrix X € R™*P with constant mean and variance for which we would like to estimate
pairwise conditional relationships between the features, specifically with respect to the ob-
served extreme values. In this particular context, we presume that the extreme value events
are empirically rare relative to the number of total observations, and therefore in order to see
extreme events in the data we need the number of observations n to be large relative to the
number of variables p. Several approaches which can be used to find conditional dependen-
cies between observed extreme values, but which have not been applied to calcium imaging
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data, have been proposed in graphical modeling literature. Many of these utilize a multivari-
ate extension of the generalized extreme value (GEV) distribution, which has been shown to
be the limiting distribution of the maxima of normalized i.i.d. variables (Bali, 2003). From
this, several different methods for extreme value modeling have been developed. One of these
is the block maxima approach, which assumes the maxima within predetermined time bins
of each variable all follow a marginal univariate GEV distribution. The parameters of the
GEV distributions corresponding to each variable are estimated separately using maximum
likelihood estimation on the block maximal data. These are then copularized based on the es-
timated probability density function and converted to Gaussian distributed data, after which
a Gaussian graphical model is used to estimate the conditional dependency structure (Yu et.
al., 2012). However, one particular issue with the block maxima model for this problem is
that it relies on the choice of the size of each time bin. While the method may lend itself
well to data with natural cutoff points, e.g. the maximum daily rainfall in various locations
in each year. However, neuronal activity does not have this kind of property, as there may be
long periods of time in which a neuron is inactive alongside short periods of large activity.
Thus, converting fluorescence trace data from the raw measurements to block maxima could
remove relevant information in the form of smaller extreme values in the same time bin, or
there could be many block maxima which correspond to noise from the fluorescence trace
instead of actual neuronal activity.

Another family of models utilize a peaks-over-threshold method, in which it is assumed
that the distribution of all values above a predetermined threshold follow a GEV distribution.
Here, only the observations in which there was at least one feature with an extreme value are
kept; a multivariate Pareto distribution is then fit to the remaining data. It has been shown that
the parameterization of certain classes of the multivariate Pareto distribution can be used to
represent the conditional dependency structure between features with respect to the extreme
values in the case tree-structured graphs and for the Hiisler-Reiss multivariate extreme value
distribution (Engelke and Hitz, 2020). Graph estimation for the model can be performed in
one of several ways: parameter estimates can be found for a set of a priori selected edges in
the underlying graph using the likelihood of the distribution, or a step-wise procedure with a
penalized likelihood metric can be used in order to select edges and estimate the parameters.
While this approach has been shown to be useful in various applications, such as climatol-
ogy and environmental statistics, calcium imaging data presents unique challenges that create
difficulties for this type of method. The peaks-over-threshold model requires a choice on the
threshold for which a value is considered extreme, which leads to the same issues as the data
pre-processing when fitting a Gaussian or exponential family graphical model discussed in
Section 1. The potential rarity of the relevant extreme values that can occur in a single flu-
orescence trace can lead to issues with small sample sizes when estimating the parameters
of the multivariate Pareto distribution, as the procedure removes all observations below the
threshold selected a priori. Additionally, the estimation procedure for the formulation for the
multivariate Pareto model is restricted by technical limitations. An a priori graph structure
for a functional neuronal connectivity network is not generally known, meaning that select-
ing particular edges for the graph before estimation does not make sense for this problem.
The estimation algorithm is also only of practical use for low-dimensional data, graphs with
small cliques, or for tree structured graphs (Engelke, Hitz, and Gnecco, 2019). Thus, this
model is difficult to use in modern calcium imaging data as there can be hundreds or thou-
sands of neurons measured simultaneously and because functional connectivity networks are
generally not restricted to block or tree-structured graphs.

A potential alternative solution for finding a graphical model for extreme values which
does not utilize the GEV distributional assumption is the quantile graphical model (Alj,
Kolter, and Tibshriani, 2016), specifically used at a very high or very low quantile in or-
der to fit to the observed extreme values. The quantile graphical model finds associations
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Fig 2: Density functions for the Gaussian distribution (red) and Subbotin distribution with
v =10 (black).

between variables at a specified quantile of the data using a weighted ¢; loss function. This
potentially removes the need to pre-process the data, as the quantile graphical model will in-
crease the relative influence of extreme values in a data set compared to a Gaussian graphical
model if an appropriate quantile is chosen. However, the selection of the appropriate quantile
to use for a particular data set can be extremely difficult, as it is not perfectly clear how to
select a specific quantile to use when the number and magnitude of the extreme values can
vary substantially between the each of the variables in a data set.

2.2. Subbotin Graphical Model. Because of the aforementioned disadvantages of the
current extreme value graphical model methods, our goal is to define a new class of graph-
ical model that can find sparse conditional dependency structures in high dimensional data
with respect to extreme value observations, but which does not require either thresholding
or binning the data or a definition of an extreme value a priori. To create a model that can
find relationships between extreme values, we draw inspiration from the opposite statistical
problem, namely that of robust modeling, in which parameter estimates that are insensitive
to the presence of outliers in the data are desired. The basis for many robust models is the
Subbotin, or generalized normal, distribution, with location parameter p, scale parameter o,
and shape parameter v of the form

1 o —pu]

(D f(w)_%r(Hy)e_( - )V,xER.

If v = 2, then Subbotin distribution is proportionally equivalent to the Gaussian distribution.
Robust models use the Subbotin distribution with 0 < v < 2; this has been shown to produce
results that are more stable in the presence of potential extreme values compared to Gaussian-
based models (Ekblom, 1974; Capobianco, 2000). Thus, in order to create a model that more
heavily weights extreme values, we propose to use the opposite class of distribution, i.e.
the Subbotin distribution with v > 2. We show an example of this distribution in Figure 2,
comparing the Subbotin with = 10 to a Gaussian distribution. This concept has been applied
in the case of linear regression modeling; for example, £, norm Lasso regression with p > 2
has been applied a method for feature selection with respect for extreme values (Chang,
Wang, and Allen, 2020), and ¢, norm regression has been used to minimize the maximum
error in prediction (Nyquist, 1983; Money et. al., 1982). The Subbotin distribution with v > 2
will be more sensitive to values that are far from the mean compared to a Gaussian, as for
any v > 2, the Subbotin distribution will have thinner tails relative to the Gaussian; thus, any
large magnitude values of = will have a lower probability density relative to the Gaussian.
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Therefore, in this setting, any extreme value observations of « will have a much larger impact
on any parameter estimates, since the Subbotin model with v > 2 assumes that these extreme
values are much less likely to occur when compared to the Gaussian case. We note that the
Subbotin distribution is not a generative distribution for extreme values, as it is a thin-tailed
distribution with very low density outside of one ¢ away from the mean; in particular, a larger
v will actually lead to a generative distribution with fewer extreme values. Instead, we choose
this distribution because parameter estimates of 1 and o will be more heavily influenced by
extreme values when compared to distributions such as the Gaussian, especially with larger
values of v.

In order to apply the Subbotin distribution as a graphical model, we first construct a mul-
tivariate Subbotin distribution based on the univariate distribution. Different definitions of a
multivariate Subbotin distributions have been proposed and explored in previous works. (De
Simioni, 1968) first introduced a multivariate Subbotin distribution, studied later in several
other works (Gémez et. al., 1998; Verdoolaege and Scheunders, 2012), of the form
pl'(p/2) (_ 1

510 =07y - ).

@ )= ar g e P

This distribution essentially raises the exponent of a multivariate Gaussian distribution to a
power of (3/2, with a new normalizing constant for arbitrary 3. (Goodman and Kotz, 1973)
later introduced a more general multivariate generalized normal distribution, of the form

p

1 p
©) )= (20(1 +1/6))Pdet(C) *° =212 Ciilys = i)

i=1 j=1

where C is a possibly non-symmetric parameter matrix. While both of these distributions can
be useful in different contexts and models, these formulations do not work well as definitions
for a graphical model distribution. In particular, these multivariate distributions will contain
multi-way interactions between features which can change in complexity based on the shape
parameter selected for the distribution, whereas we want to limit ourselves exclusively to
pairwise conditional dependency interpretations in our graphical model. Thus, we require a
new definition of the multivariate Subbotin distribution.

To define this distribution, we follow the methodology utilized in (Besag, 1974) and (Yang
et. al., 2012). In these papers, the form of the graphical model distribution is established
by first defining the node-wise conditional distributions, and then using them to construct
the joint multivariate distribution. For the Subbotin graphical model, we propose to use the
Subbotin distribution as the node-wise conditional distribution for each individual feature.
Because of the aforementioned properties, we choose to use the Subbotin with v > 2 as the
node-wise conditional distribution for the Subbotin graphical model. Throughout the rest of
this paper, we let © = 0 and o = 1 without loss of generality. We will also restrict ourselves
to the case where v is an even integer. With these particular parameter values set, we can cast
Equation 1 as a node-wise conditional distribution of the form

1
2r (12)

v

4) f(zilx—;) = e~ (Ouzi=(Z, 9”'%))”, i €R, v >2.

Here, the conditional relationships between a pair of variables x; and x; are assumed to be
linear in nature and are represented by the parameter ¢;;. If the parameter 6;; is zero, then it
is trivial to show that x; and z; are conditionally linearly independent given all of the other
variables in X. Just as for Equation 1, the estimates of the model parameters ¢;; will be more
heavily weighted towards fitting to the extreme value observations of x; when v > 2 relative
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to a Gaussian distribution. In particular, we can treat v as a tuning parameter that controls
how much influence the extreme value observations will have on the model estimates.

For the cases which are applicable for the Subbotin graphical model distribution, i.e. when
v > 2, the resulting node-wise conditional distribution is a special case of a curved exponen-
tial family distribution, as opposed to the more commonly used exponential family distribu-
tion. Because of this, our method is not conducive to straightforward applications of results
from the exponential family graphical model literature. Also, as a whole, properties of prob-
abilistic graphical model distributions stemming from this type of node-wise conditional dis-
tribution have not been well-studied in the literature. Therefore, in order to formulate the joint
graphical model distribution for the Subbotin graphical model, we utilize the most general
method as originally postulated in (Besag, 1974). In that paper, the author shows how joint
multivariate graphical model distributions can be constructed from any set of valid node-wise
conditional distributions by applying the most general form of a valid graphical model dis-
tribution, as proven via the Hammersley-Clifford theorem (Hammersley and Clifford, 1971).
Here, we apply these same ideas specifically for the Subbotin node-wise conditional distri-
bution in Equation 4 in order to derive the joint graphical model distribution. The result is
shown in the following theorem.

THEOREM 1 (Joint Distribution of the Multivariate Subbotin).  Suppose (x1,x2,...,x)p)
is a p-dimensional random vector, and its node-wise conditional distributions are given by:

f(xilx—i) = 211(11”)

for some even integer v. Then the joint graphical model distribution is given by

~Our T 00)” g € R

p

®) f(x) =exp Z —(Gsiw; — Zeijl'j)y + (Z 0ijx;)” | — A(O)

=1 7<i i<t

where © is the parameter matrix, i.e. the collection of all model parameters 0;;.

We note that Theorem 1 also assumes without loss of generality that the marginal mean of
each variable is 0 and the marginal variance is 1; in practice, each feature can be centered and
scaled individually using their empirical distributions in order to match these assumptions. In
the case where v = 2, the distribution given by Equation 5 is proportional to the multivariate
Gaussian distribution, which we formalize below in Corollary 1.

COROLLARY 1 (Gaussian Equivalence). Consider the Subbotin graphical model distri-
bution from Equation 5. Let v = 2. Then the Subbotin graphical model distribution will be
equivalent to the multivariate Gaussian distribution with inverse covariance matrix ©.

In general, for the Subbotin graphical model, the log normalizing constant for the joint
distribution A(®) does not have a closed form solution. However, using the estimation pro-
cedure described in section 2.3, we do not need to have a closed form solution for A(®) in
order to estimate the graph structure for the joint graphical model distribution, as long as we
have a closed form for each of the node-wise conditional distributions. Also, while we do
not know the analytical solution for A(®), we can still find the condition under which it will
be finite and positive and thus when full graphical model distribution will exist; this result is
stated in Theorem 2 below.
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THEOREM 2 (Normalizing Condition). Consider the Subbotin graphical model distribu-
tion from Equation 5. Define the matrix © such that

bii 1=
0= .
’ {—9@']' i 7]
Then the distribution will be normalizable if and only if © is positive definite.

We note that the statement of Theorem 2 shows that the normalizing condition for the Sub-
botin graphical model distribution is the same as that for the multivariate Gaussian distribu-
tion, regardless of which value of v is chosen. Full proofs of Theorems 1 and 2 can be found
in Sections 2 and 3 of the Supplementary Information, respectively.

2.3. Subbotin Graphical Model Selection. To estimate the edge set of the graph for a
given v, we apply the neighborhood selection approach for sparse graphical model selection
(Meinshausen and Bithlmann, 2006; Ravikumar, Wainwright, and Lafferty, 2010), which uti-
lizes generalized linear models in order to estimate the neighbor set of each node. For the
Subbotin distribution with power v, the corresponding generalized linear model is the /,,-
norm linear regression model (Money et. al., 1982), i.e.

A 1
0,; = arg min — ||x; — X_;60;: ||
ij ggJ I/NH i 05l
where X _; denotes all columns of X except for column ¢. An ¢; regularization penalty is
added to the regression problem in order to induce sparsity in the selected number of relevant
features, giving us as the likelihood function for neighborhood selection

01y =g i = X103+ X0 -

This is equivalent to the Extreme Lasso regression model as defined by (Chang, Wang, and
Allen, 2020), and the parameters for the regression problem can be estimated using the algo-
rithmic procedure outlined in the aforementioned paper. Code which implements the estima-
tion procedure for the Subbotin graphical model has also been available online (Chang and
Allen, 2022).

Below, we present the finite sample performance guarantees for estimation of the Subbotin
graphical model. These results follow directly from the those of (Chang, Wang, and Allen,
2020), in which the authors show that the Extreme Lasso is variable selection consistent with
a known convergence rate. Formally, let us define the true edge set of the full graph as

E={(i,5): O #0}
and the true set of neighbors of each node i € {1,2,...,p} as
Si={je{1,2,....,p}\i: (i,j) € E}.

We also denote the Fisher information matrix of the joint multivariate distribution as () and
the Fisher information sub-matrix for the true set of neighbors of each node as () g, s,. For the
theorem below, we require the following conditions:

1. Bounded eigenvalues: For all i € {1,2,3,...,p}, there exists some B, > 0 and
Bz > 0 such that

Bmaac > Amin(QSiSi) > Bmm
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2. Incoherence: There exists a constant « > 0 such that

1Qs:5, Q55 llsc <1—cv.
3. 0-min: Let

2 4 | 1
min, [0 > (1) 2 e logD [ ng]
(i,)eE KiC

With these, we can now state the model selection consistency results of our method.

THEOREM 3 (Graphical Model Selection Consistency). Consider the Subbotin graph-
ical model distribution from Equation 5. Assume that Conditions 1 and 2 hold. Suppose the
regularization parameters for the estimation procedure satisfy

A > 4/@10 logp[ \/> logp}

where k¢ is the compatibility constant defined in (Lee, 2015). Then, the following properties
holds with probability greater than 1 — c1 exp(—calogp):

(i) The estimated edge set has a unique solution with support contained within the true
edge set, i.e. ECE.

(ii) Additionally, if Condition 3 holds, then E is also sign consistent, i.e. sign(E) =
sign(E).

The full proof of Theorem 3 can be found in Section 4 of the Supplementary Information. We
note that the concentration bound for the Subbotin graphical model is a substantially weaker
bound compared to that for a Gaussian graphical model with a neighborhood selection ap-
proach; this means that the Subbotin graphical model will generally require a relatively larger
number of samples in order to achieve the same level of accuracy. However, as mentioned
previously, we expect that the number of observations n will be large relative to the number
of variables p in the contexts where we would apply the Subbotin graphical model. Thus, the
slower convergence rate should not have a substantial impact empirically on the reliability of
the estimates from the Subbotin graphical model.

As part of the model selection process, values for the hyperparameters v and A, which
control the influence of extreme values and the sparsity level of graph, respectively, need to be
chosen as well. A number of methods for graph hyperparameter selection have been studied
in the literature; for the Subbotin graphical model, we propose to use a stability selection
approach (Meinshausen and Biithlmann, 2010). With this method, we utilize a bootstrapping
approach to find the probability that each possible edge in the graph will be selected in a graph
estimate using random resampling of data for given values of v and \. Individual edges can
then be selected based on a pre-selected stability threshold, or an overall stability metric for
each pairing of v and A can be calculated using a criterion, such as the one proposed in (Liu,
Roeder, and Wasserman, 2010). Final hyperparameter values can then be selected by using
the set that gives the largest set of stable edges as the final graph estimate.

3. Simulation Studies. We now study the performance of the Subbotin graphical model
on several simulations and compare it to various other graphical modeling techniques. For
each simulation set, we show the average and standard deviation of the F1 scores for each
model with respect to estimating the true edge set of the underlying graph of the data across
50 replications. Below, we consider the Subbotin graphical model for v = 4,6 and 8, the
Gaussian graphical model estimated using neighborhood selection and the graphical Lasso,
the quantile graphical model at the 50th and 90th percentiles, and the block maxima copula
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graphical model at bin sizes of 10, 20, and 30. We note that we do not include the multivari-
ate Pareto graphical model in our simulation comparisons because of the restriction to either
tree-structured graphs or to low-dimensional data. We analyze the performance when hyper-
parameter selection is performed for all methods using oracle sparsity tuning, i.e. we select
the number of edges in the estimates from each model to match the true number of edges in
the underlying graph from which the data is simulated. Each of the methods are compared
using F1 scores with respect to the edges in the true underlying graph used to create the
simulated data.

3.1. Subbotin Graphical Model Distribution. We first investigate the efficacy of our es-
timation procedure on the multivariate graphical model distribution from which it is derived,
in order to show that our model and estimation procedure are empirically valid. We gener-
ate data from the Subbotin graphical model distribution as defined in Equation 5, using a
Gibbs sampling procedure with the univariate node-wise conditional distributions as defined
in Equation 4. The model parameter matrix @ is structured as a sparse small world graph
with 5 total cliques. By default, we create data sets of 2000 observations of 100 features from
a block graph from the Subbotin graphical model distribution with v = 8; we then vary the
number of observations, the number of features, the v parameter of the Subbotin graphical
model distribution, and the structure of the underlying graph. We also show results for these
simulation studies using data-driven stability selection hyperparameter tuning in Section 1.1
in the Supplementary Information.

Table 1 shows the results from the simulation study. In general, the Subbotin neighborhood
selection algorithm is able to identify the true network structure of the Subbotin distribution
with fairly high accuracy when the correct parameter value of v is specified. We also see that
the Gaussian graphical models and the median quantile graphical model performs relatively
well in terms of model selection, while the quantile graphical model at the 90th percentile
generally performs much worse. These results are unsurprising, as they reflect the fact that
the multivariate Subbotin distribution of Equation 5 is not itself a generative distribution for
extreme values. Specifically, since the probability density function of the Subbotin graphical
model distribution is a symmetric bell-shaped curve around the location parameter, we would
expect the graphical models which fit toward the mean or the median to perform well on data
generated from the distribution. On the other hand, sampling from the multivariate Subbotin
distribution is unlikely to generate contemporaneous extreme values between two variables
which are related in the parameter matrix, as it is a thin tailed distribution. Thus, the quantile
graphical models with high quantiles are unlikely to estimate the true network structure well,
which we see reflected in the results. However, the copula block maxima model still performs
fairly well even though the data do not come from an extreme value distribution, which
likely is because the block maxima from the Subbotin graphical model distribution follow
the GEV distribution which underlies the model. One other notable aspect of the results
is that, when v is misspecified, the Subbotin graphical model sometimes does not perform
as well as the Gaussian graphical model; in particular, with larger ratios of the number of
observations to the number of features, the Gaussian graphical model has a slightly higher
F1 score compared to the Subbotin graphical model, even though the latter has v closer
to the true v. This could be because of the sensitivity of the model to outliers, which is
reflected in the slower theoretical rate of convergence with respect to observations relative to
the Gaussian, as seen in Theorem 3. Comparing the results for simulation parameters, we see
that reducing the number of observations and increasing the number of features decreases the
true positive rate for all methods, with a greater impact on the Gaussian graphical model in the
former and the Subbotin graphical model in the latter. We also see that the Subbotin graphical
model with the true v always has the best performance, which we would expect. Finally, we
see that the Subbotin graphical model does best for all the various types of graph structures,
although the true positive rate decreases more severely for non-small world graphs.
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Average F1 scores (std. devs) for multivariate Subbotin graphical model distribution simulations with oracle
tuning, averaged over 50 replicates. Best performing methods are boldfaced. The best performing model is the
Subbotin graphical model with a correctly specified v, which we would expect since it is the generative
distribution for the simulations.

Model n =>500,p =100 | n =1000,p =100 | n=2000,p =100 | n =4000,p =100
Subbotin (4) 0.591 (0.062) 0.642 (0.055) 0.787 (0.055) 0.844 (0.049)
Subbotin (6) 0.643 (0.066) 0.671 (0.056) 0.811 (0.056) 0.856 (0.052)
Subbotin (8) 0.705 (0.067) 0.762 (0.059) 0.834 (0.055) 0.887 (0.050)
Gaussian NS 0.532 (0.060) 0.549 (0.056) 0.732 (0.050) 0.844 (0.050)
Gaussian Glasso 0.535 (0.057) 0.551 (0.056) 0.736 (0.052) 0.850 (0.049)
Quantile (0.5) 0.478 (0.054) 0.566 (0.077) 0.657 (0.064) 0.822 (0.064)
Quantile (0.9) 0.211 (0.062) 0.244 (0.080) 0.249 (0.070) 0.351 (0.067)
Quantile (0.99) 0.012 (0.003) 0.021 (0.005) 0.024 (0.004) 0.022 (0.003)
Copula (10) 0.512 (0.066) 0.534 (0.060) 0.550 (0.056) 0.535 (0.047)
Copula (20) 0.497 (0.062) 0.521 (0.057) 0.542 (0.056) 0.526 (0.044)
Copula (30) 0.465 (0.063) 0.500 (0.058) 0.531 (0.052) 0.520 (0.043)
Model n =2000,p =30 | n=2000,p =100 | n=2000,p =300 | n=2000,p =500
Subbotin (4) 0.796 (0.040) 0.787 (0.055) 0.660 (0.059) 0.527 (0.058)
Subbotin (6) 0.816 (0.042) 0.811 (0.056) 0.703 (0.058) 0.594 (0.060)
Subbotin (8) 0.845 (0.039) 0.834 (0.055) 0.738 (0.060) 0.636 (0.055)
Gaussian NS 0.801 (0.030) 0.752 (0.050) 0.586 (0.052) 0.520 (0.051)
Gaussian Glasso 0.808 (0.031) 0.766 (0.052) 0.589 (0.053) 0.523 (0.051)
Quantile (0.5) 0.722 (0.033) 0.657 (0.064) 0.573 (0.078) 0.443 (0.077)
Quantile (0.9) 0.243 (0.052) 0.249 (0.070) 0.205 (0.081) 0.205 (0.079)
Quantile (0.99) 0.023 (0.008) 0.021 (0.005) 0.012 (0.004) 0.010 (0.004)
Copula (10) 0.581 (0.054) 0.550 (0.056) 0.524 (0.050) 0.461 (0.059)
Copula (20) 0.562 (0.051) 0.542 (0.056) 0.525 (0.053) 0.459 (0.060)
Copula (30) 0.533 (0.050) 0.531 (0.052) 0.521 (0.057) 0.453 (0.060)
Model v=4 v==6 Chain Graph | Erdos-Renyi Graph
Subbotin (4) 0.886 (0.054) 0.821 (0.059) 0.688 (0.051) 0.624 (0.060)
Subbotin (6) 0.832 (0.056) 0.863 (0.058) 0.715 (0.053) 0.634 (0.064)
Subbotin (8) 0.733 (0.060) 0.766 (0.055) 0.721 (0.054) 0.681 (0.071)
Gaussian NS 0.869 (0.052) 0.777 (0.049) 0.653 (0.048) 0.615 (0.059)
Gaussian Glasso 0.866 (0.050) 0.779 (0.050) 0.657 (0.047) 0.619 (0.057)
Quantile (0.5) 0.656 (0.069) 0.611 (0.070) 0.588 (0.066) 0.545 (0.069)
Quantile (0.9) 0.266 (0.075) 0.244 (0.080) 0.209 (0.074) 0.223 (0.078)
Quantile (0.99) 0.027 (0.003) 0.021 (0.004) 0.010 (0.002) 0.009 (< 0.001)
Copula (10) 0.566 (0.050) 0.554 (0.053) 0.551 (0.051) 0.460 (0.055)
Copula (20) 0.557 (0.052) 0.538 (0.054) 0.552 (0.052) 0.477 (0.055)
Copula (30) 0.552 (0.053) 0.530 (0.050) 0.548 (0.053) 0.455 (0.052)

3.2. Block Maxima Extreme Value Distribution.

Here, we study the performance of our

model on data generated from a multivariate block maxima model. We follow the procedure
used by (Yu et. al., 2012) to analyze the block maxima copula model in order to generate the
extreme value observations. We first generate data from a multivariate Gaussian distribution
and then convert the marginal distributions of each variable to a standard GEV distribution
with mean 5 using a copula transformation. For our simulations, we generate data from the
multivariate Gaussian distribution with a sparse dependency structure, which we also use as
the basis for comparison with the selected edges from each of the graphical models. The
copularized GEV data is used as the maximal observations for blocks of size 10. The non-
extreme observations are generated from a truncated multivariate Gaussian distribution using
a covariance matrix with diagonal entries of 1 and weak correlations between all pairs of fea-
tures. We also show results for these simulation studies using data-driven stability selection
hyperparameter tuning in Section 1.2 in the Supplementary Information.
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TABLE 2

Average F1 scores (std. dev.) for the block maxima simulations with oracle tuning, averaged over 50 replicates.
Best performing methods are boldfaced. The block maxima copula graphical model does best, as it is the
generative distribution for the data. The Subbotin graphical model with v = 4 performs almost as well.

Model n=5000,p =25 | n=5000,p =50 | n=5000,p=100 | n=5000,p = 200
Subbotin (4) 0.843 (0.040) 0.709 (0.069) 0.637 (0.077) 0.553 (0.062)
Subbotin (6) 0.751 (0.055) 0.645 (0.068) 0.579 (0.063) 0.545 (0.078)
Subbotin (8) 0.700 (0.064) 0.562 (0.075) 0.544 (0.076) 0.522 (0.079)
Gaussian NS 0.698 (0.052) 0.541 (0.045) 0.464 (0.061) 0.469 (0.046)
Gaussian Glasso 0.677 (0.032) 0.534 (0.045) 0.456 (0.063) 0.444 (0.055)
Quantile (0.5) < 0.001 (< 0.001) | < 0.001 (< 0.001) < 0.001 (< 0.001) < 0.001 (< 0.001)
Quantile (0.9) 0.451 (0.044) 0.324 (0.056) 0.297 (0.052) 0.169 (0.050)
Quantile (0.99) 0.688 (0.051) 0.435 (0.054) 0.444 (0.043) 0.335 (0.044)
Copula (10) 0.885 (0.042) 0.751 (0.053) 0.682 (0.066) 0.616 (0.060)
Copula (20) 0.813 (0.053) 0.657 (0.054) 0.611 (0.057) 0.529 (0.060)
Copula (30) 0.749 (0.059) 0.612 (0.060) 0.583 (0.051) 0.502 (0.053)
Model n=1000,p=50 | n=2000,p=50 | n=>5000,p=>50 | n=10000,p =50
Subbotin (4) 0.662 (0.070) 0.687 (0.063) 0.709 (0.069) 0.712 (0.045)
Subbotin (6) 0.633 (0.069) 0.636 (0.075) 0.645 (0.068) 0.651 (0.051)
Subbotin (8) 0.546 (0.066) 0.558 (0.066) 0.562 (0.075) 0.607 (0.050)
Gaussian NS 0.524 (0.055) 0.537 (0.042) 0.541 (0.045) 0.572 (0.033)
Gaussian Glasso 0.525 (0.036) 0.542 (0.043) 0.534 (0.045) 0.555 (0.031)
Quantile (0.5) < 0.001 (< 0.001) | < 0.001 (< 0.001) < 0.001 (< 0.001) < 0.001 (< 0.001)
Quantile (0.9) 0.335 (0.059) 0.316 (0.053) 0.324 (0.056) 0.339 (0.045)
Quantile (0.99) 0.414 (0.054) 0.433 (0.052) 0.435 (0.054) 0.462 (0.039)
Copula (10) 0.710 (0.057) 0.717 (0.060) 0.721 (0.063) 0.751 (0.055)
Copula (20) 0.615 (0.053) 0.631 (0.051) 0.657 (0.054) 0.670 (0.059)
Copula (30) 0.588 (0.055) 0.590 (0.053) 0.612 (0.060) 0.618 (0.053)

In Table 2, we show the results for p = 25,50, 100, and 200 with n = 5000, as well as for

n = 1000, 2000, 5000, and 10000 with p = 50. In general, the block maxima copula graphical
model with the correct block size performs the best in these simulations; this follows what
we would expect, since the copula block maxima model is also the generative distribution
for the simulated data. The Subbotin graphical model only performs slightly worse than the
block maxima copula graphical model, with the best choice at ¥ = 4. On the other hand,
the Gaussian and quantile graphical models have substantially lower F1 scores compared to
the Subbotin and block maxima copula models. Additionally, when the chosen block size
is incorrect, the block maxima copula model is also not as accurate when compared to the
Subbotin graphical model when v = 4. These results are encouraging, as they show that the
Subbotin graphical model performs nearly as well as the true generative model and better
than any of the non-correctly specified models in terms of edge selection with respect to the
underlying conditional dependency graph for extreme value observations. We also observe
that, when changing the number of observations and features, the Subbotin graphical model is
somewhat less sensitive to smaller sample sizes relative to the number of features compared
to the quantile and block maxima copula graphical models.

3.3. Peaks-Over-Threshold Extreme Value Distribution. 'We now compare the Subbotin
and other graphical model methods using data generated from a peaks-over-threshold model.
To do this, we utilize a two-step process. We first model occurrences of extreme values as
a multivariate Hawkes process (Zaatour, 2014), which allows us to simulate correlated oc-
currences of extreme value observations between different features at varied intervals. We
impose a sparse pairwise dependency structure on the Hawkes process in order to mirror
a graphical model distribution. The magnitude of the extreme values are then determined
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Average F1 scores (std. dev.) for the peaks-over-threshold simulations with oracle tuning, averaged over 50
replicates. Best performing methods are boldfaced. The Subbotin graphical model performs best out of all
comparison methods, though the best choice of v varies.

Model n = 10000,p = 25 | n = 10000,p =50 | n = 10000,p = 75 | n = 10000, p = 100
Subbotin (4) 0.819 (0.025) 0.765 (0.039) 0.723 (0.040) 0.684 (0.042)
Subbotin (6) 0.837 (0.026) 0.792 (0.041) 0.745 (0.045) 0.665 (0.048)
Subbotin (8) 0.852 (0.032) 0.804 (0.043) 0.731 (0.044) 0.643 (0.049)
Gaussian NS 0.662 (0.037) 0.571 (0.037) 0.529 (0.033) 0.461 (0.039)
Gaussian Glasso 0.681 (0.037) 0.560 (0.035) 0.510 (0.034) 0.457 (0.035)
Quantile (0.5) < 0.001 (< 0.001) < 0.001 (< 0.001) < 0.001 (< 0.001) < 0.001 (< 0.001)
Quantile (0.9) 0.663 (0.030) 0.602 (0.035) 0.545 (0.036) 0.486 (0.041)
Quantile (0.99) 0.732 (0.032) 0.689 (0.038) 0.642 (0.034) 0.519 (0.042)
Copula (10) 0.163 (0.017) 0.087 (0.019) 0.066 (0.010) 0.065 (0.008)
Copula (20) 0.355 (0.030) 0.204 (0.015) 0.190 (0.013) 0.167 (0.018)
Copula (30) 0.326 (0.025) 0.130 (0.020) 0.112 (0.019) 0.114 (0.012)
Model n=>5000,p=50 | n="7500,p=>50 | n=10000,p=>50 | n=12500,p= 50
Subbotin (4) 0.652 (0.050) 0.745 (0.046) 0.765 (0.039) 0.801 (0.032)
Subbotin (6) 0.653 (0.053) 0.754 (0.048) 0.792 (0.041) 0.803 (0.035)
Subbotin (8) 0.608 (0.055) 0.687 (0.045) 0.804 (0.043) 0.824 (0.037)
Gaussian NS 0.479 (0.042) 0.523 (0.034) 0.571 (0.037) 0.673 (0.030)
Gaussian Glasso 0.451 (0.040) 0.517 (0.040) 0.560 (0.035) 0.661 (0.029)
Quantile (0.5) < 0.001 (< 0.001) < 0.001 (< 0.001) < 0.001 (< 0.001) < 0.001 (< 0.001)
Quantile (0.9) 0.440 (0.038) 0.531 (0.039) 0.602 (0.035) 0.685 (0.027)
Quantile (0.99) 0.544 (0.042) 0.562 (0.040) 0.689 (0.038) 0.732 (0.035)
Copula (10) 0.082 (0.019) 0.079 (0.015) 0.087 (0.019) 0.106 (0.023)
Copula (20) 0.131 (0.020) 0.188 (0.021) 0.204 (0.015) 0.255 (0.022)
Copula (30) 0.045 (0.018) 0.109 (0.019) 0.130 (0.020) 0.167 (0.024)

by adding data simulated from a standard GEV distribution to a pre-chosen threshold of 10.
Non-extreme observations are generated from a multivariate Gaussian distribution using a co-
variance matrix with diagonal entries of 1 and weak correlations between all pairs of features;
we also truncate these observations to ensure that they are less than the chosen threshold. We
compare the selected edges from each of the graphical models methods to the underlying
dependency structure of the multivariate Hawkes process in the first simulation step. We also
show results for these simulation studies using data-driven stability selection hyperparameter
tuning in Section 1.3 in the Supplementary Information.

Table 3 shows the average F1 scores of the graph estimates for p = 25,50, 75, and 100
with n = 10000, as well as for n = 5000, 7500, 10000, and 12500 with p = 50. Here, the
Subbotin graphical model performs better than all of the other models we compare. In par-
ticular, v = 8 has higher F1 scores when the ratio of observations to features is larger, while
v =4 does better when the number of observations is proportionally smaller. On the other
hand, the block maxima copula model performs substantially worse than any of the other
models. This is explained by the distribution of extreme value observations over the full data
set; since these do not occur at regular intervals, many of the block maxima are likely not ac-
tual extreme value observations and thus not useful for finding the conditional dependencies
between extreme values. The Gaussian and quantile graphical models also perform decently,
but are not as accurate as the Subbotin graphical model with any v of comparison.

4. Functional Neuronal Connectivity Case Study. Lastly, we investigate the applica-
bility of the Subbotin graphical model to estimating functional neuronal connectivity net-
works for real-world calcium imaging data. We use a data set originally from the Allen Brain
Atlas (Lein et. al., 2007) which has fluorescence traces for 227 neurons in the visual cortex
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Fig 3: Comparison of the functional connectivity estimates from the graphical modeling tech-
niques. Neurons are plotted with respect to their spatial locations and colored by their angular
tuning category.

of the brain of a mouse at over 100000 time point observations; for this particular case study,
we examine a subset of 18000 time points from this data set during a period of controlled
drifting grating visual stimulus activity. Our goal is to estimate the intrinsic functional con-
nectivity of the neurons, i.e. correlations between their contemporaneous firing activities. We
compare the estimated functional neuronal connectivity graphs from the Subbotin graphical
model to those from previous approaches from the graphical model literature, namely the
Gaussian, quantile, and block maxima extreme graphical models, as well as several of the
functional connectivity models introduced in Section 1, including the Hawkes model (Eich-
ler, Dahlhaus, and Dueck, 2017), VAR model (Krumin and Shoham, 2010), transfer entropy
model (Garofalo et. al., 2009), and linear-nonlinear Poisson model (Park et. al., 2013). For the
block maxima model, we look at block sizes of 15, 30, and 45, while for the quantile graph-
ical model, we look at the 0.5, 0.9, 0.99, and 0.999 percentiles. Again, we do not include
the multivariate Pareto graphical model here because of the restrictions on the model. Hyper-
parameter selection for the graphical model methods are performed using stability selection
with a threshold of 0.95. Edge selection is performed for the Hawkes, VAR, and transfer
entropy models by selecting the highest magnitude parameter estimates. An ANOVA com-
parison with a BIC criterion is used to select edges for the linear-nonlinear Poisson model.
In the cases where there is no data-driven process for choosing graph sparsity for the func-
tional connectivity models, we select the same number of edges as selected by the Subbotin
graphical model.

We first analyze the selected edges from each model. In Figure 3, we show the functional
neuronal connectivity estimates from the different graphical model methods, with each graph
estimate plotted with respect to the spatial locations of the neurons. Notably, the Subbotin
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TABLE 4
Proportion of edges from the estimated functional connectivity network by each model which link two neurons of
the same tuning category.

Model Angular Tuning | Frequency Tuning
Subbotin (v = 10) 0.578 0.642
Gaussian NS 0.417 0.426
Gaussian Glasso 0.429 0.449
Quantile (0.5) 0.127 0.256
Quantile (0.9) 0.358 0.349
Quantile (0.99) 0.494 0.491
Quantile (0.999) 0.446 0.485
Copula (15) 0.207 0.289
Copula (30) 0.292 0.262
Copula (45) 0.253 0.280
Hawkes 0.140 0.335
Transfer Entropy 0.243 0.193
VAR 0.112 0.387
Linear-Nonlinear 0.460 0.434

graphical model produces a functional connectivity network which is structurally small-world
with a few hub neurons, which matches what has been previously proposed about functional
connectivity in the brain (Sporns, Honey, and Kotter, 2007; Stam, 2004; Park et. al., 2008);
we do not see these architectural features nearly as much for the estimates from the other
models. In Table 4, we compare the selected edges from each model with respect to the ori-
entation and frequency tunings of the pairs of neurons in the edge set. It is hypothesized in the
neuroscience literature that neurons are tuned to fire when presented with particular stimuli,
and that these neurons are more likely to be connected functionally (Sakia and Miyashita,
1994); thus, we would expect that the estimated functional connectivity network should re-
flect the visual tuning of the observed neurons, meaning that a substantial proportion of the
function connections should be between neurons with the same tuning. For this data set, the
neuron tuning with respect to visual angles and frequencies have been estimated a priori.
There are 8 categories of angular tuning and 3 categories of frequency tuning, which cor-
respond to the different visual stimulus shown to the mouse during the recording. In Table
4, we show the proportions of edges with matching tuning categories from all comparison
methods. We see that the functional connections selected by the Subbotin graphical model
are most likely to be associated with pairs of neurons with the same category of neuron tun-
ing, both in terms of frequency and angular visual stimuli. Of the other models compared
in Table 4, the linear-nonlinear and Gaussian graphical models perform moderately worse,
while the rest of the models are very poor with regards to estimating functional connections
that match neurons with the same tuning.

We then look at the selected edges for the largest degree hub neurons in the estimated
functional connectivity graphs from the Subbotin graphical model and from the Gaussian
graphical model. In Figure 4, we show the fluorescence traces for each respective hub neuron
and its neighbors plotted on top of one another. The fluorescence traces of the hub neuron
of the Gaussian graphical model and its neighbors, as seen in in Figure 4a, display a similar
baseline mean shift pattern across time, possibly caused by artifacts of the data collection
methodology. However, there are clearly no relationships between the hub neuron and any of
the selected neighbors with respect to any extreme value spikes in the fluorescence traces, and
it does not appear that the selected hub neuron is particularly active at all during the recorded
time period. On the other hand, the hub neuron of the Subbotin graphical model clearly
fire simultaneously with its selected graph neighbors more than once during the experiment,
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(a) Gaussian graph hub neuron. (b) Extreme graph hub neuron.

Fig 4: Trace of different high degree hub neurons (black) vs. traces of selected edge neighbors
(red) in functional connectivity estimates from the Gaussian and Subbotin graphical models.
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Fig 5: Trace of single particular neuron (black) vs. trace of selected edge neighbors (red) in
functional connectivity estimates from the Gaussian and Subbotin graphical models.

as seen in in Figure 4b. Thus, the edges from the Subbotin graphical model appear to fit
the definition of intrinsic functional connectivity much more closely than those from the
Gaussian graphical model.

We also show the differences in the edges selected that involve the same neuron in the
graph estimates from the Subbotin and Gaussian graphical models in Figure 5. The neuron
we highlight here has several edge neighbors in the estimated networks for both the Gaussian
and Subbotin graphical models, but the neighbors selected by each method are different. We
can see from Figure 5a that the neighbors in the graph estimated by the Gaussian graphical
model do not appear to share any similar spiking patterns with the highlighted neuron. On the
other hand, as seen from Figure 5b, the edge neighbors as selected by the Subbotin graphical
model for the exact same neuron seem to spike at the same time at one particular time point
during the recording. From this example, the Subbotin graphical model seems to do a better
job of finding neurons which share similar spiking patters, as is the goal when estimating
functional neuronal connectivity networks.

5. Discussion. In this paper, we have introduced the Subbotin graphical model for esti-
mating networks for data in which the primary focus of the analysis is on finding the con-
ditional dependency structure with respect to the extreme value observations. Our model
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is constructed by defining the node-wise conditional distribution of the graphical model as
a Subbotin distribution with v > 2, which increases the relative weight of extreme values
in the estimation process compared to the Gaussian graphical model. Our proposed model
permits simultaneous parameter estimation and automatic sparse model selection through
the probabilistic graphical modeling framework, which many current functional connectivity
models do not allow. The Subbotin graphical model has several advantages over other graph-
ical modeling methods used for this type of analysis as well. Unlike methods in the existing
literature, the Subbotin graphical model does not require any data pre-processing with bin-
ning or thresholding to identify extreme values before model estimation in order to produce
meaningful results, instead smoothly increasing the relative weight of extreme value obser-
vations based on their magnitude. It also does not require an input prior like the multivariate
Pareto graphical model or a particular selection of a quantile for which to find dependencies.
Through simulation studies and a real-world example, we have shown the potential useful-
ness of the Subbotin graphical model to analyzing data with extreme value observations. In
particular, we showed the suitability of our model to neuroscientific applications, specifically
toward estimating intrinsic functional neuronal connectivity graphs for calcium imaging data.

There are several possible areas of research for the Subbotin graphical model that can be
investigated in future works. From a methodological standpoint, we have used ordinary boot-
strapping sampling with our stability selection method in order to select the hyperparameter
values for the individual node-wise regressions. However, this type of procedure may not be
the most appropriate when the main focus of the analysis is on the rare extreme value ob-
servations, and there may be better schemes that could be implemented for this part of the
algorithm. Also, like with the Gaussian graphical model, there are many potential extensions
to the Subbotin graphical model that could be developed to account for different experimen-
tal conditions or possible effects. For example, in neuroscience, common implementations
of graphical model methods include latent variable adjustments to adjust for the potential
impact of unmeasured brain neuron activity or stimuli, covariate adjustment methods, and
changepoint methods to create smoothly varying functional neuronal connectivity estimates
under different experimental stimuli conditions.

We also note here that the Subbotin graphical model that we have developed is in this paper
is based on an assumption of independent observations, which we chose for this particular
application because of our stated goal of finding intrinsic functional neuronal connectivity,
i.e. only contemporaneously correlated neuronal activity. While there are potential autore-
gressive effects present in the fluorescence traces produced by calcium imaging for which
the Subbotin graphical model described in this work does not account for, previous litera-
ture shows that the methodology described in this paper can still be applied successfully in
the presence of these effects. Specifically, in (Basu and Michailidis, 2013), it is shown that
Lasso-based sparse estimators, such as the one used for the Subbotin graphical model, are still
model selection consistent in this case, though with the a larger theoretical sample complex-
ity. Because the number of observed time points in calcium imaging data sets is often large
relative to the number of neurons that are in an individual recording, we believe our method
will work well even in the presence of these autocorrelations. However, in many examples of
data sets for which our method may be relevant, it may be assumed that the observed features
follow some type of time series model which need to be accounted for (Pnevmatikakis et.
al., 2016), or the problem of interest may involve directed networks across time lags. Thus,
a methodological extension for time series data could be a pertinent area of investigation for
future work.

The Subbotin graphical model has the potential to be explored further as well for different
applied research problems. Within the realm of neuroscience, our model could be used to
study neuronal functional connectivity networks for calcium imaging data on a much larger
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scope than the one considered in this paper, with possibly up to tens of thousands of in vivo
simultaneously recorded neurons. These studies can help provide new insights into the how
individual neurons in the brain are organized functionally on a large-scale basis. Also, as
mentioned in Section 1, one of our future research goals is to apply our method in order to
explore the relationship between functional and structural connectivity in the brain. Some
particular interesting studies could involve comparing how closely estimated functional con-
nectivity network from both our model as well as the other common functional connectivity
in the literature match the brain’s physical structure and synaptic connectivity, or attempting
to characterize how certain patterns in stimuli or activity may be associated with differences
between the two. Additionally, while the main focus of the paper has involved relating our
method to neuroscience experiments, there are several other fields in which the Subbotin
graphical model could be utilized, including climatology, signal processing, and finance. In
conclusion, our work has created a new single-step graphical model method which could
provide a more accurate method for estimating scientifically meaningful networks for data in
which the relevant information in the data involves the extreme value observations.

Funding. The authors were supported by NSF NeuroNex-1707400, NIH 1R01GM 140468,
and NSF DMS-2210837.
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