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Abstract

Graph Neural Networks (GNNs) are a form of deep learning that have found use
for a variety of problems, including the modeling of drug interactions, time-series
analysis, and traffic prediction. They represent the problem using non-Euclidian
graphs, allowing for a high degree of versatility, and are able to learn complex
relationships by iteratively aggregating more contextual information from neigh-
bors that are farther away. Inspired by its power in transformers, Graph Attention
Networks (GATS) incorporate an attention mechanism on top of graph aggrega-
tion. GATs are considered the state of the art due to their superior performance.
To learn the best parameters for a given graph problem, GATs use traditional
backpropagation to compute weight updates. To the best of our knowledge, these
updates are calculated in software, and closed-form equations describing their
calculation for GATs aren’t well known. This paper derives closed-form equations
for backpropagation in GATs using matrix notation. These equations can form
the basis for design of hardware accelerators for training GATs.

Keywords: Neural Network Training, Backpropagation, Gradient Computation,
Graph Attention Networks.

1 Introduction

Many complex problems can be represented by graphs, and graph neural networks
(GNNs) have been used to address these issues. GNNs have been successfully applied
to applications such as drug interactions [1, 2], time-series analysis [3], traffic prediction
[4], neurological damage detection [5], and others. One of the best performing GNN



architectures are Graph Attention Networks (GATSs) [6]. These networks build upon
previous models by combining the statically weighted graph convolution with an input-
dependent attention mechanism to achieve higher expressive power.

Although GAT networks are powerful, they are computationally expensive, requir-
ing processing for an attention coefficient for every edge in the graph. While the
forward pass, or inference, of GAT network processing is well understood, to the best
of our knowledge, closed-form expressions for backpropagation for training GAT net-
works have not been presented before. The main contribution of this paper is the
derivation of these equations using matrix notation for both the original GAT and a
similar derivative work, GATv2 [7]. These equations can enable design of accelerators
for training GATs by exploiting techniques such as gradient interleaving [8].

This paper is organized as follows. Section 2 presents a brief review of GNNs and
GATSs. Section 3 presents the forward pass equations associated with the inference
from GATSs in matrix form. In Section 4, we derive the backpropagation equations for
training the GATs in matrix form. Section 5 concludes the paper. Large figures that
may be helpful alongside the text are found in Section .

2 Background
2.1 Graph Neural Networks

GNNs are a broad class of architectures that developed from early work with Recurrent
Neural Networks [9, 10] that use deep neural networks to perform different graph-
based tasks [11, 12]. The most relevant type of GNN for understanding GATSs is
Graph Convolutional Network (GCN) [13], which many GNN derivatives are based
on. GCN and GAT operate by performing spatial graph convolution and traditional
machine learning transformations on a graph to extract meaningful information over
a wider region. GCNs and GAT networks consist of layers, with each performing the
convolution steps and applying a nonlinear activation before outputting into the next
layer.

Spatial graph convolution can be described as a form of message passing [14] on
graphs. Nodes have features which are used to produce a message, the messages are
transformed by and passed along edges, and the messages are gathered at edge desti-
nations and are used to update the destination node states. This description is general,
and GCN simplifies computation by limiting the convolution operation. In this modi-
fied convolution operation, edges have scalar weights which are multiplied with source
node features. These weighted features are summed at the destination node, and the
resultant sum is linearly transformed with learnable parameters. This convolution can
be written using vector notation,

Zi = Z Ai7j~hj><W (1)
JEN(4)

where N (i) is the neighborhood of node i, A; j is the scalar edge weight from node j
to node i, W is the learnable weight matrix, and h; and z; are row vectors and the
pre- and post-convolution features of node i. A similar operation is used in GAT.



Input, X Output of Layer 1, H' Output of Layer 2, H?

(a) Expanding receptive field for node G

(b) 1-hop neighbors for each of the neighbors of G, i.e. B, F, J, and G itself

Fig. 1: Example GNN with 2 layers on a graph of 8 nodes

As can be seen from the description above, the convolution is able to propagate
information across the structure of a graph. This has the effect of allowing subsequent
node representations to incorporate a wider neighborhood into their extracted features,
and is the main contributor to the expressive power of GCNs and GATs. It is analogous
to the widening receptive field of pixels in traditional Convolutional Neural Networks
[11]. This is illustrated in Fig. 1 for a 2-layer network on a graph of 8 nodes.

A number of hardware accelerators exist for GNN processing. The forward pass
is well understood, and architectures which can support GAT inference exist [15-17].
However, architectures which support training are usually geared towards training
GCN [18-20] or accelerating software solutions [21, 22] for training GAT [23]. While
these methods work, it is possible a more powerful accelerator could be created by
specifically targeting the computations for GAT training operations.

2.2 Neural Network Attention

Attention is a concept in machine learning that has been extensively used in applica-
tions such as machine translation [24, 25] and machine vision [26], and is the primary
mechanism that transformers use for their generalized effectiveness [27]. It is based on
the intuition that prioritizing the important features of an input will allow a network
to better extract information from it. A network layer typically implements attention
by performing a nonlinear transformation on the inputs with some learned attention
parameters, and then using a softmax operation for each of the outputs. This has the
effect of allowing the network to learn input features that are indicative of importance
and then raising their corresponding weights to focus on them.



3 GAT Forward Pass

GAT networks operate similar to GCNs, but implement an attention mechanism to
adjust edge coeflicients based on node features. Like other neural network types, GAT's
use stacked layers to extract information from inputs and generate useful output rep-
resentations. Each layer has its own set of learnable parameters, which are updated
during training. Taking from existing literature on attention [27], GAT splits pro-
cessing steps within each layer across multiple attention heads, which have their own
attention weights during the aggregation step. Baseline GAT consists of the following
processing within a layer, for each attention head:

1. Node features are linearly transformed by learnable weights to form combined
features.

2. Each node’s combined features are transformed into source and destination
coefficients.

3. For every edge, a scalar value is computed using its source and destination coeffi-
cients. The scalar values of the edges sharing a common destination node are input
to a softmax function to generate the attention coefficients of the edges.

4. GCN-like aggregation is performed using the original combined features and atten-
tion coefficients. A nonlinear activation is applied, and the result is concatenated
with the results from the other attention heads.

There are currently two forms of GATSs in use, the original GAT and GATv2. Here-
after, the original GAT will be referred to as GATv1, and GAT will be used to refer
to the general architecture of these networks. GATv2 was proposed because of issues
in GATv1’s attention mechanism, which made it unable to effectively differentiate
between certain types of inputs. However, because GATv1 has been in use for longer
than GATv2, we present derivations for both versions. We begin by constructing
equations for GAT inference in matrix form. We first define the relevant parameters
in Table 1, and then follow each step of layer processing as described above. We use
the superscripts [ to mean pertaining to layer [, and k,[ to mean pertaining to atten-
tion head k of layer . Non-scalar variables are denoted in bold. Vectors are assumed
to be columns, unless they are taken from rows of matrices, and use lower case. When
taking sub-elements of a multidimensional variable, we use subscripts to denote the
row or column being taken from, and keep the same bolding and case as the variable
the sub-elements are taken from. We consider graphs with directed edges, and do not
require the adjacency matrix to be symmetric.

3.1 Linear Transformation of Node Features

The layer begins by linearly transforming the output of the previous layer to a new
feature, not necessarily of the same size, for the current layer. GATv1 uses a single
learnable weight matrix common to every node, while GATv2 has two matrices, with
the result of the combination used differently depending on if a node is a source or
destination of an edge.
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For GATv1, this step can be written as
X =H"T x WL (2)
GATv2 has two combined matrices, which are

Xk 1 Hl—l Wk 17
3)

1-1 k,1
det H X stt

3.2 Edge Coefficient Computation

Using the combined features, GAT generates a set of source and destination coeffi-
cients that are used for computing attention coefficients. In GATv1, these coefficients
are scalars obtained from performing a dot product between the learnable attention
weights and the combined feature vector. In GATv2, the coefficients are vectors, and
are just the combined features generated in step 1. GATv2 introduces the attention
weights in the next step.

For GATv1, the scalar coefficients for node i are

k,l k1T k1 k1T k1T k.1
Ci ,V1,src a@rc X - a<rc x W X hi ’

ol _ k1T k,1 k1T k1T k.1
Cividst = dase X X3 =agy X W xh;,

Vl ,SrC H = Vl src?
1EN

c\/1 dst || G V1 st

The vector coefficients for GATV2 are

c?’\l/Z src X:(slrc Wé(riT X hkl
Civaase = Xidisr = Waae X by
C}\{/lesrcT = ‘ C:c,\1/27src = X:%T7 (5)
ieEN
T T
Ot = || e =x5"

iEN

3.3 Attention Coefficient Computation

Next, every edge in the graph has a scalar value computed. This is done by first adding
the source and destination coefficients from the source and destination nodes of each
edge, respectively. After this sum is computed, it is put through a nonlinear leaky
ReLU (LReLU) operation. In GATv1, the result of this is the pre-softmax normaliza-
tion attention coefficient, while in GATv2 it is a vector that is used in an inner product
with the learnable attention coefficients. The result of the GATv2 inner product is its



pre-softmax normalization attention coefficient. For GATv1, this can be written as

Kl kol N
oL (Ci,Vl,dst + Cj,v1,src> Ai; #0

k,l
ei,j = ’ (6)
—00 Ai,j = 0
and in GATvV2 as
k1 k.1 k.1 N

k,l a™ xXop (Ci,vz,dst + Cj,vz,src) A #0
€5 = . (7)

— 00 A;;=0

We denote the addition operation with @. In the case of GATv1, cl\(,l1 are and cl\‘/l1 dst aTe
vectors, and the operation generates a matrix by performing an outer sum. In GATv2,
ckl k,1 . : . .

V2, dst and Gy, . are matrices, and the operation generates a 3-dimensional tensor
by performing the outer sum on the columns of the matrices. Using this notation, we

can write the resulting attention matrices as
L9 = o1, (] gt @ V1) © A (8)
for GATv1, and for GATv2 as
LAt = (20 x o1, (O} 40 © C¥irc) ) © A (9)

Finally, in both GATv1 and GATv2, these coefficients are put through a softmax,
grouped by common destinations, to normalize them to the same dynamic range. These
matrices have an identical nonzero pattern to the adjacency matrix A. This results
in the L and S matrices that have their (4, j)th entries be the pre- and post-softmax
attention coefficient for the edge outgoing from node j to node i as

sl = o (L?‘") . (10)

1 1

3.4 GCN-like Aggregation and Activation

The final step in the forward pass is to propagate the combined node features using
the final attention coefficient on each edge. This propagation is identical to GCN, with
the adjacency matrix replaced with the post-softmax attention matrix. By performing
matrix multiplication in this way, the combined features of all of the in-neighbors of
each node are summed together, weighed by their attention. In GATv1, this is given
by

Z' = gkl XL (11)



This is identical to GATv2, with the features combined with the source weights matrix
in the aggregation, written as

Zkl _ gkl y xkl

src* (12)
Finally, the combined and aggregated features are put through a nonlinear activation.
We use op to represent the exponential linear unit (ELU) activation function. The
resulting features for each attention head are concatenated together to form the output
of the layer:

Kl

H' = H o (Z"). (13)
k=1

In the case of the output layer, multiple attention heads have their results averaged
instead of being concatenated, and a nonlinear operation like softmax is applied on
the resulting node features. This can be written as

KL
1
HY = oy T Szt (14)
k=1

We summarize the forward pass in a data flow graph (DFG) in Fig. 2. An illustra-
tive example of each step for GATv1 and GATv2 in the forward pass is shown for a
single layer’s attention head in Fig. 4. The example assumes an input feature size of
5 and an output feature size of the layer’s attention heads of 4.

4 GAT Backward Pass

We now derive the equations for the backpropagation for GAT’s learnable param-
eters, i.e., equations for gradients of the loss with respect to weight matrices
Wkl Wkl wkil kil okl okl

oo Wil |, attention weights (asrc,adst, ), and feature inputs (H!) for

each layer. This will follow the same structure as the forward pass, starting with the
input to the layers during backpropagation and computing the gradients associated
with that layer. A summary of the notations for different variables relevant to the
backward pass is provided in Table 2.

4.1 Gradients with Respect to Activation

We first compute the gradients of the loss with respect to the pre-activation outputs
using the gradients input to the layer. The gradient can be computed as

5 = of (Z%Y) @ ok, (15)

For the last layer in the network, a softmax activation function is used. Its derivative
is well known, and the derivative of any vector through a softmax can be described
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Matrix
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HI! Matrix
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B
Normalized
A
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Cast
Dest. Edge
Coefficients
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Attentions

[T d ) xd |
N xdt
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Agst
Dest. Attn.
Weights

Attentions

Adjacency e
Matrix NxN

Source Attn.
Weights

Coefficients

(a) GATv1
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Source
Weight
Matrix
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Src. Comb.
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Matrix

A
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eature st Activation
Matrix Dest. Edge Features
Coefficients
K1 8 3]
dst Xaie ckl L‘ skl
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Matrix Matrix Attentions N xd-!
Nxd
d&
akl A N xNxd
Attention Adjacency NxN
Weights Matrix

(b) GATv2

Fig. 2: DFG for the forward pass of a single attention head within a hidden layer. Each
box is colored according to the shape of the matrix at that point in the computation

by a symmetric gradient matrix,

u=og(v),
Ou; u; — u? =7
Qv | =(ui-wy) i#j
%:diag(u)fuqu,

where the (7, j)th entry in the g—:,‘ matrix is the gradient contributed by the jth element
of the input to the i¢th element of the output. In this case, v and u are the rows of
the Z¥ and H™ matrices. The gradient matrix described above can be computed for
each node, and the gradient of the loss with respect to the pre-softmax features for
that node can be computed by multiplying this matrix with the gradient of the loss
with respect to the post-softmax features. This is shown as

oHE
723

= diag (HF) — HF" x HY, (16)
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HL
5 = gzi x oF. (17)

For the rest of the backward pass, there is no difference between layers if we scale this
pre-softmax gradient by K to account for the averaging step, written as

kL 1 L
It is important to note that the matrices involved in this step are dense, unlike the
matrix of attention coefficients. Because of the complexity of the softmax derivative
and because it only needs to be computed for the output layer, §'" should be computed
outside of a dedicated accelerator.

4.2 Gradients with Respect to Attention

We now look at the attention mechanism and how the gradient of the loss with respect
to its inputs can be computed. The first step is to compute the gradient of the loss
with respect post-softmax attention coefficients, through the aggregation, and then
the pre-softmax edge coefficients, which has a form identical to the softmax derivative
described before. This can be written as

g = 0! Xk, (19)

S

2oLy —ding (81) - s sl (20)
T

oL os¥! oL , [ oL

oret ~ ot "\ sk | T 75 gt ) D)

o asel . . .
Because of the sparsity in S¥!, LT will only have nonzeros in rows/columns which

correspond to the edges for node i. The complete loss with respect to the pre-softmax
attentions, %, also has the same sparsity pattern as the adjacency matrix.

Now, because of the differences in GATv1 and GATv2, we separate the derivation for
the rest of the attention backward pass for each of the two versions.

4.2.1 GATv1 Attention Gradient

The rest of the backward pass depends on the result of the LReLU that was used to
compute the pre-softmax weight matrix. Since the input to the LReLU was a scalar,
we define a C’®! matrix to hold values from the derivative of the LReLU, and then
define the gradient with respect to its input as A¥!, which can be written as

r k1 k,l k,l
Cyiij = 0L (C'L,Vl,dst + Cj,v1,src) ; (22)

2.3 S k,1 k.1
Cyi=o1 (CVLdst ® Cv1,src) ) (23)

11



oL

k1 k,1
Ay =CN1 O oy (24)
This A matrix is never used as a matrix, but instead is summed along its rows and
columns. Depending on which dimension it is summed over, it will correspond to

gradient passed along source or destination edges. We can define the following vectors

K1 k.1
BV s = Sum (AN rows)

(25)
¥ gre = Sum (AF! cols) .

We can then derive the gradient of the loss with respect to the attention weights using
these vectors

oL _ Xk,lT % Skl
aak,l - V1,dst’
dst (26)
8[.: _ Xk-,lT Ek’l
k1 X Vli,src*
aasrc

These source and edge gradient vectors will also be used in computing the gradient of
the loss with respect to input features and weights.

4.2.2 GATv2 Attention Gradient

The derivation for GATv2 is similar to GATv1, though here the C’ k! matrix is instead
a 3-dimensional tensor, because the attention coefficients are vectors instead of scalars.
Effectively, it is a matrix identical in behavior to the GATv1 case, with the scalar
elements replaced by vectors. This is written as

fkl k1 s (k] k,1
v2ij —a ©Oog (Ci,v2,dst + Cj,v2,src) ) (27)
k1 . OL /Kl
V2ij — aLkJ TV2ij 0
ij (28)
Kkl v kI OC
AVQ - CV2 © 8Lk’1’
Kkl k.1
EVo.ast = Sum (A ,rows) , (29)

kKl k.1
Vo sre = Sum (A ,cols) .

Instead of the 3¥! tensors being vectors, they are matrices, owing to the vector
elements in the A®! tensor. Finally, the loss with respect to attention weights can be
derived as

oL oL K1 k.1
Jakl Z LK 0L (Ci,vz,dst + Cj,vz,src> : (30)
%7 ij

Unlike GATv1, this does not depend on the X% matrices, instead only depends on
%. This is because the attention weights in GATv2 are not used until after the

LReLU operation.

12



4.3 Gradients Associated with Combination

The final part of the backpropagation is similar between GATv1 and GATv2, con-
sisting of combining the gradients for the feature and weight matrices with the
contributions from the attention mechanism and the aggregation step. Because there
are differences, we will again look at the two GAT versions separately.

4.3.1 GATv1 Weight and Feature Gradient

Both the feature and weight matrices can be written as a combination of gradient
contributions from three sources: the gradients along the source and destination edges
and the gradient due to weighted aggregation. The loss with respect to input features
can be written as

Kl

oL k,1 k1T T
JH Z ((Ew,dst xag, x We )
k=1

+

(241 e x a5t ™ x W)
+ (Sk’lT x 6™ x Wk’lT)> , (31)
Kl

. k,1 k1T
= [(EVLdst X At )

k,1 k1T
+ (EVI,src X Age )
+

The loss with respect to weights can be written similarly

oL 1T k,1 k,]T
OWk! ((Hl UXOE e X Al )

+ (T o, caklh)

+ (HHT SELE R 5"‘")) , (34)
—H T  [(2Y] 4 aﬁ;ltT)

+ (B4 e x alt)

+ (sk’lT x 5""1)} . (35)

As can be seen from the equations, the terms in the square brackets are shared among
both the gradients.

13



4.3.2 GATv2 Weight and Feature Gradient

The GATv2 equations are similar to GATv1, but because there are source and des-
tination weight matrices, the three terms used to compute the feature gradient are
split among the two weight matrix gradients. In GATv2, the loss with respect to input
features is given by

oL us k1 k1T
oHI-T Z ((EVQ,dst X Wi )
k=1
k,1 k1T
+ <2V2,src X Wsrc )
+ (st o witT) ) (36)
KI
_ (<Ek,l % Wk,lT)
- V2,dst dst
k=1
+ [B¥ e+ (857 X ) | oW, (37)
=1 (38)
Then, the two weight matrix gradients are
oL T
— Hl—l % Ek,l
k1 V2,dst’
aVvdst
8\(?:1‘] = ((Hl’lT X Zl\‘,’gﬁc) + (HI’IT % g1t 6'k’1)> , (39)

T [ (597 )]

The shared terms are once again shown in square brackets.

To summarize the backward pass pictorially, we modify the forward pass DFGs
from Fig. 2 to show the dependencies during backpropagation, shown in Fig. 3. The
example from the forward pass is used again to show the steps of backpropagation in
Fig. 5.

14
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Fig. 3: DFG for the forward and backward pass of a single attention head within a
hidden layer. Backward pass matrices are shown adjacent to data flow. Colors of the
boxes correspond to the shape of their respective matrices

5 Conclusion

This paper has presented closed-form matrix equations for the training of Graph Atten-
tion Networks. These equations explicitly illustrate the dependencies among various
parts of the computations. These dependencies can be exploited to design accelerators
for training GATSs using techniques such as variable reuse, gradient interleaving and
inter-layer pipelining [28].
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Fig. 4: Forward pass of GAT Layer on an 8-Node graph, with 5-feature width input
and 4-feature width attention head output. Differences between GATv1 and GATv2
are separated with a vertical line, such that GATv1’s operations appear on the left and
GATv2’s on the right. The matrices are colored by shape according to the legends in
Fig. 2. Subfigure a shows the input to the layer, with each node having a feature vector
associated with it. Subfigure b shows the combination and edge coefficient calculation
steps, corresponding to Egs. (2) and (3) and Egs. (4) and (5), with each node having a
source and destination coefficient associated with it. Subfigure ¢ shows the pre-softmax
attention coefficient calculation from Eq. (8) and Eq. (9). Subfigure d shows the row-
wise softmax operation on the matrix of these coefficients, from Eq. (10). Finally,
subfigure e shows the aggregation step, weighted with the attention coefficients from
Egs. (11) and (12) (for brevity, we omit the near identical GATv2 equation using XX:!
instead of X¥1. The figure only shows a single attention head, and the output from
subfigure e would be concatenated with the output of the other attention heads.
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Fig. 5: Backward pass for the forward pass example in Fig. 4. Differences between
GATv1 and GATV2 are separated with a vertical line, such that GATv1’s operations
appear on the left and GATv2’s on the right, except for the final step in weight
and feature gradient calculation. The matrices are colored by shape according to the
legends in Fig. 3. Subfigure a shows the calculation of the gradients with respect to the
input of the layer activation function from Eq. (15). Subfigure b shows the gradient
with respect to the aggregation step due to the attention coefficients, corresponding
to Eq. (19). Subfigure ¢ follows the gradient to the input of the softmax, covering
Eq. (21). Subfigure d shows the computation of the gradient with respect to attention
weights from Egs. (26) and (30). In subfigure e, the C’ %! matrix is shown following
Egs. (23) and (27) and used to find AX! as in Egs. (24) and (28). Subfigure f shows the
calculation of the X*! matrices following Eqgs. (25) and (29), and the multiplication
with the attention weights in GATv1’s case. Finally, the gradient with respect to the
weights and input features is shown for GATv1 in subfigure g from Eqs. (32) and (35)
and GATv2 in subfigure h from Egs. (32) and (39)
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