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Abstract. Statistical prediction plays an important role in many decision processes, such as
university budgeting (depending on the number of students who will enroll), capital budget-
ing (depending on the remaining lifetime of a fleet of systems), the needed amount of cash re-
serves for warranty expenses (depending on the number of warranty returns), and whether a
product recall is needed (depending on the number of potentially life-threatening product
failures). In statistical inference, likelihood ratios have a long history of use for decision mak-
ing relating to model parameters (e.g., in evidence-based medicine and forensics). We propose
a general prediction method, based on a likelihood ratio (LR) involving both the data and a
future random variable. This general approach provides a way to identify prediction interval
methods that have excellent statistical properties. For example, if a prediction method can be
based on a pivotal quantity, our LR-based method will often identify it. For applications
where a pivotal quantity does not exist, the LR-based method provides a procedure with
good coverage properties for both continuous or discrete-data prediction applications.
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1. Introduction
1.1. Background
Prediction is a fundamental part of statistical inference."
Prediction intervals are important for assessing the un-
certainty of future random variables and have applica-
tions in business, engineering, science, and other fields.
For example, manufacturers require prediction intervals
for the number of warranty claims to assure that there
are sufficient cash reserves and spare parts to make re-
pairs; engineers use historical data to compute predic-
tion intervals for the remaining lifetime of systems.
Suppose that the available data are denoted by X,
and that we want to predict a random variable de-
noted by Y (also known as the predictand). We use a
parametric distribution to model the data and the pre-
dictand. Specifically, we consider the case where X, =
{Xy,...,X,} corresponds to a sample of n independent
and identically distributed random variables with
common density/mass function f(-;0). The density
f(-;0) depends on a vector 6 of unknown parameters.
The predictand Y is a scalar random variable with
conditional density g(-|x,;0), where X, =x, is the
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observed sample. If Y is independent of X,, then
Q(- [ xy; 0) = g(+; 0); further, if Y has the same distribution
as the data, then g(-; 0) = f(-; 0). The goal is to obtain infor-
mation about the unknown parameters 0 from the data
X, to construct a prediction interval for the predictand Y.
We use PI;_,(X,) to denote a prediction interval for
Y with a nominal confidence level of 1—a. Letting
Pro(-| X,;) be the conditional probability given X,,, the
conditional coverage probability of PI;_,(X},) is

CP[PLi-a(Xy) | Xi] = Pro[Y € PLi_a(X;) | Xau]-

We can obtain the unconditional coverage probabil-
ity by taking the expectation of the conditional cover-
age probability CP[PL;_,(X}) | X,,] with respect to X,

CP[PI1-a(X,)] = Pro[Y € PI; o (X,))]
= Eo{CP[PL;_o(X) | Xu]}-

Unlike the conditional coverage probability, which is
a random variable, the unconditional coverage proba-
bility is a fixed property of a prediction interval proce-
dure. Hence, the unconditional coverage probability is
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used to evaluate a prediction interval method and the
term coverage probability is used to denote the uncon-
ditional coverage probability unless stated otherwise. If
CP[PI;_(X)] =1 — a, we say the prediction method is
exact; if CP[PL1_4(X,)] = 1—a as n — oo, we say the
prediction method is asymptotically correct.

1.2. Related Literature

Some prediction interval methods are based on a piv-
otal or an approximate pivotal quantity. The main
idea is to find a function of X, and Y, say q(X,,Y),
that has a distribution that is free of parameters @ (or
approximately so for large samples). Then, the distri-
bution of (X, Y) can be used to construct a 1 — « pre-
diction region for Y as

Pi_alxy) = {y : Q(xnr]/) < qn,l—a}/

where X, = x,, denotes the observed value of sample
and §,1-, is the 1-a quantile of g(X,Y) (ie.,
Pro[q(X,,Y) < gni-al =1—a). If q(x,,y) is a monotone
function of y, then Pi_.(x,) provides a one-sided pre-
diction bound; if —q(x,,y) is a unimodal function of y,
then P1_,(x,) becomes a (two-sided) prediction inter-
val. Relevant references of this pivotal method include
Cox (1975), Atwood (1984), Beran (1990), Barndorff-
Nielsen and Cox (1996), Nelson (2000), Lawless and
Fredette (2005), and Fonseca et al. (2012).

One implementation of the pivotal method is
through a hypothesis test. Cox (1975) and Cox and
Hinkley (1979) suggested to construct prediction in-
tervals by inverting a hypothesis test and gave exam-
ples with distributions having simple test statistics.
Suppose the data X, and the predictand Y have densi-
ties f(x,; 0) and g(y; 0") governed by real-valued @ and
0*, respectively, and a hypothesis test can be found
for the null hypothesis = 0". Let w, be a critical re-
gion for the test Hy: 6 = 0" with size a. For critical re-
gion w,, we have the probability statement

Pr[(X,,Y) e w,] = a.

Then for X, =x,, a 1 —a prediction region for Y can
be defined as

Pl—a(xn) = {_1/ : (xnry) € wa}~ (1)

Thus, for the critical region defined in (1), we have
that for all 6

Pro[Y € Pi_o(Xy)]=1-aq,

so that (1) defines an exact prediction procedure for Y.
In (1), one could also potentially use a critical region
Wy = Wy, having size a asymptotically (i.e., lim,
Prg[(X Y) € w,] = @); then (1) becomes an asymptoti-
cally correct 1 — a prediction region for Y.

Cox and Hinkley (1979) illustrated this test-based
prediction region (1) with the normal distribution.
Suppose X, is an independent random sample from

Norm(u,0) and Y is a further independent random
variable with the same distribution. By assuming that
X, ~N(uy,0) and Y ~N(u,,0), a test statistic for the
null hypothesis Hy : i1, = p, is

o XmY
sy/(n+1)/n n_ll

where s> = 37| (X; — X,)*/(n—1) and t,_1 denotes a t-
random variable with n — 1 degrees of freedom. This
corresponds to the form of a two-sample t-test that is of-
ten used for comparison of means. Then a 1 -« equal-
tailed (i.e., equal probability of being outside either end-
point) prediction interval based on inverting the ¢-test is

PIl—a(Xn) = [Xn - tn—l,a/zs Y (71 + 1)/7’1/ }_(n
+ tnfl,a/ZS V (Yl + 1)/”]/

where t,_1, denotes the a quantile of a ¢,
distribution.

As a contrast to the pivotal prediction method,
Bjornstad (1990) reviewed an alternative prediction
method called the predictive likelihood method. The
main idea of the predictive likelihood method is to ob-
tain an approximate density for Y by eliminating the
unknown parameters in the joint likelihood (or den-
sity) of the data and the predictand (X,,, Y). The result-
ing predictive likelihood then provides a type of dis-
tribution for computing a prediction interval for Y
given X,, = x,,. For example, a Bayesian predictive dis-
tribution for Y involves steps of integrating out the
unknown parameters of a posterior distribution based
on the joint likelihood of the data and the predictand.

()

1.3. Motivations

As reviewed in Section 1.2, prediction intervals can be
constructed by inverting hypothesis tests for parame-
ters. However, the construction of such tests often needs
to be tailored to each problem, where the determination
of an appropriate hypothesis test is an essential step in
the construction of such prediction intervals. For exam-
ple, in the normal distribution example, we obtain the
prediction interval by inverting a t-test. However, in
many cases, there is no well-known or clear hypothesis
test, making it difficult to implement a test-based method
for obtaining prediction intervals. As a remedy, the pur-
pose of this paper is to propose a general prediction
method based on inverting a type of likelihood ratio (LR)
test. The advantage of the LR approach is that this princi-
ple applies broadly to different settings where prediction
intervals are needed—and particularly for cases where an
appropriate test statistic or pivotal quantity is not avail-
able or obvious for the need. In addition, we will demon-
strate that this general method has desirable statistical
properties.
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1.4. Overview

This paper is organized as follows. Sections 2-5 focus
on predictions with continuous data. Section 2 de-
scribes how to construct a prediction interval by
formulating a certain LR statistic. Section 3 discusses
situations where the proposed prediction method pro-
vides exact coverage, while Section 4 shows that,
more broadly, that the method is generally (under
weak conditions) guaranteed to provide asymptoti-
cally correct coverage (i.e., improving coverage
properties with increasing sample sizes). Section 5
discusses some further details about constructing a
suitable LR test. Section 6 focuses on applying the pro-
posed method to prediction problems involving dis-
crete data. Section 7 describes how the proposed LR
prediction method compares and differs from pre-
dictions based on predictive likelihood methods
(mentioned in Section 1.2). Section 8 concludes by de-
scribing potential areas for future research.

2. A General Method

In Section 2.1, we show how to construct general (not
necessarily equal-tailed) two-sided prediction inter-
vals with an LR statistic. Section 2.2 describes how to
construct one-sided prediction intervals by using an
LR and how this method can also be applied to cali-
brate equal-tailed two-sided prediction intervals. In
this section, we assume that both the data X,, and the
predictand Y are continuous. For clarity in the exposi-
tion and ease of presentation, we further assume that
Y ~ g(-;0) is independent of X, ~f(:;0) and has the
same distribution/density (i.e., g(-; 8) =f(-; 0)).

2.1. Prediction Intervals Based on an LR Test
Nelson (2000) proposed a prediction interval method
for predicting the number of failures in a future in-
spection of a sample of units, based on a likelihood ra-
tio test in combination with the Wilks" theorem.
Although Nelson (2000) only considered a specific
prediction problem, we extend the principle of
LR-based prediction interval statistics to a more gen-
eral setting. The approach may also be viewed as a
generalization of test-based prediction intervals ex-
plained in Cox and Hinkley (1979), using an LR in the
role of the test statistic.

2.1.1. Reduced and Full Models. Recalling its tradi-
tional use for parametric inference, the LR test pro-
vides a general approach for comparing two nested
models for data (or parameter configurations) based
on the observed data X, =x,. The null hypothesis
about the parameters corresponds to a reduced
model, which is nested within a larger full model (i.e.,
a parameter subset of the full model). Let £,(6;x,) be
the likelihood function for the full model having a

parameter space © and suppose that the reduced
model (corresponding to the null hypothesis) has a
constrained parameter space ®; C ©. The LR for test-
ing the null hypothesis Hy : 0 € © is then

_ SUpPyeq, L,(0;x,)
" supgeeLa(0;x,)’

and the log-LR statistic is —2logA,,. Generally, the dis-
tribution of A, or —2logA,, needs to be determined, ei-
ther analytically, through approximate large-sample
distributional results, or through Monte Carlo simula-
tion. Then, such a distribution can be used to deter-
mine the critical region for the LR test of the null
hypothesis or relatedly a confidence interval/region
for parameters. For example, if the reduced model is
true, and if Wilks” theorem (Wilks 1938) applies (as it
does under particular regularity conditions), the as-
ymptotic distribution of the log-LR statistic is given
by —2logA, — x7 as the sample size n — oo, where x2
denotes a chi-square random variable with d degrees
of freedom and where d is the difference in the lengths
of ® and ©y. The latter large sample chi-square distri-
bution approximation is often used to calibrate the
critical region of an LR test.

As we describe next, a log-LR statistic for model pa-
rameters can be modified to provide a log-LR statistic
for a future random variable Y in a general manner,
which in turn can be used to construct prediction in-
tervals for Y. To outline the approach, suppose the
available X, represents an independent and identi-
cally distribution (iid) sample with common density
f(;0) and Y denotes a future random variable with
the same density f(-;0) (Y is again independent of X,
here). A log-LR statistic for Y can then be broadly
framed as a type of parameter @ comparison involving
full versus reduced models for the joint distribution
(X, Y). Although f(-;0) denotes the true marginal
density for both the data X, and the predictand Y
(with parameter space 0 € ©), the main idea is to de-
fine a hypothesis test regarding an enlarged (and fic-
tional) parameter space O = {(0, 0,)}, where the data
X, have a common density f(;0), where the predic-
tand Y has a density f(;0,), say, and where 6 and 6,
differ in exactly one preselected component when
(0,0,) € Or. For example, supposing 0 =(01,...,0;) €
© consists of k>1 components, then we choose ex-
actly one parameter component, say 0, from among
{61,...,0k} to vary and subsequently define 0, € © to
match 6 € ©, except for the component ¢, which is 0
for @ but 6 , say in 6,. This framework sets up a com-
parison of a contrived full model (X,, ~ f(-; @) margin-
ally and Y ~f(-;0,) for (0,0,) € ©f) versus a reduced
model (6, = 0 € ©), where the parameter space of the
reduced model is nested within ®f with the constraint
0=20,.
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The purpose of this contrived LR test is not to con-
duct hypothesis tests of parameters—as we already
know that the reduced model is a true model—but to
construct a predictive root (i.e., a test statistic con-
taining X, and Y), which will be used to predict Y.
In particular, the extra degree of freedom between
the parameter spaces of the full model and the re-
duced model is used to identify the predictand Y
when formulating a log-LR statistic for 6= 6,. For
example, in the case of data from a normal dis-
tribution X,,,Y ~Norm(u,0), we may define a full
model as X, ~Norm(y,0) and Y ~ Norm(yy o) for
parameters 0= (u,0) and 6,= (y ,0) €R X (0,0),
where the reduced model 0, = 0 corresponds to the
true underlying model X,,Y~Norm(y,0) in
prediction.

Let the joint likelihood function for (X, Y) be

L£(0,0,;x,,y) =f(y; By)ﬁf(xi; 0)
i=1

under the full model and suppose the maximum
likelihood (ML) estimators of (0, ,) are estimable
under both the reduced (0=60,) and the full
((6,6,)) € ©r) models. Then the joint LR statistic
based on (X,,,Y) is

supﬂzﬂye@E(G/ By; Xn/ Y)

AN(X,,Y) =
( ) Sup(e,ey)e@EL(ﬂrﬂy/‘XmY)

3)

for the test of 0 = 6,. The LR statistic in (3) and its dis-
tribution can then be applied to obtain prediction in-
tervals for the future predictand Y based on observed
data values X, = x,,. Note that the construction (3) de-
pends on which parameter from 0 is selected to vary
in defining 6,. Typically, this selected parameter will
be a mean-type parameter for purposes of identifying
Y in the LR statistic (3); more details about this selec-
tion are given in Section 5.

2.1.2. Determining the Distribution of the LR. The
next step is to determine a critical region as in (1) so
that we can compute the prediction region for Y, based
on the LR statistic A,(X,;,Y) from (3). This, however,
requires the distribution of A,(X,,Y) (or —2logA,
(X1, Y)). There are three potential approaches for
determining or approximating the distribution of
—2log Ay (X, Y).

The first approach is to obtain the distribution of
—2logA,(X,,Y) analytically. For illustration, consider
the situation with an iid sample X, ~Norm(6,0)
where ¢ is known and the future random variable Y is
from the same distribution. Here there is one parame-
ter O = u where the full model is X,, ~ Norm(u, o) and
Y ~Norm(u,, o) for (i, ) € R? in the LR construction

of (3); the corresponding log-LR statistic for Y based

on X,, is then
n o (Y-X.\
n+1 ( o ) "
Then, a 1 — a prediction region for Y given X, = x,, is

—2log Ap(X,,,Y) =

Pioalxn) ={y:-2log Au(x,y) < X714}

Ly syl
S B m

where xi,_, is the 1 -« quantile of x} and zy_/ =

11, is the 1 —a/2 quantile of a standard normal var-

iable. In this example, because —2 log A,(X},,Y) is a un-
imodal function of Y, the prediction region Pi_,(x;,)
leads to a prediction interval and the LR prediction
method has exact coverage probability because the log-
LR statistic is a pivotal quantity (i.e., x3-distributed).

The second approach for approximating the distri-
bution of —2log A,(X,,Y), when applicable, is to use
Wilks” theorem. Under the conditions given in Wilks

(1938), the LR statistic —2logA, (X, Y) LN Xﬁ, where d is
the difference in the dimensions of the full and re-
duced models (d = 1 in our prediction interval con-
struction). Similarly, the 1 — a prediction region based
on Wilks’ theorem is

Pl—a(xn) = {]/ —2logAn(xn,y) < Xﬁ,lfa}'

Wilks” theorem, however, does not apply in all predic-
tion problems. There exist important cases, particularly
with discrete data, where the Wilks’ result is valid for
the log-LR statistic —2logA,(X,,,Y) in prediction and
the chi-square-calibrated prediction region above is
then appropriate; this is described in Section 6. When
Wilks” theorem does not apply, an alternative limiting
distribution may still exist as illustrated in Section 4.
The third approach, which is the most general one, is to
use parametric bootstrap. If A;_, is the 1 —a quantile of
Ap(Xy, Y), then we have the following prediction region

Pioalxy) = {]/ : _2logAn(xn/]/) < Ao}

The idea of this approach is to use a parametric
bootstrap recreation of the data (X],Y"), which leads
to a distribution for a bootstrap version —2logA,
(X;,,Y*) of the log-LR statistic. Then, the 1 — a quantile
of the bootstrap distribution, say Aj_,, is used to ap-
proximate the unknown quantile A, of the true
sampling distribution of —2logA,(X,,,Y). Then the re-
sulting parametric bootstrap prediction region is

Pialxn) ={y : —2logAn(xn,v) < A_,}- 4)
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An algorithm for implementing a Monte Carlo (i.e.,
simulation-based) approximation of the parametric
bootstrap is as follows.

1. Compute an estimate corresponding to a consis-
tent estimator of @ (usually the ML estimate) using ob-
served data X, =x,, denoted by 0, (recall the data
model is that the X, are iid f(-; 9)).

2. Generate a bootstrap sample x;, and y* as iid obser-

vations drawn from f(- ;6).

3. Evaluate the LR in (3) using bootstrap pair (x},y")
to get A" = —2logA,(x}, ).

4. Repeat steps 2-3 B times to obtain B realizations of
A" as {Az}bBﬂ‘

5. Use the 1 — a sample quantile of {A}}f_, as A}__ in
(4) and compute the prediction region.

The prediction region P1_,(x,) in (4) is a prediction
interval when A, (x,,y) is a unimodal function of y for
a given data set X, = x,,.

Such prediction intervals generally do not have
equal-tail probabilities. In many applications, how-
ever, the cost of the predictand being greater than the
upper bound is different than having it being less
than the lower bound. In such cases, it is better to
have a prediction interval with equal-tail probabilities.
This can be achieved by calibrating separately the
lower and upper one-sided 1 — /2 prediction bounds
and putting them together to provide a two-sided
1—a equal-tail-probability prediction interval. The
next section shows how to construct a one-sided pre-
diction bound using the LR in (3).

2.2. Constructing One-Sided Prediction Bounds
Suppose that the LR A,(xy,¥) is a unimodal function
of y based on observed data X,, = x,,. This is a common
property (holding with probability one) in most
prediction problems. Note that a two-sided prediction
interval (4) for Y based on X, = x,, is defined by a hori-
zontal line drawn through the curve of —2logA,(x,,y)
(as a function of y) at an appropriate threshold A;_,,
as shown in Figure 1.

Here we describe a method for calibrating one-
sided bounds directly, without resorting to (4) by ad-
justing the log-LR curve so that it becomes a mono-
tone function. For a given data set X, =x,, let yy =
Yo(x,) denote the value of y that maximizes A, (x,,y),
where A, (x,,10) =1 at yp. Define a signed log-LR sta-
tistic C,,(x,, y) based on (3) as

Caln, ) = (=1)" V< [2log Ay (xs, y)]
_ {ZIOgAn(xn,y) €(=0,0] y=<yo (5)
—2logAu(x,,y) €[0,00) y >y,

where I() denotes the indicator function. That is,
(—1)I(ysyo)[—210g/\n (xn,y)] is a signed version of the
log-LR statistic —2logA,,(x,;, ), which, unlike the latter
statistic, is an increasing function of y and is negative

when y <y (but positive when y > 19). Hence, to set a
one-sided bound for Y, we calibrate the signed log-LR
statistic C,(x,,1), which has a one-to-one correspon-
dence to y-values when A,(x,,y) is unimodal (unlike
Ap(xy,y) itself). Note that if the 1-a quantile of
the distribution of C,(X,,Y), denoted by (;_,, were
known, we could set a 1 —a upper prediction bound
for Y given X, = x,, as

¥1_o(xn) =sup{y € R: G,y (%, y) < Cig}- (6)

Figure 2 provides a graphical illustration of (6), illus-
trating the resulting prediction region. Similar to the
third approach in Section 2.1.2, we can approximate
the quantile (;_, using the 1 — a quantile of (X, Y"),
which is the bootstrap version of the signed log-LR
statistic. Then, a bootstrap prediction bound is ob-
tained by replacing (;_, with {j_, in (6), and the 1 —«
upper prediction bound ¥, _, (x,) is defined as

¥1_o(xn) = sup{y : Cu(xn,y) <Gy ) )

yeR

Constructing the 1-a lower prediction bound
Yi-a(x,) is similar, and the 1-a lower prediction
bound is

Yi-a(xn) = supf{y : Culxn, y) < G} ®)
yeR
The following algorithm describes how to compute
the 1 — & upper (and lower) prediction bound ¥, _ (x,,)
(and y.(x,)) using a Monte Carlo approximation of
the b0~0tstrap distribution (,(X;,, Y*) and the bootstrap
quantile ;_, (and C}).

1. Compute 0, using the observed data X, = x,,.

2. Simulate a sample x;, using a parametric bootstrap
with 6, and compute yo(x},). R

3. Simulate y* from distribution f(:; 8,) and compute

C =G, y) = ()=t 2log A, (x, y)].

4. Repeat steps 2-3 B times to obtain B realizations of
Cas{CYi-

5. Use the 1 —a (or a) sample quantile from {C}}7, as
Ci_, (or C) in (7) (or (8)) to compute the 1 — a upper (or
lower) prediction bound.

Note that, in the algorithm for one-side bounds, one
can simultaneously keep track of bootstrap statistics
A" =|&"| for computing the two-sided bounds in (4)
(i.e., the same resamples can be used).

3. Exact Results

The LR-based prediction method can often uncover
and exploit pivotal quantities involving the data X,
and the predictand Y when these exist. In these cases,
the LR statistic is pivotal, often emerging as a function
of another pivotal quantity from (X,,Y). Conse-
quently, in these cases, prediction intervals or bounds
for Y based on the LR-statistic (3) will have exact
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Figure 1. Example of Log-LR Statistic (as a Function of y) for Given Data x,,, Which Is an Illustration of the Prediction Interval

Procedure in (4)
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coverage, when either based on the direct distribution
of LR statistic (when available analytically) or more
broadly when based on a bootstrap. In this section, we
provide more explanation about when the LR predic-
tion method is exact, beginning with some illustrative
examples.

3.1. Exponential Distribution

Suppose the data Xj,...,X, and future predictand
Y are iid Exp(0) with mean 0> 0. Letting 0,,, =
(Zhyxi+y)/(n+1), and Oy, = X1, x;/n based on data

X, =x, and a given value y > 0 of Y, then the LR
statistic (3) is

~-n-1 n .
an exp _Z ity —n
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— \n
- Y
- — 2
n ox, 1 n+l

Figure 2. An Illustration of the One-Sided Prediction Bound Procedure in (6)
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which is a function of the pivotal quantity X,,/Y and a
unimodal function of y. Thus, the LR prediction
method is exact (when based on the F-distribution of
X,/Y ~ Fy1 or the bootstrap as in (4)), and the predic-
tion region becomes a prediction interval.

3.2. Normal Distribution

Let Xj,..., X, Y~Norm(y,0), where both ueR
and ¢ > 0 are unknown. We construct the full model
by allowing the predictand Y to have a different
location parameter u: Xj..., X, ~Norm(y,0) and Y ~
Norm(yy,a) (ie, 0= (u,0) and 6, = (yy,a)). Then for
the full model, the ML estimators are

whereas for the reduced model 6 = 0,, the ML estima-
tors are

U=

S Xi+Y \/zyzl(x,-—ﬁ)%(y_mz
n+l n+1 '

Then the resulting LR statistic (3) is

nz +1 tZ)_(”+1)/2

, ©)

n2-1n

X,-Y [ n
t= \—
S n+1

and s2= 3", (X; - X,)*/(n—1). Here, t ~t, 1 has the
same f-test statistic form as in (2). Hence, the LR is
pivotal and also A,(x,,y) is a unimodal function of y.
Thus, the resulting prediction interval procedure has
exact coverage probability when based on the boot-
strap as in (4) (or using the t,_; distribution here).

In fact, the results for the normal distribution can be
generalized to the (log-)location-scale family, which
contains many other important distributions. Theo-
rem 1 says that, by allowing the location parameter of
the predictand to be different from that of the data to
create a full versus reduced model comparison, the re-
sulting LR statistic (3) is a pivotal quantity so that the
prediction method is exact.

A(X,,Y) = (1 +

where

Theorem 1.

i. Suppose the LR-statistic (3) is a pivotal quantity. Then,
the corresponding 1 — a prediction region (4) for Y based on
the parametric bootstrap will have exact coverage. That is,

PrY € P1o(Xn)] =1-a.

ii. Suppose also that both the data Xy,...,X, and Y are
from a location-scale distribution with density f(-;u,0) =
Ol(x — u)/ol with parameters @ = (u,0) € R x(0,00). In
the LR construction (3), suppose the full model involves
parameters @ = (u,0) and Oy:(yy,o) (ie, X1,..., X, ~

f(;u,0) and Y~f(-;yy,o)). Then the LR statistic
Np(X,Y) (or —2logA,(X,,,Y)) is a pivotal quantity and
the result of Theorem 1(i) holds.

The proof is given in Section A of the online supple-
mentary material.

Remark 1. If the LR statistic A,(x,,y) is a unimodal
function of y € R with probability one (as determined
by X,) and if the signed LR-statistic (,(X,,,Y) is a piv-
otal quantity, then the Theorem 1(i) result (i.e., exact
coverage) also applies for one-sided prediction
bounds based on the parametric bootstrap. For (log-)
location-scale distributions as in Theorem 1(ii), the
signed LR-statistic C,(X,,Y) is a pivot.
We next provide some illustrative examples.

3.3. Simple Regression

We consider the simple linear regression model Y ~
Norm(f, + p,x,0) with given x and data Y7,..., Y, that
satisfy Y; ~Norm(f, +f,x;,0) where x;,i=1,...,n.
Similar to the normal distribution example, it is natu-
ral to choose f, + ,x to construct the “full” model. In
fact, choosing By or p; gives the same log-LR statistic
as f3, + f,x, which is given by

I
(n+1)log(1 +ET ),

where T matches the standard statistic for normal
theory predictions (i.e., a studentized version of
Y - B, — B1x) having a t-distribution with 7 — 2 degrees
of freedom.

3.4. Two-Parameter Exponential Distribution
Suppose Xj,...,X,, Y are independent observations
from a two-parameter exponential distribution Exp(y, 8).
That is, (X; — p)/B ~ Exp(1) with location and scale pa-
rameters as 0 = (u, $). Hence, under Theorem 1, the LR
An(X,,Y) is a pivotal quantity and bootstrap-calibrated
prediction regions for Y are exact. In fact, an exact form
of the LR-statistic may be determined as

" xi+y— (n+ D)min{xq), y} el
i Xi — X (1)

2
Ay (xn/ ]/) =

based on given positive data x, = (x1,...,x,) where
x(1) denotes the first order statistic. Note that A, (x,,y)
is a unimodal function of y given X, = x,, (with probabil-
ity one); hence, one-sided prediction bounds for Y based
on a parametric bootstrap will also have exact coverage
by Remark 1. Replacing x,, and y with corresponding ran-
dom variables X, and Y in (3) gives

" Ei+T— (n+1)min{Eq), T}
Xt Ei—nEq) '

Au(X,, V)2

where Ey, ..., E,, T denote iid Exp(1) random variables
and E(;) is the first order statistic of Ey,...,E,; this
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verifies that A,(X,,Y) is indeed a pivotal quantity for
the exponential data case, as claimed in Theorem 1.
Thus, this prediction interval procedure is exact when
the parametric bootstrap is used to obtain the distribu-
tion of A,(X,,Y).

3.5. Uniform Distribution
Suppose Xj, ..., X,, Y are iid Unif(0, 8), which is a one-
parameter scale family. The LR statistic (3) has a form

(x(n)/y)n
[max(xy/y, 1)]

where x, denotes the maximum of {xi,...,x,}.
Hence, Ay(x,,y) is a unimodal function y given X, =
x, (with probability one) and A,(X,,Y) can also be
seen to be a pivotal quantity as

X(n) _ X(n)/Q i max{lll, ceey ll,,}
Y Y/ Uy ’
where Uy, Us,...,U, denote iid Unif(0,1) variables.
Hence, by Theorem 1(i) and Remark 1, both the two-
sided prediction interval procedure (4) as well as the
one-sided bound procedures (7)—(8) based on boot-
strap have exact coverage. That is, bootstrap simula-
tion provides an effective and unified means for
estimating the distribution of A,(x,,y) and construct-
ing prediction intervals.

An(xn/y) = (10)

n+l’

4. General Results

Section 3 discusses cases where the LR prediction
method is exact, particularly when the construction
(3) results in a pivotal quantity. For some prediction
problems, however, the LR statistic may not be a piv-
otal quantity, as the next example illustrates.

4.1. Gamma Distribution

Let Xj,...,X,,,Y denote iid random variables from a
gamma density f(x;a, ) = B*x* texp(-x/B)/T(a), x >
0, with scale > 0 and shape a > 0 parameters. In the
LR construction (3) with parameters 6= (8,a),
suppose the full model involves parameters 0
and 6, = (ﬁy,a) or Xi,...,X,~Gamma(a,f) and
Y ~ Gamma(a, B, ). The LR statistic is then given by

Au(xy, y)
_sup, [T(@)]"[(n%, +)/(n+ D] " Dy 11, )"
sup, [T(e)] ™" [1%, " (y/a) (YT 1)

1

Unlike the previous examples, the LR statistic is no
longer a pivotal quantity. However, we can use the
bootstrap method to approximate the distribution for
Ap(X,,,Y). A small simulation study was conducted to
investigate the coverage probability of the LR predic-
tion method. Figure 3 shows the coverage probability
of 90% and 95% one-sided prediction bounds for a

future gamma variate based on the LR prediction
method (i.e., (7) and (8)), and compares the LR predic-
tion method with other methods. Sample size values
n=4,5,6,7,8,9,10,30,50,70,90,100 were used. With-
out loss of generality, the scale parameter was set to
= 1, and the shape parameter values @ =1,2,3 were
used. We used n = 2,000 Monte Carlo samples to
compute the coverage probability, and B = 2,000 boot-
strap samples were used to approximate the distribu-
tion of the signed log-LR statistic. The simulation
results show that the calibration-bootstrap method
has the best coverage, whereas the LR prediction and
the approximate fiducial (or the generalized pivotal
quantity (GPQ)) methods also work well. When n = 4,
the difference between the true coverage of the LR
prediction method and the nominal level (combined
with Monte Carlo error) is less than 2%. When the
sample size n increases, the discrepancy quickly
shrinks. This illustrates that even when the LR statistic
has a complicated and nonpivotal distribution, using
parametric bootstrap can be effective and useful.

Theorem 2, given next, shows that the LR prediction
method, combined with bootstrap calibration, is as-
ymptotically correct for continuous prediction prob-
lems under general conditions. The theorem consists
of two parts: the first part establishes that the log-LR
statistic —2logA,(X,;,Y) has a limit distribution as
n — oo. However, this limit distribution will some-
times not be chi-square as in Wilks’ theorem and may
even depend on one or more of the parameters. Nev-
ertheless, the second part of Theorem 2 establishes
that the bootstrap version of the log-LR statistic
—2logA,(X;,Y*) can capture the distribution of
—2logA,(X,,Y). Consequently, 1—a bootstrap-based
prediction regions (4) for Y will have coverage proba-
bilities that converge to the correct coverage level 1 —
« as the sample size n increases.

Theorem 2. Suppose a random sample X,, of size n and a
predictand Y (independent of X,,) have a common density
f(-;0), and that the LR construction (3) is used with 0 =
(0,0') and 6,=(0,,0) having common parameters 6’
(and real-valued parameters 0,0, that may differ). Then,
under mild reqularity conditions (detailed in the online
supplementary material),
1.Asn — oo,

—210gAn(X,,,Y)i>—210g[ f(Y; 60) l

supeyf(Y; 0y, 0;)

where @y = (0, 0)) denotes the true value of the parameter
vector 6.

2. The bootstrap provides an asymptotically consistent
estimator of the distribution of the log-LR statistic; that is,

sup |Pr.(=2logA; < A) —Pr(-2log A, < A)| LN 0,
AeR
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Figure 3. (Color online) Coverage Probabilities for Predicting a Gamma Random Variable vs. the Sample Size 1 for the 90% and
95% One-Sided Prediction Bounds: Approximate Fiducial Prediction (AFP) (Chen and Ye 2017), Calibration Bootstrap (CB)
(Beran 1990), Direct-Bootstrap (DB) (Harris 1989), Likelihood Ratio Prediction ((7) and (8)); Plug-in (PL) Methods
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where Pr. is the bootstrap induced probability and
A, = M(X, Y.

Remark 2. Similar to Remark 1, if A,(X,,,y) is a unim-
odal function of y (with probability one or with proba-

bility approaching one as n — o0), then the signed
log-LR statistic converges as well

(_1)I[YSyO(XH)] [_Zlog[\n (an Y)]

f(Y;00)
2log |—————~|, Y <my,
& sup£(¥;0,,67) ’
d 0,
LN ,
f(Y;6)
=21 — L Y .
8 supf(Y; 0y, 0;) > Mo
6!/

where 1 is the maximizer of f(y; 6y)/ supy f (y; 0y, 05)
over y. The bootstrap approximation for the signed
log-LR statistic is also valid asymptotically. The proof

25 50 75 1000

25 50 75 100

is described in the online supplementary material
along with a proof of Theorem 2.

We use two examples to illustrate Theorem 2. In the
uniform example of Section 3, if 6y > 0 denotes the true
parameter value (i.e., Y ~ Unif(0, 6)), then the limit dis-
tribution in Theorem 2(i) for the log-LR statistic is

—2logAn (X, Y) L) log (QX) (11)
0

which has a x3 distribution. This result can be alterna-
tively verified by using the LR in (10) to determine that

Xw/Y)"
[max(X,/Y,1)]"*"
_Y X/ V)™

Xny [max(Xy /Y, 1]

An(Xn/ Y) =

2, Unif(0,1)

from which —210gAn(Xn,Y)i>)(§ follows. Although
Ay(X,,Y) is a pivotal quantity for any n>1 (so that
bootstrap calibration is exact by Theorem 1), Theorem
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2 shows that the bootstrap also captures the limiting
distribution of the log-LR statistic x3 in (11).

To consider a distribution with more than one pa-
rameter, we revisit the gamma distribution example
in this section. Using Theorem 2, the limit distribution
is

f(Y/ ﬁO’ C(O)

d
—210gAn(Xn, Y) - —210g m
p

= —ZIOg[(ﬁz)aoexp(— Y + ao)
0 0

=2(Z - ap) — 2aplog(2), (12)

where Z = Y/B, ~ Gamma(ao, 1). Even though the log-
LR statistic (3) depends on the shape parameter «, in
this example, a bootstrap approximation for the distri-
bution of the log-LR statistic is asymptotically correct
by Theorem 2. This is demonstrated numerically
through the coverage behavior of Figure 3.

In addition to the bootstrap (Theorem 2(ii)), the
limit distribution of the log-LR statistic in Theorem
2(i) (as well as that of the signed log-LR statistic C,
from Remark 2) may also be used as an alternative ap-
proach to construct prediction intervals. That is, we
may use the 1 —a quantile of the limit distribution in
Theorem 2(i) to replace the quantile A;_, in (4) (corre-
sponding to the finite sampling distribution of the
log-LR statistic). For example, in the uniform predic-
tion example above, the limit distribution is x3 from
(11) and an approximate 1 — a prediction region for Y
would be {y: —2logA,(x,,y) < x3,_,}, which has as-
ymptotically correct coverage by Theorem 2(i). As an-
other example from the gamma prediction case, we
can use the 1 —a quantile of the limit distribution in
(12) to replace A1—, in (4). This limit distribution, how-
ever, depends on the unknown shape parameter a; in
(12), which differs from the uniform case where the
log-LR statistic has a limit distribution in (11) that is
free of unknown parameters. However, in prediction
cases such as the gamma distribution, where the limit
distribution of the log-LR statistic from Theorem 2(i)
does depend on unknown parameters, we can still ap-
proximate and use the limit distribution by replacing
any unknown parameters with consistent estimators.
To illustrate with gamma predictions, we may esti-
mate the unknown shape parameter a, in (12) with
the ML estimate a from the data X, = x, and compute
the 1 —a quantile of the plug-in version of the limit
distribution 2(Z — @) — 2alog(Z). Such use of the limit
distribution of the log-ratio statistic (Theorem 2(i)),
possibly with plug-in estimation, can be computation-
ally simpler than parametric bootstrap and may have

advantages for large sample sizes or when the numer-
ical costs of repeated ML estimation (i.e., as in boot-
strap) are prohibitive.

5. How to Choose the Full Model

When 0 is a parameter vector, construction of the LR
statistic depends on which parameter component in @
is varied to create 6, in a full model, where (6, 0,)
again differ in exactly one component. Our recom-
mendation is to choose a parameter that is most read-
ily identifiable from a single observation. In other
words, we can envision maximizing f(y | 0), the den-
sity of one observation, with respect to a single un-
known parameter of our choice, with all remaining
parameters fixed at arbitrary values; the parameter
that represents the simplest single maximization step
of f(y| @) corresponds to a good parameter choice in
the LR construction, and choosing such a parameter
can simplify computation. Under some one-to-one
reparameterization, if necessary, such a parameter is
often given by the mean or the median of the model
density f(y | 0) that can naturally be identified through
a single observation Y. This approach is also sup-
ported by Theorem 2 where the limiting distribution
of the LR statistic is determined by a single-parameter
maximization. We provide some examples in the rest
of this section.

5.1. Normal Distribution

For Norm(u, o) with unknown 1, ¢, consider maximiz-
ing the normal density f(y; , o) of a single observation
Y with respect to one parameter while the other pa-
rameter is fixed. If choosing (1, then we can estimate u
simply as i, =y. However, if choosing g, we have

E; = (y - p)°, which is less simple. More technically,

the LR construction for the normal model then
eventually involves a complicated estimation of the
remaining parameter u (from a full model sample
X1,...,X,,Y) as the maximizer of —2logly—yl
—nlog [X1, (x; — y)z], which can exhibit numerical
sensitivity in the value of y. We have seen in Section 3
that choosing the mean parameter u gives a LR statis-
tic with a nice form and coverage properties, but
choosing o results in a much less tractable LR statistic.

5.2. Gamma Distribution

For a gamma distribution with shape a and scale g,
we select the parameter that most easily maximizes a
single gamma density f(y;a, f) when the other param-
eter is fixed. Choosing f is simpler than choosing a be-
cause the maximizer of the gamma probability density
function (pdf) with respect to 8 is f = a/y, whereas
choosing o does not yield a closed-form maximizer.
Also, choosing a leads to a more complicated LR
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statistic and a less tractable limit distribution, from
Theorem 2. Alternatively, to more closely align pa-
rameter choice in the gamma distribution with parame-
ter identification from one observation, we use another
parameterization (af,«) and choose the mean af (ie.,
estimated as y analogously to the normal case). This
choice will produce the same LR statistic as choosing f3
in the parameterization (B, ). Hence, choosing a pa-
rameter with the simplest stand-alone maximization
step in a parameterization and choosing a parameter
based on identifiability considerations (e.g., means) in a
second parameterization are related concepts.

5.3. Generalized Gamma Distribution

The (extended) generalized gamma distribution, using
the Farewell and Prentice (1977) parameterization (see
also section 4.13 of Meeker et al. 2022) has (on the log
scale) a location i, a scale ¢, and a shape parameter A
with a pdf given by

%'cplg[)\w +log(A2);A2]  if A#0
S 0,4) =147 _
@d)mm\(w) if A=0,

where y > 0, w =[log(y) — pu]/o, —co<pu <00, —00 <
A<oo,0>0,¢,,..() is the pdf of Norm(0,1) and
qblg(z;K) =exp[kz —exp(z)]/T(x). When considering
the maximization of a single density f(y;u,0,A) for
one of the three parameters (with others fixed), the

ML estimator of i has the simplest form as i = log(y).
Hence, we choose p to construct the full model. A
small simulation study was done to investigate the
coverage probability of one-sided prediction bounds.
Fixing the location parameter at u = 0 and the scale
parameter at 0 = 1 without loss of generality, we con-
sider four different levels for the shape parameter
A=0.5,1,1.5,2. The Monte Carlo sample size was set
as n = 2,000; the bootstrap sample size was set as B =
2,000. The data sample sizes are n =30, 35,40,45,50,
55,60,70,80,90,100. Figure 4 shows the coverage
probabilities for the LR prediction method and for the
plug-in method (where the unknown parameters
are replaced with the ML estimates) versus the sample
size. We can see that the LR method has good coverage
probability and consistently outperforms the plug-in
method. Also, the coverage probability of the LR
method, if not close to the nominal confidence level, is
conservative. The plug-in method, however, is always
anticonservative in this simulation study.

6. Discrete Distributions

Prediction methods for discrete distributions are less
well developed when compared with those for contin-
uous distributions. Many methods (e.g., the
calibration-bootstrap method proposed by Beran
1990) that generally work in continuous settings are
not applicable for certain discrete data models. This
section presents three prediction applications based

Figure 4. (Color online) Coverage Probabilities of 95% Upper Bounds Using LR Prediction Method (LR) and Naive Plug-in

Method (PL) vs. the Sample Size n
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on discrete distributions and shows that the LR pre-
diction method not only works for discrete distribu-
tions but also has performance comparable to existing
methods that were especially tailored to these particu-
lar discrete prediction problems. Because the LR pre-
diction method is a generally applicable method for
prediction, the good performance of the method
against specialized alternatives in these discrete cases
is also suggestive that the LR approach may apply
well in other prediction problems.

6.1. Binomial Distribution

We consider the prediction problem where there are
two independent binomial samples with the same
probability p. The initial sample X has a distribution
Binom(n,p), and the predictand Y has a distribution
Binom(m, p). Both n and m are known; and note here
that the data and predictand have related, though not
identical, distributions (unlike predictions in Sections
3—4 with continuous Y). The goal is to construct a pre-
diction interval for Y given observed data X = x.

Using the fact that the conditional distribution of X
given the sum X + Y does not depend on the parame-
ter p, Thatcher (1964) proposed a prediction method
based on the cumulative distribution function (cdf) of
the hypergeometric distribution. Faulkenberry (1973)
proposed a similar method using the conditional distri-
bution of Y given the sum X + Y, which is also free of
the parameter p. Nelson (1982) proposed a different ap-
proach using the asymptotic normality of an approxi-
mate pivotal statistic. However, numerical studies in
Wang (2008) and Krishnamoorthy and Peng (2011)
showed that Nelson’s method has poor coverage proba-
bility and proposed alternative prediction methods us-
ing asymptotic normality (e.g., based on inverting a
score-like statistic instead of a Wald-like statistic).

To construct prediction intervals using the LR pre-
diction method, the reduced model is that X and Y
have the same parameter p, whereas the full model al-
lows X and Y to have a different p in the construction
(3). The LR statistic is then

dbinom(x, 1, ﬁxy) x dbinom(y, m, ’ﬁxy)

A (x, }/) = dbinom(x, 1, 'p\x) X dbmom(]/, m, 5;/)
_ (’;;xy)JHy(l - ’ﬁxy)wrm_x_y
(ﬁx)x(l _ 'ﬁx)n—x('ﬁy)y(l _ 'ﬁy)m—y 7

where dbinom is the binomial probability mass func-
tion (pmf), p,=x/n, P,=y/m, and P, =(x+y)/
(n+m). The asymptotic distribution of the lyog-LR sta-
tistic is —2logAum (X,Y)— X% as n— oo and m — oo;
this theoretical result is explained further in Section 6.4
for discrete data. The prediction region is defined as

Pl—a(x) = {y : _2logAn,m(x/ ]/) < Xrlz,l_g}/ (13)

which gives an approximate 1-a prediction in-
terval procedure that has, asymptotically, equal-tail
probabilities.

Because of the discrete nature of data here, we can
further refine the LR prediction method by making a
continuity correction at the extreme values x = 0 or x =
nand y = 0 or y = m. We first define x" = x +0.5L,o —
0.5l and y" =y +0.5I,=9 — 0.5, and further define
p.=x'/np =y /m and ’p?;y = (X' +y')/(n+m). The
corrected LI% statistic is then
B (A;y)x +y (1 _A;y)n+m—x -y

G- G A-p)

A numerical study was done to investigate the cov-
erage probability of the LR prediction methods, and
we also used the joint sampling prediction method as
a benchmark for comparison because of its good cov-
erage probability (Krishnamoorthy and Peng 2011).
The results in Figure 5 show that the original LR pre-
diction method can have poor coverage for small
sample sizes (e.g., n = 15) when p is near zero or one.
However, with the continuity correction, the cover-
age probability of the corrected LR prediction
method is comparable to that of the joint sampling
prediction method. Unlike the joint sampling predic-
tion method though, the LR prediction method is a
general approach, which applies outside binomial
prediction problems and has not been specifically
designed for this purpose. The numerical results
here aim to provide evidence that the LR prediction
method can be a generally effective procedure for
prediction.

Ay ()

6.2. Poisson Distribution
Suppose X ~ Poi(nA) and Y ~ Poi(mA), where n and m
are known positive integers and A >0 is unknown.
The goal is to construct prediction intervals for Y
based on data X = x. Similar to the binomial example,
one can construct prediction intervals using the
fact that the conditional distribution of X or Y given
X + Y is binomial, whereas Nelson (1982) and
Krishnamoorthy and Peng (2011) proposed alternative
methods using a Wald-like approximate pivotal quantity.
To construct prediction intervals using the LR pre-
diction method, the reduced model for the LR statistic
(3) is that X and Y have the same A parameter,
whereas for the full model, X and Y may not have the
same A parameter. The LR statistic is given by

dpois(x, nny) x dpois(y, mixy)

Apm(x,y) = ) = ) =
dpois(x, nAy) x dpois(y, mA,)

_ expl—(n + m)A|(nd )" (mA )"
exp(—nd, —mA,)(nA) (mA,)
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Figure 5. (Color online) Coverage Probabilities of 95% Lower and Upper Prediction Bounds Using Corrected LR Prediction
Method (c-LR), Joint Sample Prediction Method (JS), and LR Prediction Method (LR) as a Function of p
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where Xxy =(x+y)/(n+m), Ay = x/n, Zy =y/m, and
dpois is the Poisson pmf. The prediction interval can
be obtained using the same procedure in (13); see Sec-
tion 6.4 for justification. We can also refine the LR
prediction method with a continuity correction at the
extremes x = 0 or y = 0 by letting x’ = x + 0.5L,—9 and

¥ =y+05L,. Then define X;y = +y)/(n+m),
X; =x'/n, and X; =y’ /m so that the corrected LR sta-
tistic is
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A numerical study was done to investigate the cov-
erage probability of the proposed methods. Similar to
the binomial example, the joint sampling method
from Krishnamoorthy and Peng (2011) was used for
comparison because of its good coverage properties.
Figure 6 shows that the continuity correction improves
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Figure 6. (Color online) Coverage Probabilities of 95% Poisson Lower and Upper Prediction Bounds Using the Corrected LR
Prediction Method (c-LR), Joint Sample Prediction Method (JS), and LR Prediction Method (LR) as a Function of A
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the poor coverage of the LR prediction method when A
is small. The coverage probability of the corrected LR
prediction method is comparable to that of the
joint sampling method. In the bottom-right subplot of
Figure 6, the corrected method has better performance
than the joint sampling method. Again, unlike the joint
sampling prediction method, the LR prediction method
is general and not specifically designed for Poisson
predictions.

n=4, m=4
1.000-
\
.
0975- i\

W\

0.950 - )
950 — A A= = = =

| 7 3
0925- || /

- II Method
0900~ —
1.000- -- Js
0.975- \ —

’ \‘\
A c
0950 — - A\ == -3

1\ g
0925- |l 4

1y
0.900- \y

00 25 50 75
n=2, m=5
1.000-
-
o
2
-3
0.925- Method
== c¢-LR
1.000- — -- Js

\*",

) \ . — IR
0.975- \ *.

! \\. ] .
0.950———1__-g;:i::'_'_"_'_'_'_':::::::: ____ 3
\ -
0925~ L/
00 25 50 75
n=1, m=10
100 -
o=~
.
075- !
'
N 5
050- ! S
1] (o)
i 2
.
0.25- | Method
'
0.00- " — c-LR
_ -- Js
— LR
c
0.50- 3
8
0.25-
0.00-

6.3. Predicting the Number of Future Events

Suppose 1 units start service at time ¢ = 0 and that the
lifetime of each unit has a continuous parametric dis-
tribution with cdf F(t; 0) and density f(t; 0). At a data
freeze date, the unfailed units have accrued t. time
units of service (e.g., hours or months in service),
whereas r, failures have occurred and the failure
times (all less than f.) are known. A prediction interval
for the number of failures that will occur in the
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interval (f,ty] (o >t,) is required. This problem is
called within sample prediction because the predic-
tand and the observed Type-I censored data are from
the same sample. The within-sample prediction and
related problems have been studied in Escobar and
Meeker (1999) using a calibration method. Similar
problems have been studied in Nelson (2000) and
Nordman and Meeker (2002) based on an LR statistic
without calibration. Tian et al. (2021) showed that
the simple plug-in method (where ML estimates re-
place the unknown parameters in the distribution of
the predictand and the a/2 and 1-a/2 quantiles of
the resulting distribution define an approximate 1 —a
prediction interval procedure) is not asymptotically
correct and proposed three alternative methods, based
on parametric bootstrap samples, that are asymptoti-
cally correct. In this paper, we propose another solu-
tion based on an LR statistic that does not require
bootstrap samples.

Suppose that a random sample T, ..., T, ~ F(t; 0) is
observed under Type-I censoring with r,=3X",1
(T; <t) censored units (failures). The predictand is
the number Y = 37, I(t. < T; < t,) of events occurring
in the future interval (f.,t,]. For the n —r, units sur-
viving at f., the conditional probability of each unit
to fail in (t, f,], given that the unit survived to ¢, is
given by

p=Pr(t. <T1 <ty | Ty > t,). (14)

6.3.1. Implementing the LR Prediction Method. To im-
plement the LR prediction method, we specify a re-
duced model versus full model comparison in order
to construct an LR statistic analogous to (3). Such
models will be formulated in terms of the value (14)
of the conditional probability p for the interval (f., t,],
recalling that the predictand Y is the number of fail-
ures (out of n —r, possible) that will occur in this in-
terval. For the reduced model, we assume that the
time-to-failure process is governed by F(t; 0) in the in-
terval (0,t,] and that the conditional probability (14)
of a failure in (f., t,] is

_ F(tw; 0) — F(t:; 0)
B 1- F(tc; 6)

The likelihood function for the reduced model is
n—ry )\~
L1(6;t,,y) = ( y )ﬂf (t); O)[F(tw; 0)
i=1

—F(te; 0)/'[1 - F(t; 0" 7. (15)

For the full model, F(t; 0) will still be the time-to-
failure distribution in the interval (0, .] but not (¢, t, ],
so that the value (14) of the conditional probability p €

(0,1] becomes one additional parameter. The likeli-
hood function for the full model is

L£a(8,p3 1) = (” L )r[ Ft; O (1—p)'™"". (16)
i=1

By maximizing the likelihood functions in (15) and
(16), the LR statistic is

_ supy L1(6;t,,y)
An(tnry) - Supﬂ,p LZ(O,P} tn,]/).

The asymptotic (as n — o0) distribution of —2logA,
(T,,Y) is x3, because the full model has one more
parameter than the reduced model and standard
regularity conditions hold (see also Section 6.4). An
approximate 1 — « prediction region is defined as

{y: —2logAu(tn,y) < X310} (17)

where x7 _, is the 1 — « quantile of the x7 distribution.
Because Ay (t,,y) is a unimodal function of y, the pre-
diction region in (17) provides the desired approxi-
mate prediction interval.

6.3.2. A Simulation Study. A simulation study was
done to examine the coverage probability of the LR
prediction method for the within-sample prediction
problem. We simulated Type-I censored data with
censoring time ¢, using the Weibull distribution

£\
Ft;8,n)=1- exp[—(ﬁ) l, t>0.

Then we constructed prediction intervals for the
number of failures in the future time interval (t,, f,,| using
several methods: plug-in, LR, direct-bootstrap, GPQ-
bootstrap, and calibration-bootstrap methods. As men-
tioned earlier, the plug-in method, which replaces the
unknown parameter 6 = (,7) with a consistent estimate
0,,, fails to provide asymptotically correct prediction inter-
vals (Tian et al. 2021). The last three methods are from Tian
etal. (2021) and have been established to be asymptotically
correct. The factors for this simulation study include

1. The probability that a unit fails before the censor-
ing time t.: pr1 = F(t:; B, 7).

2. The expected number of failures at the censoring
time f.: E(r) = npy;.

3. The probability of a unit fails in the future time in-
terval (t,, t,|: d = pro — pr1, where py, = F(to; B,1).

4. The Weibull shape parameter: f5.

We set the Weibull scale parameter as 1 = 1; for other
factors, we wuse the following factor levels: (i)
ps1 =0.05,0.1,0.2; (i) E(r) = 5,15,25,35,45; (iii) d = 0.1,
0.2; (iv) = 0.8,1,2,4. For the methods that involve boot-
strap simulation, the bootstrap sample size is B = 5,000.
The unconditional coverage probability is computed by
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Figure 7. (Color online) Coverage Probabilities vs. Expected Number of Events (Failures) for the Direct-Bootstrap (DB), GPQ-
Bootstrap (GPQ), Calibration-Bootstrap (CB), LR, and Plug-in (PL) Methods When d = 0.1 and § = 2
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averaging n = 5,000 conditional coverage probabilities
(i.e., the Monte Carlo sample size is 11 = 5,000).

Figure 7 compares the coverage probabilities for the
plug-in, direct-bootstrap, GPQ-bootstrap, calibration-
bootstrap, and LR prediction methods when d = 0.1
and f = 2. We can see that the LR, direct-bootstrap,
and GPQ-bootstrap prediction method have similar
coverage probabilities for within-sample prediction,
where the latter two methods rely on bootstrap and
the LR interval does not. That is, the LR prediction
method based on chi-square calibration has the ad-
vantage of being computationally easier than the
direct-bootstrap or GPQ-bootstrap methods for this
prediction problem, while providing comparable per-
formance. This pattern is consistent in the simulation
results of other factor combinations (given in the on-
line supplementary material). Although we have con-
sidered the LR prediction method for within-sample
prediction for illustration and comparison, the LR pre-
diction method is again general and not specific to
within-sample prediction.

6.4. Validating the Asymptotic Distribution

In Sections 6.1-6.3, we construct the prediction inter-
vals for certain discrete predictands Y using the fact
that the log-LR statistic has a chi-square limit with one

degree of freedom in these prediction problems. This
section provides justification for these asymptotic
results.

The prediction problems in Sections 6.1 and 6.2 are
similar in that the predictand Y (as a Binom(m,p) or
Pois(mA) random variable) can be seen to have the
same distribution as a sum of iid variables in both
cases (i.e., m iid Bern(p) or Pois(A) random variables).
As a consequence, the log-LR statistic from Section
6.1, constructed on the basis of using X ~ Binom(n, p)
to predict Y ~ Binom(m, p), is the same as the log-LR
statistic given in Theorem 3 based on the Xj,..., X,
and Y3,...,Y, being iid Binom(1,p). A similar state-
ment holds for the Poisson prediction problem from
Section 6.2. Hence, the chi-square limit for the log-LR
statistic in Sections 6.1 and 6.2 follows from Theorem
3 below. We provide Theorem 3 as a general result
with standard regularity conditions given in the
online supplementary material. For the prediction
problem in Section 6.3, the proof is similar to that of
Theorem 3. See Section A.3 of the online supplemen-
tary material for details.

Theorem 3. Suppose Xi,...,X, are iid random vari-
ables with common density f(-;01) and, independently,
Y1,..., Yy are iid random variables with a common density
f(-;62), where 61,0, € © denote real-valued parameters.
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Suppose further that mild regularity conditions hold (as de-
scribed in Section A.2 of the online supplementary material).
Then, if 01 = 0y, the log-LR statistic for testing 01 = 0,
has a limiting chi-square distribution with one degree of
freedom as n,m — oo; that is,

o supg [T, f(xi; O T, f(yi; 6)] LA
8\ Tsupe, [T, f(xi; On)][supg, [T 0201

7. Comparison with the Predictive
Likelihood Methods

The predictive likelihood method, introduced in Sec-
tion 1.2, is an important prediction method. Although
having similar-sounding names, the LR prediction
method for prediction is different than the predictive
likelihood method. The LR prediction method may be
classified as a type of test-based method (Section 1.2)
for prediction intervals that also share connections to
approximate pivotal quantities (though technically,
the LR statistic may not always be pivotal, even
asymptotically, as shown in Section 4, although its
limiting distribution may then be estimated by boot-
strap). This section describes two specific types of
predictive likelihood methods. However, these
predictive likelihood methods can fail to provide
desirable prediction intervals in some prediction
problems, where the LR prediction method emerges
as having better properties.

7.1. Profile Predictive Likelihood Method

The profile predictive likelihood Z,(x,,) function for
y given data values X, = x,, is obtained by maximizing
out the parameters in the joint likelihood function,

Lylen,y) = s%pf 7 ﬂ)ﬁf (xi; 0).
i=1

Then, the predictive likelihood is normalized to give a
predictive density function for Y,

zp(xnr y)
/ Lp(xn, y)dy

which is viewed as univariate distribution depending
on X, =x, for calibrating prediction intervals for Y.
Note that £(x,,y) is the numerator of the LR statistic
in (3) so that the process of obtaining the profile pre-
dictive likelihood may be viewed as a step in con-
structing LR-based prediction intervals. However, in
some prediction problems, discussed next, the profile
predictive likelihood does not lead to an exact predic-
tion interval for the predictand Y when the LR predic-
tion method does.

To illustrate this, consider a sample X,, from a nor-
mal distribution, and consider constructing prediction

fp(yf'xn) =

intervals for a future random variable Y from the
same distribution. From Lejeune and Faulkenberry
(1982), the profile predictive likelihood for Y given
data X, =x, (i.e., the distribution to be used for pre-
dicting Y, as implied by the profile predictive likeli-
hood density) is given by the distribution of

X, +5

n2
where ¥, is the sample mean, s> is the sample vari-
ance, and T is an independent random variable
having a t-distribution with n degrees of freedom.
However, in order for the profile predictive likelihood
method to produce an exact prediction interval for Y,
the degrees of freedom for the t-distribution of T
above should be n — 1 instead of n (see (2)). Conse-
quently, the profile predictive likelihood method is
not exact in this example. The LR prediction method,
however, has exact coverage for this prediction prob-
lem, as shown in Section 3.

7.2. Approximate Predictive Likelihood Method
Davison (1986) proposed an approximate predictive
likelihood method that involves maximizing likeli-
hood functions. Let 6 be the maximizer of L£(6;x,),
which is the likelihood function for data x, alone and
0, be the maximizer of the joint likelihood function
for X,, and Y, say L(6;x,,y). Then the approximate
predictive likelihood is defined as

L(0,;%,,y) |1(0)['*
L(6;x,) [12(6,)]V*

where J1(0) is the minus Hessian of logL(6;x,), J2(0),
is the minus Hessian of logl(6;x,,y), and |-| is the
determinant.

Suppose that X, and Y are mutually independent
with a common exponential distribution. From Davi-
son (1986), the approximate predictive likelihood for
Yis

Zi(xn,y) =

n—-1 —n
L(xy,y) (Z xi) (Z X; +]/)
i=1 i=1

Then prediction intervals for Y are computed from
density on y € (0, 00), which is obtained by normaliz-
ing L£(x,,y) with respect to y. Moreover, as noted by
Hall et al. (1999), the approximate predictive likeli-
hood method is not exact here and has a coverage
probability error of order O(1/n). For the LR predic-
tion method, however, the LR statistic (3) is

nx, + y)" "X, +y
- |
X, y

which, in this case, is a function of a pivotal quantity
Y/X,. This implies that the LR prediction method,

An(xn,y) = (
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based on bootstrap calibration, for example, has exact
coverage probability, according to Theorem 1 (see also
Section 3).

8. Concluding Remarks

In this paper, we propose a general prediction proce-
dure based on inverting an LR test. The construction
of the LR test requires enlarging the parameter space
to create a quasi full model. To compute prediction in-
tervals, we need to find the distribution of the LR sta-
tistic. Apart from finding the distribution of the LR
statistic analytically when possible, we may use chi-
square distribution to calibrate its distribution when
Wilks’ theorem is applicable; we have demonstrated
this for predictions involving discrete random varia-
bles. Furthermore, we can use a parametric bootstrap
as a general approach to approximate the distribution
of the LR statistic, particularly in those cases where
Wilks’ theorem does not apply. The proposed method
will generally discover a pivotal quantity if one exists.
In such cases, the procedure will have exact coverage
probability. When a pivotal quantity is not available,
we have shown that the LR method is asymptotically
correct. When the LR statistic is unimodal (as a func-
tion of y), then the proposed prediction region will
correspond to an interval. Relatedly, when the LR sta-
tistic is again unimodal, we provide an approach in
Section 2.2 to compute one-sided bounds in a compu-
tationally efficient manner (which is related to, but
simpler than, working directly from the two-sided in-
tervals in Section 2.1 in determining the endpoint for
a one-sided bound). Although not encountered in any
work for this paper, when the LR statistic is not unim-
odal, the prediction regions in Section 2.1 are still
valid; but these regions may be a union of several dis-
connected intervals, and the algorithm of Section 2.2
for finding one-sided bounds will not be applicable;
one-sided bounds then need to be determined from
the prediction regions of Section 2.1.

We see several potential future research topics and
list three: (a) We only consider scalar random varia-
bles for prediction in this paper, but the proposed
LR prediction framework could be extended to con-
struct two-dimensional (or even higher dimensional)
prediction regions using the same method as in (4).
The main change is that Y in the joint likelihood
function £(X,,Y) becomes a random vector. (b) The
proposed prediction framework could be applied to
problems involving complicated data with regres-
sors. Examples include data with different types of
censoring, mixed linear models, and generalized lin-
ear model structures. (c) The LR prediction method
could also be extended to dependent data. We dis-
cuss an example involving dependence in Section 6.3.

But in future research, we might apply the LR predic-
tion method to problems with nontrivial dependence
structure, such as time series or Markov Random
Fields.
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