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Abstract—We propose a cost-effective and survivable space-
division multiplexing optical network architecture that offers
spatially-jointed flexible waveband routing (SJ-FWR) and shared
path protection. A strategy to group backup paths by sharing
frequency resources is developed to take advantage of the
switching capability of SJ-FWR. We also show a network design
algorithm based on the backup path grouping strategy. Numerical
simulations on several network topologies elucidate that the
number of fibers necessary is reduced by up to 25% compared to
the dedicated path protection approach and a substantial
hardware scale reduction is achieved relative to conventional
networks with shared path protection.

Keywords—optical node, space-division multiplexing, shared
path protection, spatially-jointed flexible waveband routing

I. INTRODUCTION

The ceaseless Internet traffic increase continues with the
penetration of cloud-based services including high-resolution
video streaming and 5G/6G mobile communications [1,2]. The
traffic growth has already exceeded the capacity enhancement
of single-mode fiber (SMF) and now the capacity is approaching
the theoretical bound [3,4]. In recent years, space-division
multiplexing (SDM) technologies using multi-core fibers
(MCFs) or multiple SMFs have been extensively studied as they
are considered to be a key technology for further network
capacity enhancement [5-7]. However, the high link parallelism
in SDM networks necessitates high-port-count optical cross-
connects (OXCs) to bridge the many cores of MCFs or SMFs
set on each link. Present OXC nodes for SMF-based networks
consist of multiple wavelength-selective switches (WSSs).
Although a 1x95 WSS prototype has been reported [8], the port
count of commercially available WSSs remains bounded to
around 40 [9,10]. Port-count enhancement is still possible by
cascading multiple WSSs; however, the number of necessary
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WSSs is super-linear to the OXC port count [11]. To resolve this
problem, we proposed an OXC node architecture [12,13], where
spatially-jointed flexible waveband routing (SJ-FWR) is
realized by combing cost-effective joint-switching (JS) WSSs
and delivery-and-coupling (DC) switches; JS-WSSs switch
signals from multiple cores together and virtually bundle
multiple paths, whereas DC switches route path bundles on a
core basis. The OXC architecture can attain high routing
flexibility while the hardware requirements are drastically
reduced [14]. Moreover, transmission experiments show the
OXC throughput of 2.15 Pbps [15].

Resiliency is another primary requirement for optical
networks as they are now the infrastructure of our information
society. A simple but effective scheme to guarantee resiliency is
to introduce dedicated/shared path protection; for each path
request, a pair of working and backup paths is established that
are node and link disjoint except for the edge nodes [16-18]. The
node and link disjoint condition severely limits the flexibility of
path establishment. As indicated in the literature related to
coarse granular routing [19,20], the establishment of redundant
paths can severely degrade the routing performance in such
networks. Therefore, we recently evaluated the routing
performance of SI-FWR optical networks that exploit dedicated
path protection [21]. It was shown that SJ-FWR optical
networks with dedicated path protection can almost match the
routing performance of conventional WSS-based networks.
Furthermore, a substantial reduction in the number of WSSs
compared to conventional networks was verified. However, the
introduction of dedicated path protection demands double the
network resources relative to the baseline case where path
protection is unused [21]. For the cost-effective accommodation
of the ever-increasing traffic, we must suppress the network
resources necessary for path redundancy. A straightforward
approach to this problem is the introduction of shared backup
paths; however, its effectiveness is unclear as SJ-FWR networks
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have an unconventional switching mechanism, and additional
switching flexibility will be needed to support frequency
resource sharing between multiple backup paths.

In this paper, we propose a cost-effective and survivable SJ-
FWR optical network architecture that adopts shared path
protection to attain complete resiliency against single node or
link failure. Given that DC switches can merge multiple signals
delivered from different input ports at an output port, backup
paths from different input ports can be assigned to the same
output port and then share the same wavelength/frequency slots
on the next link. However, after the merger, this means that
multiple backup paths sharing the same resource on a link
cannot be assigned to different output ports on the following
nodes; bundled routing is enforced until the drop. Routing and
wavelength/frequency slot assignment of working and backup
path pairs are processed under this constraint. Numerical
simulations on several network topologies elucidate that the
number of fibers is reduced by up to 25% compared to our
previous work with dedicated path protection and hardware cost
is reduced by 73% relative to conventional core-wise switching
networks with shared path protection.

II. PRELIMINARIES

We assume transparent SDM optical path networks whose
links consist of multiple uncoupled M-core fibers [22] or
multiple M-parallelized single-mode fibers (SMFs). Frequency
assignment to paths follows the flexible grid decided by ITU-T
[23]. The center frequencies of channels are located on a grid
with a space of 6.25 GHz, and the channel bandwidth is an
integral multiple of 12.5 GHz. Hereafter, the minimum
frequency assignment unit, i.e., 12.5 GHz, is referred to as a
frequency slot. For notational simplicity, frequency bandwidths
of paths are independent of the path length; i.e., the modulation
format will be common for the same-capacity paths regardless
of their distances. However, the following discussion is valid
for the case where distance-adaptive modulation is adopted. No
wavelength conversion and 3R regeneration is assumed.
Moreover, no spatial super-channel use is assumed; a
channel/path is accommodated in one of the cores.

The survivability requirement is satisfied by introducing
shared path protection. In Section III and Section IV, we briefly
review the SJ-FWR node architecture and then propose our
backup resource sharing scheme in SJ-FWR networks. For the
performance evaluation in Section V, we conduct green-field
design, i.e., a network is constructed from scratch to meet all
path-setup requests. The number of fibers needed is the
benchmark metric.

III. NODE ARCHITECTURE WITH SPATIALLY-JOINTED
FLEXIBLE WAVEBAND ROUTING

Figure 1 shows express portions of optical node architectures
discussed below. In every case, the use of common add/drop
parts is assumed and hence we omit them from Fig. 1. The
add/drop parts insert and terminate arbitrary optical paths, and
equalize the channel power over the frequency range and among
the cores. Such functions can be realized by using simple 1x2
WSSs or 1x2 couplers with wavelength blockers.
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Table 1. The necessary number of components for an MNxMN (SMF)/
NxN (M-core fiber) OXC with different node architectures [14].
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Fig. 4. Backup paths sharing condition in the shared-path-protected spatially-jointed flexible waveband routing networks.

Fig. 1 (a) shows the conventional WSS-based OXC node
adopted by present SMF-based networks [24]. This OXC sets a
WSS at each input and/or output SMF. In order to form a high-
port-count OXC, we need WSS cascading because the
maximum port count of commercially available WSSs is around
40. Consequently, the number of necessary WSSs increases
super-linearly against the OXC port count [11]. This difficulty
can be relaxed by the introduction of the core-wise switching
OXC node architecture shown in Fig. 1 (b). Because each link
can consist of multiples of M cores/SMFs, this OXC is
configured by stacking M relatively small sub-OXCs, where
each sub-OXC is dedicated to a different core. The literature
shows that the routing penalty of adopting core-wise switching
OXC is almost negligible compared to conventional WSS-based
OXC [25]. The number of WSSs will equal or exceed the total
number of cores connected to the OXC. Therefore, considering
the saturation of fiber/core capacity, the number will increase in
proportion to the exponential traffic growth. Fig. 1(c) shows the
SJ-FWR OXC node architecture that consists of JS-WSSs and
DC switches [12,13]. A 1x(MK-1) WSS can be converted into
an M-core 1X(K—1) JS-WSS by grouping sets of M adjacent

3

ports [26]. A JS-WSS delivers signals in different cores in the
input port group to the same output port group if they share the
same wavelength. For the proposed SJ-FWR OXC, we set a JS-
WSS at each input MCF. Multiple JS-WSSs can be used in
parallel for each input MCF to increase the number of cores [ 14].
Arbitrary combinations of paths can be bundled as the use of JS-
WSS conforms to the flexible grid; however, the separation of
frequency bands must be common to all cores for each input
MCF. Each path group is called a flexible waveband. An
example of path grouping and routing in the SJ-FWR
architecture is shown in Fig. 2. The frequency areas in all cores
are commonly separated by JS-WSS, and each waveband can be
switched to the same core of a freely chosen output MCF.

Table 1 summarizes the hardware scale, the number of
necessary WSSs and DC switches, for the different OXC
architectures. The number of M-core fibers connected to the
OXC of each input/output is N. We assume that the WSSs and
JS-WSSs have degrees of 1x(MK-1) and 1x(K-1), respectively;
K, M, and N are determined independently. We need to cascade
WSS if MK — 1 < MN and MK — 1 < N for conventional WSS-
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Table 2. Tested network topologies.

Network topology 4 X 4 regular-mesh Japan German
# of nodes 16 12 14
# of links 24 17 23
Max. 4 6
Node degree Min. 2 2
Ave. 3 2.83 3.29

based and core-wise switching OXC, respectively. In contrast,
as the number of wavebands B is typically small for JS-WSS,
MK —1>K-1> B. Hence, SI-FWR OXC do not need WSSs
cascading. Although SJ-FWR OXC needs DC switches in
addition to JS-WSSs, DC switches can cost-effectively be
implemented using planar-lightwave-circuit or silicon-
photonics technologies [27,28].

IV. SHARED PATH PROTECTION FOR SPATIALLY-JOINTED
FLEXIBLE WAVEBAND ROUTING NETWORKS

A. Frequency Resource Sharing among Multiple Backup
Paths in SJ-FWR Networks

It has been proven that SJ-FWR networks and conventional
WSS-based networks have almost identical performance when
dedicated path protection is employed [21]. Dedicated path
protection requires establishing a pair of working and backup
paths for each setup request, where resources are exclusively
reserved for each path. On the other hand, shared path
protection allows us to allocate the same frequency resource to
multiple backup paths; in typical conventional cases, we merge
and branch these backup paths at some nodes (See Fig.3). In SJ-
FWR networks, however, branching wastes the limited
wavebands assigned to each input fiber whereas no restriction
is imposed on the merging operation. Considering these
asymmetric features stemming from the switching capability of
DC switches, we adopt a strategy such that backup paths
sharing frequency resources at some links will not be directed
to different output fibers at the following nodes. The resource
sharing is terminated only when backup paths are dropped at
nodes (See Fig.4). Merging of backup paths is encouraged to
pursue better resource sharing efficiency.

B. Design Algorithm of Shared-Path-Protected SJ-FWR
Networks

Even the simplest optical network design problem, the
optimal routing and wavelength assignment in conventional
fixed-grid optical networks is categorized as being NP-complete
[29]. The design of SI-FFWR networks includes not only the
more complicated routing and spectrum assignment problem but
also the path grouping is subject to given waveband number.
Thus, we must rely on an efficient sequential-heuristics-based
network design algorithm to find sub-optimal solutions. Even

4

with the complexity of the design, a heuristics-based algorithm
has succeeded in finding sub-optimal SJI-FWR networks without
path protection and with dedicated path protection [12,21].
Therefore, in what follows, we propose a variant of our
heuristics-based algorithm; it encourages backup resource
sharing by means of merging operations.

A path setup request is represented by a vector (s,d,r,S) with
source node s, destination node d, route r, and frequency slot set
S. For a working path, we define W,,(s,d,r,S) = ah + pBf + yg,
where h, f, and g are, respectively, the number of hops, that of
newly established fibers, and that of wavebands in which nodes
are newly reserved; a, 3, and, y denote weighting values. Since
adding costly fibers should be avoided, the weighting values o,
B, y(= 0) are decided so that the condition B > max{a, y} is
satisfied. For a backup path, let the weighted sum be W(s,d,r,S)
= oh + Bf + yg — &b, where b is the number of slots that are
successfully shared with existing backup paths following the
condition given in Section [V.A and a positive weighting value
d is used to encourage backup resource sharing. The proposed
design algorithm is outlined below.

<SJ-FWR Network Design Algorithms that Employ Shared
Path Protection>

Step 1. Regarding each node pair (s,d), find a set of route
candidates R(s,d) connecting s with d by the k-shortest path
algorithm. For each candidate, r. € R(s,d), eliminate all
links and intermediate nodes that are used by 7. from the
given network topology. Find the route 7; on the reformed
topology by applying the k-shortest path algorithm. If 77 is
found, (7.,7;) is listed as a route-pair candidate. Collect all
route-pair candidates and let the set of them for (s,d) be P(s,d).
Sort all route-pair candidates in P(s,d) in ascending order
according to the distance metric, i.e., total hop counts or link
length.

Step 2. Sort all path setup requests in descending order of
distance metric. Then, paths are established on a path basis.
For each path establishment, calculate W,(s,dr,,S) +
Wi(s,d,15,5), where (rw,rp) € P(s,d) is one of the route
candidate pairs. Select the route pair that minimizes
W.(s,d,r,S) + W(s,d,r5,5) and establish a pair of working
and backup paths. Add new fibers as necessary for each path
established.
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V. NUMERICAL SIMULATIONS

We perform numerical simulations to evaluate the routing
performance and hardware cost of the SJ-FWR network with
shared path protection. The available frequency range is
assumed to be 4.8 THz in the extended C-band; i.e., 384 12.5
GHz frequency slots are used. Traffic demand is given by a set
of optical path establishment requests, where the source and
destination nodes are randomly and uniformly distributed. We
parameterize the traffic intensity expressed as the average
number of optical paths between each node pair. We assume the
use of three types of optical paths; 100 Gbps, 400 Gbps, and 1
Tbps that occupy 4, 7, and 15 slots [30,31], respectively. As
stated in Section II, the modulation format is common for the
same-capacity paths regardless of their distances. The
occurrence probability of each path is 1/3.

We use the routing performance and hardware cost of the
conventional WSS-based network that adopts shared path
protection as the baseline. This network has no restriction on
the merger or branching of backup paths; i.e., merging and
branching can be performed in express or add/drop portions.
For each scenario, the number of fibers and the hardware cost
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are calculated 20 times and the obtained results are averaged.
The topologies tested are a 4x4 regular-mesh network, Japan
nationwide network [32], and German nationwide network
[33]; as shown in Table 2, the Japan network consists of 12
nodes and 17 links whereas the German network consists of 14
nodes and 23 links. The number of MCF cores is set to 4 and 7
in consideration of commercially available devices.

Figure 5 plots the number of necessary fibers versus traffic
intensity, where the number of cores of each MCF is set to 4.
When the traffic intensity is small, the number of fibers
fluctuates. This is because the results are normalized by
conventional WSS-based networks. When the number of
wavebands B is 2, the fiber increment is less than 30% for all
network topologies. The gap against the conventional WSS-
based network decreases as B increases. The increase in the
number of fibers at the highest traffic intensity examined is less
than 7% in the Japan network and the German network when B
is 4. As for the 4x4 regular-mesh network, the increment of the
number of fibers at the highest traffic intensity examined is
around 13% if B is set to 4.

Figure 6 shows the results obtained by using 7-core fibers,
where the simulation conditions are common to Fig. 5 except for
the number of cores. The number of fibers is increased by 6%
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for the Japan network and 5% for the German network in the
case where the traffic intensity is 30 and B is 4. As for the 4x4
regular-mesh network, the increment in the number of fibers at
the highest traffic intensity examined is 8% if B is 4. The fiber
increment tends to be smaller compared to the use of 4-core
fibers because increasing the number of cores reduces the
number of fibers used.

Figure 7 illustrates the number of necessary fibers, where the
results are normalized by those of conventional networks
without path protection in the German network. Here, 4-core
fibers are used and the number of wavebands B is 4. When the
traffic intensity is small, shared path protection and dedicated
path protection yield almost the same performance. This is
because the MCF-network capacity is sufficiently large to
establish all working and backup paths even though backup
paths are not shared. On the other hand, the number of fibers
obtained by introducing shared path protection is reduced by 20-
25% compared to dedicated path protection case in the high
traffic intensity region. As indicated in Fig. 5 and Fig. 6,
although the increase in the number of fibers is not negligible
(~10%), the introduction of shared path protection still
contributes to the network resource reduction. We observed the
same tendency in the other topologies and with the use of 7-core
fiber.

Figure 8 shows the backup resource sharing ratio versus
traffic intensity in the German network, where 4-core fiber is
used. The backup resource sharing ratio of SJI-FWR is smaller
by 13-20% compared to the conventional equivalent because the
proposed network design does not branch shared paths. This
deterioration with backup resource sharing stems from the
constraint in SJ-FWR and results in an increment in fibers used;
the improvement in node architecture and the enhancement in
backup resource sharing will contribute to reducing the number
of fibers.

Figure 9 shows the number of necessary WSSs in OXC at
the highest traffic volume scenario for each topology. The
number of MCF cores is 4, and the use of 1x20 WSSs or 4-core
1x4 JS-WSSs are assumed. The number of wavebands, B, is set
to 4. An SJ-FWR OXC needs only one JS-WSS for each
input/output MCF. On the other hand, the conventional WSS-
based OXC needs to cascade multiple WSSs if the OXC port
count exceeds that of WSS. Thus, it needs more WSSs in the
high traffic intensity region. The number of WSSs necessary for
the core-wise switching OXC is also shown in Fig. 9. The core-
wise switching OXC necessitates, at least, one WSS for each
core of the input/output MCF. Although the SJ-FWR OXC
additionally needs DC switches for waveband routing, DC
switches offers outstanding advantages in terms of mass-
production. For all topologies examined, the reduction ratio is
90-93% relative to the conventional WSS-based OXC and 73-
79% relative to the core-wise switching OXC.

VI. CONCLUSIONS

We proposed a resilient and cost-effective SDM optical
network architecture; it adopts SJ-FWR and shared path
protection to assure survivability against single node or link
failure. We also proposed a backup path sharing strategy based
on the switching capability of DC switches which supports
flexible wavebands. Extensive network simulations showed that
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the reduction in the number of fiber can reach 25% relative to
the dedicated protection cases and the hardware cost was
successfully reduced by 73% relative to conventional core-wise
switching networks with shared path protection.
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