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Abstract

We study the homogenization of a Hamilton-Jacobi equation forced by rapidly oscillating noise that is colored in space and white 
in time. It is shown that the homogenized equation is deterministic, and, in general, the noise has an enhancement effect, for which 
we provide a quantitative estimate. As an application, we perform a noise sensitivity analysis for Hamilton-Jacobi equations forced 
by a noise term with small amplitude, and identify the scaling at which the macroscopic enhancement effect is felt. The results 
depend on new, probabilistic estimates for the large scale Hölder regularity of the solutions, which are of independent interest.
 2020 L’Association Publications de l’Institut Henri Poincaré. Published by Elsevier B.V. All rights reserved.
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1. Introduction

The purpose of this paper is to study the asymptotic behavior of stochastically forced Hamilton-Jacobi equations 
that take the form

uε
t + H(Duε) = F ε(x, t,ω) in Rd × (0,∞) × # and uε(x,0,ω) = u0(x) in Rd × #, (1.1)

where the initial datum u0 belongs to BUC(Rd), the space of bounded, uniformly continuous functions, and (#, F, P)

is a given probability space.
We assume that

H :Rd → R is convex with superlinear growth, (1.2)

and the noise term F ε , which is scaled by a small parameter ε > 0, is white in time and smooth in space:
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




F ε(x, t,ω) := F

(
x

ε
,
t

ε
,ω

)
, where

F(x, t,ω) := f (x,ω) · Ḃ(t) =
m∑

i=1

f i(x,ω)Ḃi(t,ω),

f = (f 1, f 2, . . . , f m) is a smooth, stationary-ergodic random field, and

B = (B1,B2, · · · ,Bm) : [0,∞) × # →Rm is a Brownian motion independent of f .

(1.3)

More precise assumptions will be given in Section 2.

1.1. The homogenization result

Our main goal is to demonstrate that, as ε → 0, the limiting behavior of (1.1) is governed by a deterministic, 
homogenized initial value problem

ut + H(Du) = 0 in Rd × (0,∞) and u(·,0) = u0 in Rd . (1.4)

Theorem 1.1. Assume (1.2) and (1.3). Then there exists a deterministic, convex, super-linear Hamiltonian H : Rd →
R such that, for all u0 ∈ BUC(Rd), the solution uε of (1.1) converges locally uniformly with probability one to the 
viscosity solution u of (1.4).

1.2. The enhancement effect

The scaling properties of Brownian motion imply that, in law,

F ε(x, t,ω)
d= ε1/2f

(x

ε
,ω

)
· Ḃ(t,ω),

and so formally, as ε → 0, the right-hand side of (1.1) converges to zero. Nevertheless, although singular terms no 
longer appear in (1.4), it turns out that the noise has a nontrivial effect on the limiting equation.

Theorem 1.2. In addition to the hypotheses of Theorem 1.1, assume that f is not constant on Rd . Then

H(p) > H(p) for all p ∈ Rd . (1.5)

The particular case of the eikonal equation

uε
t + 1

2
|Du|2 = F ε(x, t,ω) in Rd × (0,∞) × # and uε(·,0,ω) = u0 in Rd × # (1.6)

is a simplified model for turbulent combustion, in which the evolving region

U ε
t :=

{
(x, y) ∈Rd ×R : y > uε(x, t)

}

and its complement represent respectively “burnt” and “unburnt” regions in a rough, dynamic environment. The noise 
term F ε corresponds to random turbulence, which, according to Theorem 1.2, gives rise to an average, large-scale 
enhancement effect on the velocity of the interface.

We will also investigate the effect that varying the strength of the noise has on the limiting problem. More precisely, 
for some θ ∈ R and for f and B as in (1.3), we study the initial value problem

uε
t + H(Duε) = εθf

(x

ε
,ω

)
· Ḃ (t,ω) in Rd × (0,∞) × # and uε(x,0,ω) = u0 in Rd × #. (1.7)

The following result explains the relationship between the size of the noise (in terms of θ ) and the enhancement 
property.

Theorem 1.3. Under the assumptions of Theorem 1.2, let θ ∈ R and let uε be the solution of (1.7).
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(a) If θ > 1/2, then, as ε → 0, uε converges locally uniformly in probability to the solution u of

ut + H(Du) = 0 in Rd × (0,∞) and u(·,0) = u0 in Rd .

(b) If θ < 1/2, then, as ε → 0, uε converges locally uniformly in Rd × (0, ∞) in probability to −∞.
(c) If θ = 1/2, then there exists a deterministic, convex Hamiltonian H : Rd → R with H > H such that, as ε → 0, 

uε converges locally uniformly in probability to the solution u of

ut + H(Du) = 0 in Rd × (0,∞) and u(·,0) = u0 in Rd × {0}.

1.3. A regularity result

The convergence results are proved by applying the sub-additive ergodic theorem [1] to particular solutions of 
(1.1). A crucial tool in the analysis is a Hölder regularity estimate for solutions of

ut + H(Du) =
m∑

i=1

f i(x,ω)Ḃi(t,ω) in Rd × (0,∞) × # (1.8)

that is invariant under the scaling (x, t) → (x/ε, t/ε).
If the Brownian motion B is replaced with a continuously differentiable path, with Ḃ(t, ω) bounded uniformly in 

(t, ω) ∈ [0, ∞) × #, then (1.8) is a Hamilton-Jacobi equation of the form

ut + H̃ (Du,x, t) = 0 in Rd × (0,∞) (1.9)

for some H̃ ∈ C(Rd ×Rd × [0, ∞)). The results of [17,18,20,54] imply that the Hölder semi-norm of u can be locally 
controlled in terms of the growth of ‖f ‖∞, ‖Ḃ‖∞, ‖u‖∞, and the growth of H in Du. However, none of these works 
apply to (1.8), where the right-hand side is not only unbounded, but nowhere point-wise defined.

The transformation

ũ(x, t, ·) := u(x, t, ·) −
m∑

i=1

f i(x, ·)Bi(t, ·)

leads to the equation

ũt + H (Dũ + Df (x,ω) · B(t,ω)) = 0 in Rd × (0,∞) × #, (1.10)

which, for each fixed ω ∈ #, is a classical Hamilton-Jacobi equation of the form (1.9). Applying known regularity 
results to (1.10) then yields Hölder estimates that depend on ‖Df ‖∞, which presents a major obstacle to finding 
estimates for (1.9) that are scale-invariant.

These issues are resolved by the following result, which is of independent interest.

Theorem 1.4. Fix M, R > 0, and assume that H satisfies (1.2), f ∈ C1
b(Rd , Rm), and B is a standard m-dimensional 

Brownian motion on the probability space (#, F, P). Then there exist constants C1 = C1(R, M) > 0, α, β > 0, and, 
for all p ≥ 1, C2 = C2(R, M, p) > 0 such that, if

‖f ‖∞ · ‖Df ‖∞ + ‖f ‖∞ + ‖u(·,0)‖∞ ≤ M,

then, for all λ ≥ 1,

P

(

sup
(x,s),(y,t)∈BR×[1/R,R]

|u(x, s) − u(y, t)|
|x − y|α + |s − t |β > C1 + λ

)

≤ C2 ‖f ‖p
∞

λp
.

For fixed ε > 0, the equation (1.1) can be rewritten in the form

uε
t + H(Duε) = f ε(x,ω) · Ḃε(t,ω) in Rd × (0,∞) × #,

where, for x ∈Rd and t ∈ [0, ∞),
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f ε(x, ·) = ε1/2f (x/ε, ·) and Bε(t, ·) = ε1/2B(t/ε, ·).
Theorem 1.4 then immediately implies that, for all ε > 0 and λ ≥ 1,

P

(

sup
(x,s),(y,t)∈BR×[1/R,R]

|uε(x, s) − uε(y, t)|
|x − y|α + |s − t |β > C1 + λ

)

≤ C2 ‖f ‖p
∞ εp/2

λp
,

where C1, C2, α, and β are all independent of ε.

1.4. Background

In [55,56], the author studied general asymptotic problems for equations taking the form

duε +
m∑

i=0

Hi(Duε, x/ε) · dζ i,ε(t) = 0 in Rd × (0,∞),

where each Hi satisfies a self-averaging property in the spatial variable (for example, periodic, almost-periodic, or 
stationary and ergodic dependence), and, for some path ζ ∈ C([0, ∞), Rm+1),

ζ ε =
(
ζ 0,ε, ζ 1,ε, ζ 2,ε, . . . , ζm,ε

)
ε→0−−→ ζ locally uniformly.

The limiting equations take the form

du +
M∑

j=1

H
j
(Du) · d ζ̃ j = 0 in Rd × (0,∞),

for some deterministic, spatially homogeneous Hamiltonians Hj
, j = 1, 2, . . . , M , a path ζ̃ ∈ C([0, ∞), RM), and 

some M ∈ N possibly larger than m + 1. The results of the present paper can be placed within this framework by 
setting, for (p, y, t) ∈Rd ×Rd × [0, ∞), ε > 0, and i = 1, 2, . . . , m,

H 0(p, y) = H(p), ζ 0,ε(t) = ζ 0(t) = t, H i(p, y) = f i(y), ζ i,ε(t) = εBi

(
t

ε

)
, and ζ i (t) = 0.

In this context, the fact that the limiting equation takes the form (1.4) with H )= H can be translated as saying that 
each effective Hamiltonian is determined by the entire collection (H i)mi=0, a phenomenon which was seen in [56] for 
a different class of problems. A form of Theorem 1.3(b) was proved in [55] in the case where θ = 0, with B replaced 
with a sufficiently mild approximation Bε converging to a Brownian motion as ε → 0.

There is a vast literature on the stochastic homogenization of Hamilton-Jacobi equations like

uε
t + H

(
Duε,

x

ε
,ω

)
= 0 and uε

t + H

(
Duε,

x

ε
,
t

ε
,ω

)
= 0 in Rd × (0,∞) (1.11)

set in a stationary-ergodic environment; for qualitative and quantitative results, and many variations and extensions, 
see [4,6,8,9,19,21,23,30,31,37,39,48,52–54,57,60]. The results of the present paper are unique in that the problem is 
a stochastic partial differential equation, and therefore, the time-dependent forcing term is not only unbounded, but 
not well-defined point-wise anywhere.

A specific example of the equations in (1.11), and another model for turbulent combustion, is the G-equation, for 
which the level sets of the solutions evolve according to the normal velocity

1 + V

(
x

ε
,
t

ε
,ω

)
· n,

where V : Rd × [0, ∞) × # → Rd is a stationary-ergodic velocity field and n ∈ Sd−1 is the outward unit normal 
vector to the interface. Under the assumption that |EV | < 1, where E denotes the expectation of the random field V , 
the evolving region will, on average, expand. In fact, the authors in [19,21,52] demonstrate that, over a long time and 
large range, the velocity is actually enhanced, that is, it is given by a(n) for some deterministic a ∈ C(Sd−1, R+)

satisfying
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a(n) ≥ 1 + EV · n for all n ∈ Sd−1.

Moreover, under further assumptions on V , and for “most” directions n ∈ Sd−1, the inequality is strict. This should 
be compared with Theorem 1.2, in which an analogous strict enhancement property is observed for all p ∈Rd .

The homogenization of “viscous” Hamilton-Jacobi equations, or Hamilton-Jacobi-Bellman equations, like

uε
t − ε tr

[
A

(x

ε
,ω

)
D2uε

]
+ H

(
Duε,

x

ε
,ω

)
= 0 and

uε
t − ε tr

[
A

(
x

ε
,
t

ε
,ω

)
D2uε

]
+ H

(
Duε,

x

ε
,
t

ε
,ω

)
= 0 in Rd × (0,∞),

(1.12)

where A is a symmetric, nonnegative matrix with stationary and ergodic dependence, has also been an active area 
of study, see for instance [2,3,5,7,22,25,29,38,41,42,49,50]. A natural next step is to study the homogenization of 
equations like

uε
t − ε tr

[
A

(
x

ε
,
t

ε
,ω

)
D2uε

]
+ H

(
Duε,

x

ε
,
t

ε
,ω

)
= F ε(x, t) in Rd × (0,∞), (1.13)

where, as in (1.3), F ε is a stationary-ergodic forcing that is white in time.
When H(p, x, t) = 1

2 |p|2, A is the identify matrix, and F ε is a space-time white noise, (1.13) is the KPZ equation, 
whose well-posedness was established in the seminal works of Hairer on regularity structures [35,36] (see also the 
work of Gubinelli et al. [34] on paracontrolled distributions). The KPZ equation can be related, through the Hopf-
Cole transform, to the multiplicative stochastic heat equation. This connection is explored in various works [27,
32,33,51] that study homogenization problems in which the noise term formally vanishes as ε → 0, but still has a 
nontrivial, enhancement-type effect on the deterministic limit. For example, in [33], the limiting heat equation exhibits 
an effective diffusivity, and the stochastic heat equation that describes the fluctuations has an effective variance.

A central part of understanding the macroscopic behavior of stochastically forced Hamilton-Jacobi equations con-
cerns the existence of global solutions of (1.1) with stationary increments. In the homogenization literature, such 
solutions are known as correctors, and they play an important role in obtaining error estimates and determining fine 
properties of the effective Hamiltonian H ; see [22,26,48]. Additionally, they are related to the long-time behavior 
and invariant measures for the random dynamical system associated to the equation, as well as the asymptotic slopes 
of one-sided minimizers of the corresponding Lagrangian system. In this context, the so-called “shape functional” is 
exactly the effective Lagrangian L, which is the convex conjugate of H ; see Lemma 4.2 below. The work of Bakhtin 
and Khanin [14], which deals with exactly such questions, puts forward a conjectured overarching theory for the 
global behavior of stochastically forced Hamilton-Jacobi equations, and the related forced Burgers equation. These 
conjectures are motivated by a body of existing results, including, but not limited to, [10–13,16,28,40]. Within this 
framework, the homogenization result, Theorem 1.1, provides insight into the average large scale behavior of the 
solutions. Moreover, the enhancement property in Theorem 1.2 (see Theorem 5.1 for a more precise statement) gives 
a better understanding of the effective Hamiltonian and the related shape functional. We believe that the regularity 
result, Theorem 1.4 (see also Proposition 3.1), and the methods used to prove it, can be an important tool for other 
parts of this ongoing program.

1.5. Organization

In Section 2, we list the main assumptions on the data and prove some preliminary results. The properties of the 
random Lagrangian fields, and especially their regularity, are discussed in Section 3. The main tool in this section 
is a decomposition method for bounding moments of stochastic integrals that are not martingales. The proof of the 
homogenization result and the identification of the effective Hamiltonian appear in Section 4, and the enhancement 
property is proved in Section 5. Finally, the results of Theorem 1.3 are proved in Section 6.

1.6. Notation

For a domain U ⊂ RM × RN and α, β ∈ (0, 1), Cα
x C

β
y (U) is the space of functions f = f (x, y), where x ∈ RM

and y ∈RN , that are α-Hölder continuous in RM and β-Hölder continuous in RN , with the semi-norm
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[f ]
Cα

x C
β
y (U)

:= sup
(x,y),(x̃,ỹ)∈U

|f (x, y) − f (x̃, ỹ)|
|x − x̃|α + |y − ỹ|β .

For k ∈N , Ck
b(U) is the space of functions with bounded and continuous derivatives through order k, and

‖f ‖Ck :=
k∑

i=0

∥∥∥Dif
∥∥∥

∞
.

If X is a vector space with norm ‖·‖X and f ∈ C(R, X), then, for −∞ < a < b < ∞, we write

‖f ‖[a,b],X := max
t∈[a,b]

‖f (t)‖X .

In the case where X = R, if α ∈ (0, 1) and f ∈ Cα(R), we denote the α-Hölder semi-norm of a function f : R → R
on [a, b] ⊂ R by [f ]α,[a,b].

For a function f on R and t ∈ R, we denote interchangeably by ft and f (t) the value of f at t , depending on 
notational convenience.

For q ∈ (1, ∞), q ′ is the conjugate exponent q/(q − 1). Given a set A, 1A denotes the indicator function. The 
expectation with respect to the probability measure P is denoted by E. When it does not cause confusion, we suppress 
the dependence of random variables on the parameter ω ∈ #.

2. Preliminaries

2.1. The Hamiltonian

We will always assume that





H : Rd → R is convex, and, for some C > 1 and q > 1,
1
C

|p|q − C ≤ H(p) ≤ C(|p|q + 1) for all p ∈Rd .
(2.1)

The Legendre transform of H

H ∗(v) := sup
p∈Rd

(p · v − H(p))

has analogous bounds in terms of the conjugate exponent q ′ := q(q − 1)−1, that is, for a possibly different constant 
C > 1, we have

1
C

|p|q ′ − C ≤ H ∗(p) ≤ C(|p|q ′ + 1) for all p ∈ Rd . (2.2)

We shall also impose that, for some C > 0,
∣∣H ∗(p1) − H ∗(p2)

∣∣ ≤ C
(

1 + |p1|q
′−1 + |p2|q

′−1
)

|p1 − p2| for all p1,p2 ∈ Rd . (2.3)

2.2. The random field

For the random forcing term

F(x, t,ω) = f (x,ω) · Ḃ(t,ω) =
m∑

i=1

f i(x,ω)Ḃi(t,ω) (2.4)

and the probability measure P, we assume the following:

B : [0,∞) × # → Rm is a standard Brownian motion, (2.5)

f (·,ω) ∈ C1
b(Rd,Rm) with probability one, (2.6)

f and B are independent, (2.7)
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and there exists a group of transformations

(τx)x∈Rd : # -→ #

satisfying

τx+y = τx ◦ τy for all x, y ∈ Rd, (2.8)

f (x, τyω) = f (x + y,ω) and B(·, τyω) = B(·,ω) for all x, y ∈Rd and ω ∈ #, (2.9)

P ◦ τx = P for all x ∈ Rd, (2.10)

and

if A ∈ σ (f ) and τxA = A for all x ∈ Rd, then P (A) ∈ {0,1}. (2.11)

Here, σ (f ) ⊂ F is the σ -algebra generated by the random field f .
To avoid long lists of assumptions later on, we introduce the assumption that

the random field F satisfies (2.4) - (2.11). (2.12)

Without loss of generality, it can be assumed that # and P have a product-like structure. That is, we may take 
# = X × Y and P = µ ⊗ ν, where X = C1

b(Rd × Rm), Y = C([0, ∞), Rm), µ is a measure on X that is stationary 
and ergodic with respect to translations in Rd , and ν is the Wiener measure.

The stationarity and ergodicity of the shifts in space imply that, for some M0 > 0,

P
(‖f ‖C1 ≤ M0

)
= 1. (2.13)

2.3. Stability with respect to forcing terms

We next address the issue of well-posedness for viscosity solutions of the initial value problems

vt + H(Dv) = ∂

∂t
ζ(x, t) in Rd × (0,∞) and u(·,0) = u0, (2.14)

where u0 ∈ BUC(Rd), H satisfies (2.1), and ζ ∈ C([0, ∞), C1
b(Rd)). In particular, ζ is not sufficiently regular for 

(2.14) to be covered by the standard Crandall-Lions theory [24] of viscosity solutions of Hamilton-Jacobi equations. 
Instead, (2.14) is a special case of the “pathwise” equations studied by Lions and Souganidis [44–47,58]. In the 
present situation, the well-posedness and stability of the equation is more straightforward than in these works, as a 
consequence of the additive structure of the noise and its smoothness in space.

For u0 ∈ BUC(Rd) fixed, let

Su0 : C1([0,∞),C1
b(Rd)) -→ C(Rd × [0,∞)) (2.15)

be the solution operator for (2.14), that is, v = Su0(ζ ).

Lemma 2.1. Assume H satisfies (2.1). Then Su0 extends continuously to the space C([0, ∞), C1
b(R

d)).

Proof. If v is the solution of (2.14), then the function ṽ defined by

ṽ(x, t) := v(x, t) − ζ(x, t) + ζ(x,0)

is a classical viscosity solution of the initial value problem

ṽt + H (Dṽ + Dxζ(x, t) − Dxζ(x,0)) = 0 in Rd × (0,∞) and ṽ(·,0) = u0 in Rd .

The claim now follows from classical arguments from the theory of viscosity solutions. !
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The stability for the equation can also be directly seen on the level of the representation formula for the solution 
operator. For (x, y, s, t) ∈Rd ×Rd × [0, ∞) × [0, ∞) with s < t , we define

A(x, y, s, t) :=
{
γ ∈ W 1,∞([s, t],Rd) : γs = x, γt = y

}

and

L(x, y, s, t; ζ ) := inf






t∫

s

[
H ∗(γ̇r ) + ∂ζ

∂r
(γr , r)

]
dr : γ ∈ A(x, y, s, t)




 , (2.16)

and then, as shown in [43], for example,

Su0(ζ )(x, t) = inf
y∈Rd

(u0(y) + L(y, x, s, t; ζ )) . (2.17)

Lemma 2.1 then follows from Lemma 2.2 below, which establishes the stability of the Lagrangian with respect to the 
forcing term.

Lemma 2.2. Assume (2.1), let L(·, ζ ) be defined by (2.16), and fix (x, y, s, t) ∈ Rd ×Rd × [0, ∞) × [0, ∞) with s < t . 
Then the map

C1([0,∞),C1
b(Rd)) 0 ζ -→ L(x, y, s, t, ζ ) ∈R

extends continuously to ζ ∈ C([0, ∞), C1
b(Rd)).

Proof. Integrating (2.16) by parts yields

L(x, y, s, t; ζ ) = ζ(y, t) − ζ(x, s) + inf






t∫

s

[
H ∗(γ̇r ) − Dxζ(γr , r) · γ̇r

]
dr : γ ∈ A(x, y, s, t)




 . (2.18)

The result now follows from classical arguments, in view of the super-linearity of H ∗ and the continuity of Dxζ in 
both variables. !

3. Properties of the random Lagrangian

We continue the discussion of the Lagrangians defined at the end of Section 2, and we investigate the case where 
the forcing term is random and given by

ζ(x, t,ω) := f (x) · B(t,ω) =
m∑

i=1

f i(x)Bi(t,ω) for (x, t,ω) ∈ Rd × [0,∞) × #,

where f ∈ C1
b(Rd) and B is a standard Brownian motion on the probability space (#, F, P). Throughout this section, 

f is non-random, and the estimates will be uniform over certain bounded sets of C1
b(R

d).
We obtain uniform growth bounds and regularity estimates for the random Lagrangian

Lf (x, y, s, t,ω) := L(x, y, s, t;f · B(ω)) = inf






t∫

s

H ∗(γ̇r )dr +
t∫

s

f (γr ) · dBr(ω) : γ ∈ A(x, y, s, t)




 .

(3.1)

In view of Lemma 2.2, Lf is well-defined for any continuous sample path B(·, ω).
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3.1. Integrating non-adapted paths against Brownian motion

The methods used below resemble those of [18,42,54], which involve the manipulation of almost-minimizers of 
the Lagrangian action. The new difficulty is to find a way to control, for an arbitrary Lipschitz process γ , integrals of 
the form

r2∫

r1

f (γr ) · dBr . (3.2)

If γ is adapted with respect to the natural filtration of the Brownian motion, then standard Itô calculus implies that 
the moments of (3.2) can be bounded in terms of ‖f ‖∞, independently of the regularity of f or γ . Therefore, as a 
consequence of Kolmogorov’s continuity criterion (see [59]), for any α ∈ (0, 1/2), (3.2) is α-Hölder continuous in r1
and r2, and, for all p ≥ 1, T > 0, λ ≥ 1, and some C = C(p, α, T ) > 0,

P



 sup
r1,r2∈[0,T ]

1
|r1 − r2|α

∣∣∣∣∣∣

r2∫

r1

f (γr ) · dBr

∣∣∣∣∣∣
> λ



 ≤ C ‖f ‖p
∞

λp
. (3.3)

However, if γ is not adapted, as is the case for the almost-minimizers in general, then Itô calculus does not apply, and 
the regularity of f and γ enter into the moment estimates.

In order to control (3.2) in such a way that allows us to obtain scale-invariant estimates for Lf , we decompose the 
integral into three parts: one that can be bounded by a deterministic constant, one which measures the regularity of 
γ , and a final random piece whose probability tails satisfy bounds resembling (3.3). Crucially, the various constants 
depend on ‖f ‖C1 only through an upper bound for the product ‖f ‖∞ · ‖Df ‖∞.

For σ > 0 and . > 0, define

Fσ,. :=
{
f ∈ C1

b(Rd ,Rm) : ‖f ‖∞ ≤ σ and ‖Df ‖∞ ≤ .
}

. (3.4)

Lemma 3.1. Fix T > 0, σ0 > 0, K > 0, q > 1, and α ∈ (0, 1/2). Then there exists a constant M = M(T, σ0, K, q, α) >
0 and, for every σ ∈ (0, σ0) and . > 0 satisfying σ. = K , a random variable

Dσ,. : # → R+

such that

(a) for any p ≥ 1 and some constant C = C(T , σ0, K, p, q, α) > 0,

P(Dσ,. ≥ λ) ≤ Cσp

λp
for all λ ≥ 1,

and
(b) for all γ ∈ W 1,∞([0, T ], Rd), f ∈ Fσ,., δ ∈ (0, 1), and 0 ≤ s ≤ r1 ≤ r2 ≤ t ≤ T ,

∣∣∣∣∣∣

r2∫

r1

f (γr ) · dBr

∣∣∣∣∣∣
≤



Mδq ′
t∫

s

|γ̇r |q
′
dr + M + Dσ,.

δq



 (r2 − r1)
α.

We note that there is a different random variable Dσ,.,T ,σ0,q,α corresponding to each choice of (σ, ., T , σ0, q, α)

satisfying the hypotheses of Lemma 3.1. However, we suppress the dependence on all but σ and ., as the dependence 
of Dσ,. on the other parameters will not play a role. The important aspect of the random variable Dσ,. is not its exact 
formula (see (3.11) below), but rather, the nature of the estimates it satisfies as claimed by the above lemma, and the 
fact that it does not depend on the Lipschitz path γ or f ∈ Fσ,..

In order to prove Lemma 3.1, we will need a parameter-dependent generalization of the classical Kolmogorov 
continuity criterion. The proof follows a similar method, but we present it here for the sake of completeness.
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Lemma 3.2. For some parameter set M, let (Mµ)µ∈M : # →R+ and (Zµ)µ∈M : [0, T ] × # →R be such that, for 
some positive constants m > 0, β ∈ (0, 1), and p ≥ 1,

sup
0≤s<t≤T

E

[

sup
µ∈M

( |Zµ(t) − Zµ(s)|
(t − s)β+1/p

− Mµ

)p

+

]

≤ m.

Then, for all α ∈ (0, β), there exist constants C1 = C1(α, T ) and C2 = C2(p, α, β, T ) > 0 such that, for all λ ≥ 1,

P

(

sup
µ∈M

(
[Zµ]α,[0,T ] − C1Mµ

)
> λ

)

≤ C2m

λp
.

Proof. Without loss of generality we take T = 1. For n = 0, 1, 2, . . ., define

Dn :=
{

k

2n
: k = 0,1,2, . . . ,2n

}
and D :=

∞⋃

n=0

Dn.

For some constant A = A(α) > 0 to be determined and for each n = 0, 1, 2, . . ., define the event

An :=
{
|Zµ(s) − Zµ(t)| ≤ (Mµ + Aλ)|s − t |α for all µ ∈ M and {s, t} ⊂ Dn such that |s − t | = 2−n

}
.

Fix a pair {s, t} in Dn satisfying |s − t | = 2−n. Then

P
(
|Zµ(s) − Zµ(t)| > (Mµ + Aλ)|s − t |α for some µ ∈ M

)

≤ P

(

sup
µ∈M

( |Zµ(s) − Zµ(t)|
|s − t |β+1/p

− Mµ

)p

+
> (Aλ)p2n(1+(β−α)p)

)

≤ mA−pλ−p2−n(1+(β−α)p),

and therefore,

P (#\An) ≤ mA−pλ−p2−np(β−α).

Now, fix ω ∈ ⋂∞
n=0 An and s, t ∈ D, assume without loss of generality that s < t , and let n ∈N be such that

2−n−1 < t − s ≤ 2−n.

Then, for some M1, M2 ∈ N and
(
si

)M1

i=0
,
(
tj

)M2

j=0
⊂ D,

we can write

s = sM1 > sM1−1 > sM1−2 > · · · > s1 > s0 and t = tM2 < tM2−1 < tM2−2 < · · · < t1 < t0,

where





si ∈ Dn+i for i = 0,1,2, . . . ,M1, tj ∈ Dn+j for j = 0,1,2, . . . ,M2,

si − si−1 = 2−n−i , tj−1 − tj = 2−n−j , and

t0 − s0 = 2−n.

It follows that, for all µ ∈ M,

|Zµ(s) − Zµ(t)| ≤ |Zµ(s0) − Zµ(t0)| +
M1∑

i=1

|Zµ(si) − Zµ(si−1)| +
M2∑

j=1

|Zµ(yj ) − Zµ(yj−1)|

≤ (Mµ + Aλ)



2−nα +
M1∑

i=1

2−(n+i)α +
M2∑

j=1

2−(n+j)α




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≤ (Mµ + Aλ)2α



1 +
M1∑

i=1

2−iα +
M2∑

j=1

2−jα



 |t − s|α

≤ 3 · 2α(Mµ + Aλ)|t − s|α.

Choosing now A(α) = 3−12−α , we conclude that, if ω ∈ ⋂∞
n=0 An, then, for some constant C1 as in the statement of 

the lemma,

sup
µ∈M

(

sup
s,t∈[0,1]

|Zµ(s) − Zµ(t)|
|t − s|α − C1Mµ

)

≤ λ.

Therefore, for some C2 = C2(p, α, β, T ) > 0,

P

(

sup
µ∈M

(
[Zµ]α,[0,1] − C1Mµ

)
> λ

)

≤
∞∑

n=0

P(#\An) ≤ mA(α)−pλ−p
∞∑

n=0

2−np(β−α) ≤ C2mλ−p. !

Proof of Lemma 3.1. We define the parameter set

M := (0,1) × {(s, t) : 0 ≤ s ≤ t ≤ T } × W 1,∞([0, T ],Rd) × Fσ,.,

where Fσ,. is the subspace of C1(Rd , Rm) defined in (3.4), and, for each µ = (δ, (s, t), γ , f ) ∈ M and u ∈ [0, T ], 
the stochastic process

Zµ(u) := δq

u∫

0

f (γr )1[s,t](r) · dBr . (3.5)

We first show that there exists a constant M = M(T, σ0, K, q) > 0 and, for all p ≥ 1, a constant C = C(T , σ0, K, p, q)

> 0 such that

sup
0≤r1≤r2≤T

E



 sup
µ∈M



 |Zµ(r2) − Zµ(r1)|
(r2 − r1)1/2 − Mδq



δq ′
t∫

s

|γ̇r |q
′
dr + 1

δq








p

+



 ≤ Cσp. (3.6)

Fix r1, r2 ∈ [0, T ] with r1 ≤ r2. Then

Zµ(r1) − Zµ(r2) = δq

r2∫

r1

f (γr )1[s,t](r) · dBr = δq

r2∧t∫

r1∨s

f (γr ) · dBr .

We now split into several cases, depending on the relative sizes and positions of the intervals [r1, r2] and [s, t].

Case 1. Assume first that

r2 − r1 ≤ σ q

.q
. (3.7)

Integrating by parts, we have

r2∫

r1

f (γr )1[s,t](r) · dBr = f (γr2∧t ) · (Br2∧t − Br1∨s) +
r2∧t∫

r1∨s

Df (γr )γ̇r · (Br − Br1∨s)dr.

Set

X0 := max
u,v∈[r1,r2]

|Bu − Bv| .

Young’s inequality and (3.7) then give, for some constant C = C(σ0, q) > 0,
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∣∣∣∣∣∣

r2∫

r1

f (γr )1[s,t](r) · dBr

∣∣∣∣∣∣
≤ σX0 + .X0

r2∧t∫

r1∨s

|γ̇r |dr

≤ σ



X0 + X0




t∫

s

|γ̇r |q
′
dr




1/q ′



≤ σ

(

X0 + C
X

q
0

δq(r2 − r1)(q−1)/2

)

+ (r2 − r1)
1/2δq ′

t∫

s

|γ̇r |q
′
dr.

Therefore,

sup
µ∈M



|Zµ(r2) − Zµ(r1)| − δq ′+q

t∫

s

|γ̇r |q
′
dr(r2 − r1)

1/2



 ≤ σ

(

X0 + CX
q
0

(r2 − r1)(q−1)/2

)

,

and (3.6) holds in this case for any M > 0, in view of the fact that, for any m > 0, there exists a constant c(m) > 0
such that

EXm
0 ≤ c(r2 − r1)

m/2.

Case 2. Assume now that

r2 − r1 >
σ q

.q
. (3.8)

Set

h := σ

.
(r2 − r1)

1/q ′
, (3.9)

and let N ∈ N be such that
r2 − r1

h
≤ N <

r2 − r1

h
+ 1.

Note that (3.8) implies that Nh is proportional to the size of the interval [r1, r2], and, in particular,

r2 − r1 ≤ Nh < 2(r2 − r1).

For k = 0, 1, 2, . . . , N − 1, set τk := r1 + kh and τN = r2, and, for k = 1, 2, . . . , N , define

Xk = max
u,v∈[τk−1,τk]

|Bu − Bv| .

We claim that, for all ε > 0, 0 ≤ s ≤ t ≤ T , γ ∈ A, and f ∈ Fσ,.,
∣∣∣∣∣∣

r2∫

r1

f (γr )1[s,t](r) · dBr

∣∣∣∣∣∣
≤ σ

N∑

k=1

Xk + .h1/q



 1
qεq

N∑

k=1

X
q
k + εq ′

q ′

t∫

s

|γ̇r |q
′
dr



 . (3.10)

The proof of (3.10) will depend on whether t − s is small or large compared to r2 − r1.
Choose m, n ∈N such that

τm−1 < s ≤ τm and τn ≤ t < τn+1,

and, in what follows, define τ−1 := −∞, τN+1 := +∞, and X0 = XN+1 = 0 for consistency. Observe that n ≥
m − 1.

Case 2a. If n = m − 1, that is,

τm−1 < s ≤ t < τm,
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then
r2∫

r1

f (γr )1[s,t](r) · dBr = f (γt ) · (Bt − Bs) −
t∫

s

Df (γr )γ̇r · (Br − Bs)dr

and so Young’s inequality and the fact that t − s ≤ h yield
∣∣∣∣∣∣

r2∫

r1

f (γr )1[s,t](r) · dBr

∣∣∣∣∣∣
≤ σXm + .Xm

t∫

s

|γ̇r |dr

≤ σXm + .h1/qXm




t∫

s

|γ̇r |q
′
dr




1/q ′

≤ σXm + .h1/q



 1
qεq

X
q
m + εq ′

q ′

t∫

s

|γ̇r |q
′
dr



 .

Therefore, (3.10) holds.

Case 2b. Assume now that n > m − 1. Then
r2∫

r1

f (γr )1[s,t](r) · dBr =
n+1∑

k=m

τk∫

τk−1

f (γr )1[r1∨s,r2∧t](r) · dBr

= I − II,

where

I := f (γτm) · (Bτm − Bs∨r1) + f (γt∧r2) · (Bt∧r2 − Bτn) +
n∑

k=m+1

f (γτk ) · (Bτk − Bτk−1)

and

II :=
τm∫

s∨r1

Df (γr )γ̇r · (Br − Bs∨r1)dr +
t∧r2∫

τn

Df (γr )γ̇r · (Br − Bτn)dr

+
n∑

k=m+1

τk∫

τk−1

Df (γr )γ̇r · (Br − Bτk−1)dr.

The inequality (3.10) is then a consequence of the estimates

|I| ≤ σ

n+1∑

k=m

Xk ≤ σ

N∑

k=1

Xk

and

|II| ≤ .



Xm

τm∫

s∨r1

|γ̇r |dr + Xn+1

t∧r2∫

τn

|γ̇r |dr +
n∑

k=m+1

Xk

τk∫

τk−1

|γ̇r |dr





≤ .h1/q



Xm




τm∫

s

|γ̇r |q
′
dr




1/q ′

+ Xn+1




t∫

τn

|γ̇r |q
′
dr




1/q ′

+
n∑

k=m+1

Xk




τk∫

τk−1

|γ̇r |q
′
dr




1/q ′


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≤ .h1/q



 1
qεq

n+1∑

k=m

X
q
k + εq ′

q ′

t∫

s

|γ̇r |q
′
dr





≤ .h1/q



 1
qεq

N∑

k=1

X
q
k + εq ′

q ′

t∫

s

|γ̇r |q
′
dr



 .

We now set

ε := δ
(
N1/qh1/2

)1/q ′
,

so that (3.10) becomes
∣∣∣∣∣∣

r2∫

r1

f (γr )1[s,t](r) · dBr

∣∣∣∣∣∣
≤ σ

N∑

k=1

Xk + .h1/q



 (N1/qh1/2)1−q

qδq

N∑

k=1

X
q
k + δq ′

N1/qh1/2

q ′

t∫

s

|γ̇r |q
′
dr



 .

For k = 1, 2, . . . , N , the constants

ak := EXk and bk := EX
q
k ,

satisfy, for some a > 0 and b = b(q) > 0,

ak ≤ ah1/2 and bk ≤ bhq/2,

and so, using the definition of h in (3.9),

σ

N∑

k=1

ak ≤ σNh1/2 ≤ 2aσ (r2 − r1)h
−1/2 = 2aK1/2(r2 − r1)

q+1
2q

and

.h1/q · (N1/qh1/2)1−q
N∑

k=1

bk ≤ b.(Nh)1/qh1/2

≤ 21/qb.(r2 − r1)
1/2h1/2

= 21/qbK1/2(r2 − r1)
q+1
2q .

Similarly,

.h1/qN1/qh1/2 ≤ 21/q.(r2 − r1)
1/qh1/2 = 21/qK1/2(r2 − r1)

q+1
2q ,

and therefore, for some constant M = M(T, K, q) > 0,

sup
µ∈M



|Zµ(r2) − Zµ(r1)| − Mδq



δq ′
t∫

s

|γ̇r |q
′
dr + 1

δq



 (r2 − r1)
1/2





+

≤ M

(

σ

∣∣∣∣∣

N∑

k=1

(Xk − ak)

∣∣∣∣∣ + .(r2 − r1)
1/qh1/2 · 1

Nhq/2

∣∣∣∣∣

N∑

k=1

(X
q
k − bk)

∣∣∣∣∣

)

.

The collections (Xk − ak)
N
k=1 and (Xq

k − bk)
N
k=1 consist of independent, mean-zero random variables that satisfy, for 

any k = 1, 2, . . . , N , m ≥ 1, and some constants a′ = a′(m) > 0 and b′ = b′(q, m),

E |Xk − ak|m ≤ a′hm/2 and E
∣∣Xq

k − bk

∣∣m ≤ b′hmq/2.

Therefore, for each p ≥ 1, there exist constants A = A(p) > 0 and B = B(p, q) > 0 such that
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E

∣∣∣∣∣

N∑

k=1

(Xk − ak)

∣∣∣∣∣

p

≤ ANp/2hp/2

and

E

∣∣∣∣∣

N∑

k=1

(X
q
k − bk)

∣∣∣∣∣

p

≤ BNp/2hpq/2.

Combining all terms in the inequality leads to (3.6).
We now take p large enough that

α <
1
2

− 1
p

.

Then (3.6) and Lemma 3.2 imply that, for some C = C(T , σ0, K, p, q, α) > 0 and M = M(T, σ0, K, q, α) > 0, 
possibly different from above, and for all λ ≥ 1 and

p >
2

1 − 2α
,

we have

P



 sup
µ∈M



[Zµ]α,[0,T ] − Mδq



δq ′
t∫

s

|γ̇r |q
′
dr + 1

δq







 > λ



 ≤ Cσp

λp
.

By changing the value of C, if necessary, depending only on σ0, the same can be accomplished for any p ≥ 1. The 
proof of Lemma 3.1 is then finished upon defining

Dσ,. := sup
µ∈M



[Zµ]α,[0,T ] − Mδq



δq ′
t∫

s

|γ̇r |q
′
dr + 1

δq







 . ! (3.11)

We now use Lemma 3.1 to estimate the growth of the Lagrangian, and the W 1,q ′
-norms for almost-minimizers of 

Lf , in terms of Dσ,.. Note that the exponent q ′ in Lemma 3.1 is chosen so as to match the growth of H ∗ in the 
definition of Lf .

Lemma 3.3. Assume that H satisfies (2.1). Then there exists C = C(T , σ0, K, q, α) > 0 such that, if σ ∈ (0, σ0), 
σ. = K , f ∈ Fσ,., and (x, y, s, t) ∈Rd ×Rd × [0, T ] × [0, T ] with s < t , then

−C(1 + Dσ,.)(t − s)α + 1
C

|y − x|q ′

(t − s)q
′−1

≤ Lf (x, y, s, t) ≤ C(1 + Dσ,.)(t − s)α + C
|y − x|q ′

(t − s)q
′−1

, (3.12)

and, if γ : [s, t] × # →Rd is such that γ ∈ A(x, y, s, t) and

Lf (x, y, s, t) + 1 ≥
t∫

s

H ∗(γ̇r )dr +
t∫

s

f (γr ) · dBr with probability one, (3.13)

then
t∫

s

|γ̇r |q
′
dr ≤ C

(
|y − x|q ′

(t − s)q
′−1

+ Dσ,. + 1

)

. (3.14)

Proof. We apply the Lagrangian action to the linear path

0 :=
(

x + y − x

t − s
(r − s)

)

r∈[s,t]
∈ A(x, y, s, t),
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and, appealing to Lemma 3.1 with δ = 1, we find

Lf (x, y, s, t) ≤
t∫

s

H ∗(0̇r )dr +
t∫

s

f (0r ) · dBr ≤ C

(
|y − x|q ′

(t − s)q
′−1

+ (1 + Dσ,.)(t − s)α

)

.

This establishes the upper bound of (3.12).
Next, (2.2) and Lemma 3.1 yield, for any δ ∈ (0, 1) and γ ∈ A(x, y, s, t),

t∫

s

H ∗(γ̇r )dr +
t∫

s

f (γr ) · dBr ≥
(

1
C

− Mδq ′
) t∫

s

|γ̇r |q
′
dr − 1

δq
(M + Dσ,.)(t − s)α . (3.15)

Taking δ sufficiently small, employing Jensen’s inequality, and taking the infimum over γ ∈ A(x, y, s, t) gives the 
lower bound in (3.12). Finally, (3.14) is a consequence of (3.13), (3.15), and the upper bound in (3.12). !

3.2. The regularity estimate

For R > 0 and 0 < τ < T , define the domain

Uτ,R,T :=
{
(x, y, s, t) ∈ Rd ×Rd × [0, T ] × [0, T ] : |x − y| ≤ R and τ < t − s < T

}
.

Proposition 3.1. Assume H satisfies (2.1), and let σ0 > 0, K > 0, and 0 < θ < q
2+q . Then there exist M =

M(R, T , τ, σ0, K, θ, q) > 0 and, for any p ≥ 1, C = C(T , σ0, K, θ, p, q) > 0 such that, if σ ∈ (0, σ0) and σ. = K , 
then

P

(

sup
f ∈Fσ,.

[Lf ]
Cθ

x,yC
θ/q
s,t (Uτ,R,T )

> M + λ

)

≤ CMpσp

λp
for all λ ≥ 1.

Proof. We choose α ∈ (0, 1/2) from Lemma 3.1 sufficiently close to 1/2 that

θ = αq

1 + αq
. (3.16)

In what follows, the constants C > 0 and M > 0 depend on R, T , τ , σ0, K , q , and θ (and therefore α) unless otherwise 
specified, and may change from line to line.

Step 1: Spatial increments. Fix (x, y, s, t), (x, ỹ, s, t) ∈ UR,T ,τ and ν ∈ (0, 1), and let γ ∈ A(x, y, s, t) satisfy

Lf (x, y, s, t) + ν ≥
t∫

s

H ∗(γ̇r )dr +
t∫

s

f (γr ) · dBr . (3.17)

Set

h := c(t − s)|ỹ − y|q/(1+αq),

where c = c(q, α, R) is chosen so that s < t − h < t , and define γ̃ ∈ A(x, ỹ, s, t) by

γ̃r :=






γr for r ∈ [s, t − h), and

γr + ỹ − y

h
(r − t + h) for r ∈ [t − h, t].

Observe that

∥∥∥ ˙̃γ
∥∥∥

q ′ ≤ ‖γ̇ ‖q ′ +




t∫

t−h

∣∣∣∣
ỹ − y

h

∣∣∣∣
q ′

dr




1/q ′

= ‖γ̇ ‖q ′ + |ỹ − y|
h1/q

≤ ‖γ̇ ‖q ′ + C|ỹ − y|αq/(1+αq) ≤ ‖γ̇ ‖q ′ + C,

(3.18)
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and so, by Lemma 3.3,

t∫

s

(
|γ̇r |q

′ + | ˙̃γr |q
′)

dr ≤ C(1 + Dσ,.).

The definition of Lf then yields

Lf (x, ỹ, s, t) − Lf (x, y, s, t) − ν ≤
t∫

t−h

[
H ∗

(
γ̇r + ỹ − y

h

)
− H ∗ (γ̇r )

]
dr +

t∫

t−h

(f (γ̃r ) − f (γr )) · dBr .

To bound the first integral, we use (2.3) and (3.18) to obtain

t∫

t−h

[
H ∗

(
γ̇r + ỹ − y

h

)
− H ∗ (γ̇r )

]
dr ≤ C

t∫

t−h

(
1 + |γ̇r |q

′−1 + | ˙̃γr |q
′−1

)
dr

|ỹ − y|
h

≤ C



|ỹ − y| + |ỹ − y|
h

t∫

t−h

(
|γ̇r |q

′−1 + | ˙̃γr |q
′−1

)
dr





≤ C
(
|ỹ − y| + |ỹ − y|αq/(1+αq)

(
1 + Dσ,.

)1/q
)

.

Applying Lemma 3.1 in conjunction with Lemma 3.3 gives
∣∣∣∣∣∣

t∫

t−h

f (γr ) · dBr

∣∣∣∣∣∣
≤ C




t∫

s

|γ̇r |q
′
dr + 1 + Dσ,.



hα ≤ C(1 + Dσ,.)hα,

and, because of (3.18), the same estimate holds with γ̃ in place of γ .
Note that hα ≤ C|ỹ − y|αq/(1+αq). Then, by sending ν → 0 and exchanging the roles of ỹ and y, we conclude that, 

for some M > 0,
∣∣Lf (x, ỹ, s, t) − Lf (x, y, s, t)

∣∣ ≤ M(1 + Dσ,.)|ỹ − y|αq/(1+αq).

Similar arguments give, for all (x, y, s, t), (x̃, y, s, t) ∈ UR,T ,τ ,
∣∣Lf (x̃, y, s, t) − Lf (x, y, s, t)

∣∣ ≤ M(1 + Dσ,.)|x̃ − x|αq/(1+αq).

Step 2: time increments. Fix (x, y, s, t), (x, y, s, ̃t) ∈ UR,T ,τ with t̃ < t . Then the sub-additivity of Lf (see (4.9)) 
yields

Lf (x, y, s, t) − Lf (x, y, s, t̃) ≤ Lf (y, y, t̃ , t).

Bounding Lf (y, y, ̃t , t) from above by applying the Lagrangian action to the constant path γ ≡ y gives, for some 
C = C(R, q) > 0,

Lf (x, y, s, t) − Lf (x, y, s, t̃) ≤ C(t − t̃ ) + f (y) · (B(t) − B(t̃)) ≤ C(1 + σ [B]α,[0,T ])(t − t̃ )α . (3.19)

We next find a lower bound for Lf (x, y, s, t) −Lf (x, y, s, ̃t). For ν ∈ (0, 1), let γ ∈ A(x, y, s, t) once more satisfy 
(3.17), set

h := c(t − s)(t − t̃ )1/(1+αq),

where c = c(τ ) > 0 is chosen so that s < t − h < t , and define γ̃ ∈ A(x, y, s, ̃t) by

γ̃r :=
{

γr for r ∈ [s, t̃ − h), and
γr + y−γt̃

h (r − t̃ + h) for r ∈ [t̃ − h, t̃].
Then
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Lf (x, y, s, t̃) − Lf (x, y, s, t) ≤
t̃∫

t̃−h

[
H ∗

(
γ̇r + y − γt̃

h

)
− H ∗ (γ̇r )

]
dr −

t∫

t̃

H ∗(γ̇r )dr

+
t̃∫

t̃−h

(f (γ̃r ) − f (γr )) · dBr −
t∫

t̃

f (γr ) · dBr .

(3.20)

Observe that

|y − γt̃ | ≤
t∫

t̃

|γ̇r |dr ≤




t∫

s

|γ̇r |q
′
dr




1/q ′

(t − t̃ )1/q,

which implies that

∥∥∥ ˙̃γ
∥∥∥

Lq′ [s,t̃]
≤ ‖γ̇ ‖Lq′ [s,t] +




t̃∫

t̃−h

∣∣∣∣
y − γt̃

h

∣∣∣∣
q ′

dr





1/q ′

= ‖γ̇ ‖Lq′ [s,t] + |y − γt̃ |
h1/q

≤ ‖γ̇ ‖Lq′ [s,t] + C ‖γ̇ ‖Lq′ [s,t] (t − t̃ )α/(1+αq)

≤ C ‖γ̇ ‖Lq′ [s,t] ,

and, therefore, in view of Lemma 3.3,

t̃∫

s

(
|γ̇r |q

′ + | ˙̃γr |q
′)

dr ≤ C(1 + Dσ,.).

The first two integrals on the right-hand side of (3.20) can then be bounded using (2.2) and (2.3) to obtain

t̃∫

t̃−h

[
H ∗

(
γ̇r + y − γt̃

h

)
− H ∗ (γ̇r )

]
dr −

t∫

t̃

H ∗(γ̇r )dr

≤ C(t − t̃ ) + C

t̃∫

t̃−h

(
1 + | ˙̃γr |q

′−1 + |γ̇r |q
′−1

)
dr

|y − γt̃ |
h

≤ C(t − t̃ ) + Ch + C

t̃∫

t̃−h

(
| ˙̃γr |q

′−1 + |γ̇r |q
′−1

)
dr




t∫

s

|γ̇r |q
′
dr




1/q ′

(t − t̃ )1/q

h

≤ C(t − t̃ ) + C(t − t̃ )αq/(1+αq) + C(1 + Dσ,.)(t − t̃ )α/(1+αq)

≤ C(1 + Dσ,.)(t − t̃ )α/(1+αq).

Additionally, Lemma 3.1 gives
∣∣∣∣∣∣∣

t̃∫

t̃−h

f (γr ) · dBr

∣∣∣∣∣∣∣
+

∣∣∣∣∣∣∣

t̃∫

t̃−h

f (γ̃r ) · dBr

∣∣∣∣∣∣∣
≤ C(1 + Dσ,.)hα

and
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∣∣∣∣∣∣∣

t∫

t̃

f (γr ) · dBr

∣∣∣∣∣∣∣
≤ C(1 + Dσ,.)(t − t̃ )α.

Sending ν → 0, combining all of the lower bounds with the upper bound (3.19), and applying a similar argument in 
the s variable, we conclude that, for some M > 0,

∣∣L(x, y, s̃, t̃ ) − L(x, y, s, t)
∣∣ ≤ M(1 + Dσ,. + σ [B]α,[0,T ])

(
|s − s̃|α/(1+αq) + |t − t̃ |α/(1+αq)

)
.

Step 3. Combining all of the estimates obtained in Steps 1 and 2 gives

sup
f ∈Fσ,.

[Lf ]
Cθ

x,yC
θ/q
s,t (UR,T ,τ )

− M ≤ M(Dσ,. + σ [B]α,[0,T ]).

The result now follows as a consequence of Lemma 3.1 and the fact that [B]α,[0,T ] ∈ Lp(#, P) for all p ≥ 1. !

Proposition 3.1 can be used to obtain regularity estimates for solutions u of

ut + H(Du) =
m∑

i=1

f i(x)Ḃi(t,ω) in Rd × (0,∞) × # and u(·,0, ·) = u0 in Rd × #. (3.21)

Although we do not directly use the following result in the later parts of the paper, its statement is of independent 
interest.

Theorem 3.1. Assume that H satisfies (2.1), 0 < θ < q
2+q , and R > 1. Then there exists a constant C1 =

C1(R, q, θ) > 0, and for p ≥ 1, a constant C2 = C2(R, p, q, θ) > 0 such that, whenever B : [0, ∞) × # → Rm

is a standard Brownian motion; f ∈ C1
b(Rd ; Rm) and u0 ∈ BUC(Rd) satisfy

‖f ‖∞ · ‖Df ‖∞ + ‖f ‖∞ + ‖u0‖∞ ≤ R;
and u is the solution of (3.21), then, for all λ ≥ 1,

P

(

sup
(x,s),(y,t)∈BR×[1/R,R]

|u(x, s) − u(y, t)|
|x − y|θ + |s − t |θ/q

> C1 + λ

)

≤ C2 ‖f ‖p
∞

λp
.

Proof. The function u is given by

u(x, t) = inf
y∈Rd

(
u0(y) + Lf (y, x,0, t)

)
.

Assume that t > 1/R and |x| ≤ R. Then Lemma 3.3 gives the upper bound, for some C = C(R, q, θ) > 0,

u(x, t) ≤ u0(x) + Lf (x, x,0, t) ≤ C(1 + Dσ,.).

It then follows that the infimum in the definition of u can be taken over |y − x| ≤ R′, where, for another constant 
C = C(R, q, θ) > 0 and for all ω ∈ #,

R′(ω) := C(1 + Dσ,.(ω)).

It can be verified that the constant M from Proposition 3.1 has polynomial growth in R, that is, for some M ′ =
M ′(T , τ, σ0, K, θ, q) > 0 and a = a(θ, q) > 0,

M(R,T , τ,σ0,K, θ, q) ≤ M ′(1 + Ra).

We also have, for all x, y ∈ BR and s, t ∈ [1/R, R],

|u(x, s) − u(y, t)| ≤ sup
|x−z|≤R′,|y−z|≤R′

∣∣Lf (z, x,0, s) − Lf (z, y,0, t)
∣∣ .

From this, we conclude that, for some C1 = C1(R, q, θ) > 0 and C2 = C2(R, p, q, θ) > 0 and for any λ, λ′ ≥ 1,
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P
(
[u]

Cθ
x C

θ/q
t (B1/R×[1/R,R]) > C1 + λ

)
≤ P(R′ > λ′) + P

(
[Lf ]

Cθ
x,yC

θ/q
s,t (B2

λ′×[1/R,R]2)
> C1 + λ

)

≤ C2

(
1

(λ′)p(1+a)
+ 1 + (λ′)pa(1+a)

λp(1+a)

)
‖f ‖p(1+a)

∞ .

The proof is finished upon choosing λ′ = λ1/(1+a) and using the fact that ‖f ‖1+a
∞ ≤ Ra ‖f ‖∞. !

4. Homogenization

We now turn to the proof of Theorem 1.1, which concerns the convergence, as ε → 0, of solutions of the stochas-
tically perturbed initial value problem

uε
t + H(Duε) = F

(
x

ε
,
t

ε
,ω

)
in Rd × (0,∞) × # and uε(x,0,ω) = u0(x) in Rd × # (4.1)

to the solution of the effective equation

ut + H(Du) = 0 in Rd × (0,∞) and u(·,0) = u0 in Rd . (4.2)

We restate the theorem here with more precise hypotheses and conclusions. Recall that F is given by

F(x, t,ω) =
m∑

i=1

f i(x,ω)Ḃi(t,ω) for (x, t) ∈Rd × [0,∞),

where f (·, ω) ∈ C1
b(Rd) is a stationary-ergodic random field and B is a standard m-dimensional Brownian motion 

that is independent of f .
Below, the constant M0 > 0 is such that

P
(‖f ‖C1 ≤ M0

)
= 1.

Theorem 4.1. Assume that H satisfies (2.1) and the random field F satisfies (2.12). Then there exists a deterministic, 
convex H :Rd →R satisfying the bounds

1
C

|p|q − C ≤ H(p) ≤ C(|p|q + 1) for some C = C(M0) > 1 and all p ∈ Rd (4.3)

such that, if u0 ∈ BUC(Rd) and uε solves (4.1), then, as ε → 0 and with probability one, uε converges locally 
uniformly to the viscosity solution u of (4.2).

Much of the proofs that follow proceed similarly to those in [38,49,53,54,57], with some new difficulties arising 
because of the singular nature of the forcing term.

The solution uε has the control-theory representation

uε(x, t) := inf
y∈Rd

{
u0(y) + Lε(y, x, s, t,ω)

}
, (4.4)

where

Lε(x, y, s, t,ω) := inf






t∫

s

[
H ∗ (γ̇r ) + F

(γr

ε
,
r

ε
,ω

)]
dr : γ ∈ A(x, y, s, t)




 . (4.5)

Indeed, (4.4) holds if B is replaced with a continuously differentiable path (see [43]), and, as a consequence of 
Lemmas 2.1 and 2.2, the equality continues to hold for arbitrary continuous B , and, in particular, sample paths of 
Brownian motion.

It will be useful to rewrite Lε in two different ways. First, if we set Bε(r, ω) := ε1/2B(r/ε, ω), then

Lε(x, y, s, t,ω) = inf






t∫

s

H ∗ (γ̇r ) dr + ε1/2

t∫

s

f (ε−1γr ,ω) · dBε
r (ω) : γ ∈ A(x, y, s, t)




 . (4.6)

1236



B. Seeger Annales de l’Institut Henri Poincaré – Analyse non linéaire 38 (2021) 1217–1253

Also, by rescaling the paths γ ∈ A(x, y, s, t), we see that

Lε(x, y, s, t,ω) = εL

(
x

ε
,
y

ε
,
s

ε
,
t

ε
,ω

)
,

where L := L1 is given by

L(x, y, s, t,ω) := inf






t∫

s

H ∗ (γ̇r ) dr +
t∫

s

f (γr ,ω) · dBr(ω) : γ ∈ A(x, y, s, t)




 . (4.7)

We note that, for (x, y, s, t) ∈Rd ×Rd × [0, T ] × [0, T ] and ω ∈ #,

L(x, y, s, t,ω) = Lf (·,ω)(x, y, s, t,ω),

where, for fixed f ∈ C1
b(Rd , Rm), Lf is defined as in (3.1).

4.1. Uniform regularity of the Lagrangians

We use Proposition 3.1 and the Borel-Cantelli lemma to show that the family (Lε)ε>0 is locally uniformly equicon-
tinuous for ε smaller than some random threshold.

Recall that we define, for R > 0 and 0 < τ < T , the domain

Uτ,R,T :=
{
(x, y, s, t) ∈ Rd ×Rd × [0, T ] × [0, T ] : |x − y| ≤ R and τ < t − s < T

}
,

and the parameters α ∈ (0, 1/2) and θ ∈ (0, q/(2 + q)) are related by

θ = αq

1 + αq
.

Lemma 4.1. Let Lε be given by (4.5), where H and F are as in (2.1) and (2.12). Then, for all 0 < θ < q
2+q , R > 0, and 

0 < τ < T , there exists a constant C = C(R, T , τ, M0, q, θ) > 0 and a random variable ε0 : # →R+ independent of 
f such that P(ε0 > 0) = 1 and

P
([

Lε
]
Cθ

x,yC
θ/q
s,t (UR,T ,τ )

≤ C for all 0 < ε < ε0

)
= 1.

Proof. For each fixed ε ∈ (0, 1), we apply Proposition 3.1 using the formula (4.6) for Lε , with

f ε := ε1/2f (·/ε) and Bε = ε1/2B(·/ε).
Then f ε ∈ Fσε,.ε , where

σε := M0ε
1/2, .ε := M0

ε1/2 ,

and Fσε,.ε is defined as in (3.4). Note that, K := σε.ε = M2
0 is independent of ε > 0. Then there exists a constant 

C1 = C1(R, T , τ, M0, q, θ) > 0 and, for all p ≥ 1, a constant C2 = C2(R, T , τ, M0, p, q, θ) > 0 such that, for all 
λ ≥ 1 and ε ∈ (0, 1),

P

(

sup
f ∈Fσε ,.ε

[Lf ]
Cθ

x,yC
θ/q
s,t (UR,T ,τ )

> C1 + λ

)

≤ C2ε
p/2λ−p.

Define

Aε :=
{

sup
f ∈Fσε ,.ε

[Lf ]
Cθ

x,yC
θ/q
s,t (UR,T ,τ )

> C1 + 1

}

,

and observe that Aε is independent of the random field {ω -→ f (·,ω)}. Because
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P
(
A2−k

)
≤ C22−kp/2,

the Borel-Cantelli lemma yields that, for some k0 : # → N that is independent of the random field f , for P-almost 
every ω ∈ #, and for all k ≥ k0(ω),

[
L2−k

(·,ω)
]

Cθ
x,yC

θ/q
s,t (UR,T ,τ )

≤ C1 + 1.

For ω ∈ # and 0 < ε < ε0(ω) := 2−k0(ω), we choose k > k0(ω) such that

2−k−1 < ε ≤ 2−k.

Then

Lε(x, y, s, t, ·) = εL

(
x

ε
,
y

ε
,
s

ε
,
t

ε
, ·

)
= 2k+1εL2−k−1

(
2−k−1ε−1x,2−k−1ε−1y,2−k−1ε−1s,2−k−1ε−1t, ·

)
,

and therefore, for P-almost every ω ∈ # and all ε ∈ (0, ε0(ω)),

[Lε(·,ω)]
Cθ

x,yC
θ/q
s,t (UR,T ,τ )

≤ 2(C1 + 1). !

4.2. The stationary-ergodic, spatio-temporal environment

The temporal white noise term Ḃ is stationary, uncorrelated, and independent from f , and, as a consequence, the 
spatio-temporal environment generated by the random field F is stationary-ergodic. More precisely, we may assume 
without loss of generality that the probability measure P is such that there exists a collection of transformations

(τ ′
t )t≥0 : # → #

such that, for all s, t ≥ 0 and ω ∈ #,

τ ′
s+t = τ ′

s ◦ τ ′
t , P ◦ τ ′

t = P, B(s, τ ′
t ω) = B(t + s,ω) − B(t,ω), and f (·, τ ′

t ω) = f (·,ω).

For (x, t) ∈ Rd × [0, ∞), we now set

τ x,t := τx ◦ τ ′
t : # → #.

It is clear that τ x,t preserves P for any (x, t) ∈Rd × [0, ∞). Moreover the collection is ergodic with respect to P:

if A ∈ F and τ x,tA = A for all (x, t) ∈ Rd × [0,∞), then P (A) ∈ {0,1}.
As noted in Section 2, we may assume that # = X ×Y and P = µ ⊗ ν, where X = C1

b(Rd, Rm), Y ∈ C([0, ∞), Rm), 
µ is a probability measure that is stationary and ergodic with respect to translations in space, and ν is the Wiener 
measure. The transformation τ ′

t can then be realized as

τ ′
t B := B(t + ·) − B(t) for all B ∈ Y,

and the stationarity of ν with respect to τ ′
t is a consequence of the Markov property of Brownian motion.

4.3. Identification of the effective Lagrangian

We next use the sub-additive ergodic theorem to establish the almost-sure, local uniform convergence of Lε to a 
deterministic, effective quantity. This relies on the sub-additivity and stationarity of L defined by (4.7), namely, for 
all x, y, z ∈Rd , s < r < t , q ∈ [0, ∞), and ω ∈ #,

L(x, y, s, t,τ z,qω) = L(x + z, y + z, s + q, t + q,ω) (4.8)

and

L(x, y, s, t,ω) ≤ L(x, z, s, r,ω) + L(z, y, r, t,ω), (4.9)

both of which can be proved using appropriate manipulations of the minimizing paths in the definition of L, invoking 
the stationarity of F to prove the former.

We first identify the effective Lagrangian as the long-time average of L.
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Lemma 4.2. Assume (2.1), (2.12), and that L is given by (4.7). Then there exists a deterministic, convex function 
L : Rd →R such that, for some C = C(M0) > 1,

1
C

|p|q ′ − C ≤ L(p) ≤ C(|p|q ′ + 1) for all p ∈Rd , (4.10)

and, with probability one and for all R > 0,

lim
T →+∞

sup
|p|≤R

∣∣∣∣
1
T

L(0, Tp,0, T , ·) − L(p)

∣∣∣∣ = 0.

Proof. Step 1: identifying the limit. Fix p ∈ Qd , define the process φ by

φ ([a, b),ω) := L(ap,bp,a, b,ω) for 0 ≤ a < b,

and, for t ≥ 0, define the measure-preserving transformation σt : # → # by σt := τ tp,t .
In order to apply the sub-additive ergodic theorem of Akcoglu and Krengel [1], we need to verify that φ is a 

stationary, sub-additive process with respect to (σt )t≥0, that is, for all ω ∈ #,





φ ([a, b),σtω) = φ ([a, b) + t,ω) for all a < b and t ≥ 0,

φ ([a, c),ω) ≤ φ ([a, b),ω) + φ ([b, c),ω) for all a < b < c, and

inf
T >0

1
T

Eφ ([0, T ), ·) > −∞.

(4.11)

The stationarity and sub-additivity of φ follow from (4.8) and (4.9), which give

φ ([a, b),σtω) = L(ap,bp,a, b,τ tp,tω) = L((a + t)p, (b + t)p, a + t, b + t,ω) = φ ([a, b) + t,ω)

and

φ ([a, c),ω) = L(ap, cp,a, c,ω) ≤ L(ap,bp,a, b,ω) + L(bp, cp,b, c,ω) = φ ([a, b),ω) + φ ([b, c),ω) .

It remains to prove the third item of (4.11). This requires bounds for the long-time averages

1
T

T∫

0

f (γr ) · dBr .

The difficulty is that, as T → ∞, this quantity need not converge to 0, in view of the fact that the almost-minimizing 
path γ need not be adapted to the Brownian motion B , as was the case in the proof of Lemma 3.1.

Fix γ ∈ A(0, Tp, 0, T ) and h > 0 to be determined, and let N ∈N be such that T/h ≤ N < T/h + 1. Set τk := kh

for k = 0, 1, 2, . . . , N − 1, τN = T , and

Xk := max
r∈[τk−1,τk]

∣∣Br − Bτk−1

∣∣ .

Then Young’s inequality gives, for any δ > 0 and some C = C(q) > 0,

1
T

T∫

0

f (γr ) · dBr = 1
T

N∑

k=1

τk∫

τk−1

f (γr ) · dBr

= 1
T

N∑

k=1



f (γτk ) · (Bτk − Bτk−1) −
τk∫

τk−1

Df (γr ) · γ̇r · (Br − Bτ(k−1)h )dr





≥ −δq ′

T

T∫

0

|γ̇r |q
′
dr − ‖f ‖∞

T

N∑

k=1

Xk − Ch‖Df ‖q
∞

δqT

N∑

k=1

X
q
k .
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Choosing the constant δ small enough relative to the lower bound for H ∗ in (2.2) gives, for some C > 1,

1
T

T∫

0

H ∗(γ̇r )dr + 1
T

T∫

0

f (γr ) · dBr ≥ 1
CT

T∫

0

|γ̇r |q
′
dr − C

(

1 + ‖f ‖∞
T

N∑

k=1

Xk + h‖Df ‖q
∞

T

N∑

k=1

X
q
k

)

≥ −C

(

1 + ‖f ‖∞
T

N∑

k=1

Xk + h‖Df ‖q
∞

T

N∑

k=1

X
q
k

)

.

Taking expectations, we find that, for some constant C > 0 independent of T ,

1
T

EL(0, Tp,0, T ,ω) ≥ −C

(
1 + ‖f ‖∞ Nh1/2

T
+ ‖Df ‖q

∞ Nh1+q/2

T

)

≥ −C

(
1 + ‖f ‖∞

h1/2 + ‖Df ‖q
∞ hq/2

)
.

We now choose

h := ‖f ‖2/(1+q)
∞

‖Df ‖2q/(1+q)
∞

,

which leads to the lower bound
1
T

EL(0, Tp,0, T ,ω) ≥ −C(1 + Kq/(q+1)),

and so (4.11) is proved.
The sub-additive ergodic theorem of [1] then yields the existence of #0 ∈ F with P(#0) = 1 and a random field 

L : Qd × # → R such that

L(p,ω) = lim
T →+∞

1
T

φ([0, T ),ω) = lim
T →+∞

1
T

L(0, Tp,0, T ,ω) for all ω ∈ #0 and p ∈ Qd .

For T > 0, p ∈ Rd , and ω ∈ #0, set

0T (p,ω) := 1
T

L(0, Tp,0, T ,ω) = L1/T (0,p,0,1,ω).

Fix N ∈N . Then, by Lemma 4.1, there exists #N ∈ F such that #N ⊂ #0 and P(#N) = 1, and, for some εN : #N →
R+ and for all ω ∈ #N , the collection

(0T (·,ω))T >ε−1
N (ω)

is equicontinuous on BN . Set

#1 :=
⋂

N∈N
#N.

Then P(#1) = 1, and, for any ω ∈ #1, L(·, ω) can be extended to a continuous function on all of Rd , and moreover, 
as T → ∞, 0T (·, ω) converges locally uniformly to L(·, ω).

Step 2: the limit is deterministic. Fix p ∈ Rd and (y, s) ∈ Rd × [0, ∞). Then Lemma 4.1 implies that there exists a 
modulus ρ : [0, ∞) → [0, ∞) such that, for all ω ∈ #1 and sufficiently large T ,

∣∣∣∣L(p,ω) − 1
T

L(0, Tp,0, T ,τ y,sω)

∣∣∣∣ =
∣∣∣L(p,ω) − L1/T

( y

T
,p + y

T
,

s

T
,1 + s

T
,ω

)∣∣∣

≤
∣∣∣L(p,ω) − L1/T (0,p,0,1,ω)

∣∣∣ + ρ

( |y|
T

+ s

T

)
.

Sending T → ∞ yields
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L(p,ω) = L(p,τ y,sω)

for all p ∈ Rd , (y, s) ∈ Rd × [0, ∞), and ω ∈ #1. The ergodicity of the group (τ ·) then implies that ω -→ L(·, ω) is 
constant, and, in fact,

L(p) := lim
T →∞

1
T

EL(0, Tp,0, T , ·).

Step 3: convexity and estimates. The convexity can be seen in a standard way from the sub-additivity of L (see, for 
instance, [54,57]). To prove (4.10), we appeal to Lemma 3.3, which yields a constant C = C(M0, q) > 1 such that, 
for all T > 0,

1
C

|p|q ′ − C ≤ EL1/T (0,p,0,1,ω) ≤ C
(
|p|q ′ + 1

)
.

Letting T → ∞ finishes the proof. !

Before we continue, we give an example to show that, in general, the assumption of almost-sure boundedness for 
f cannot be dropped in the above argument. Consider the stationary sub-additive process

ψ([a, b),ω) := inf





1
2

b∫

a

|γ̇t |2dt +
b∫

a

γt · dBt : γ ∈ A(0,0, a, b)




 ;

here d = m = 1 and B is a one-dimensional Brownian motion. A straightforward computation reveals that the action 
is minimized by the path

[a, b] 0 t -→ γ ∗
t :=

t∫

a



Bs − 1
b − a

b∫

a

Brdr



ds,

which leads to the identity

ψ([a, b),ω) = 1
2




1

b − a




b∫

a

Brdr




2

−
b∫

a

B2
r dr



 .

Then

E
1
T

ψ([0, T ), ·) = − T

12
,

which is unbounded in T .

4.4. The local uniform convergence of Lε

Fix ε > 0 and (x, y, s, t) ∈ Rd × Rd × [0, ∞) × [0, ∞) with s < t . Then Lemma 4.2 and the stationarity of Lε

yield

ELε(x, y, s, t, ·) = EεL

(
0,

y − x

ε
,0,

t − s

ε
, ·

)
ε→0−−→ (t − s)L

(
y − x

t − s

)
.

The next lemma establishes the local-uniform convergence of Lε with probability one, using a standard argument 
that combines the multi-parameter ergodic theorem and Egoroff’s theorem. Such an argument has been used several 
times throughout the literature on the stochastic homogenization of Hamilton-Jacobi equations; see, for example, 
[5–7,23,38,39,41,42,54].

Lemma 4.3. Assume (2.1) and (2.12). Then

P
(

lim
ε→0

max
|x|≤R

max
|y|≤R

max
s,t∈[0,T ],t−s>τ

∣∣∣∣L
ε(x, y, s, t, ·) − (t − s)L

(
y − x

t − s

)∣∣∣∣ = 0 for all R > 0, 0 < τ < T

)
= 1.
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Proof. Let #0 ∈ F be the event of full probability for which the conclusion of Lemma 4.2 holds. Then Egoroff’s 
Theorem implies that, for all η > 0, there exists an event Gη ⊂ #0 such that P(Gη) ≥ 1 − η and, for any M > 0,

lim
T →∞

sup
|p|≤M

sup
ω∈Gη

∣∣∣∣
1
T

L(0, Tp,0, T ,ω) − L(p)

∣∣∣∣ = 0.

Fix R > 0 and T > 0, and, for ω ∈ #0, define

Aε
η(ω) :=

{
(x, s) ∈ BR × [0, T ] : τ x/ε,s/εω ∈ Gη

}
.

The multiparameter ergodic theorem (see Becker [15]) then yields that, for some #η ∈ F satisfying #η ⊂ #0 and 
P(#η) = 1, and for all ω ∈ #η,

∣∣∣Aε
η(ω)

∣∣∣

|BR × [0, T ]| = 1
|BR × [0, T ]|

∫

BR×[0,T ]

1Gη

(
τ (x/ε,s/ε)ω

)
dxds

ε→0−−→ P(Gη),

and so, for some εη : # → R+ and for all ω ∈ #η, εη(ω) > 0 and
∣∣∣Aε

η(ω)
∣∣∣ ≥ (1 − 2η) |BR × [0, T ]| for all 0 < ε < ε1(ω).

Now, fix ω ∈ #η, 0 < ε < εη(ω) ∧ ε0(ω), (x, y) ∈ B2
R , and s, t ∈ [0, T ] satisfying t − s ≥ τ . Then there exists 

(xε, sε) ∈ Aε
η(ω) such that, for some constant c = c(d, R, T ) > 0,

|x − xε| + |s − sε| ≤ cη1/(d+1).

Choosing η sufficiently small, depending on τ , we have t − sε > τ/2.
Set

pε := y − xε

t − sε
and Tε := t − sε

ε
.

Note that, for some constant M = M(R, τ ) > 0, |pε| ≤ M .
We now invoke Lemma 4.1, which gives a deterministic modulus ρ : [0, ∞) → [0, ∞), depending only on R, T , 

and τ , such that, for all ω ∈ #η and ε ∈ (0, ε0(ω) ∧ εη(ω)),
∣∣∣∣L

ε(x, y, s, t,ω) − (t − s)L

(
y − x

t − s

)∣∣∣∣ ≤
∣∣∣∣L

ε(xε, y, sε, t,ω) − (t − sε)L

(
y − xε

t − sε

)∣∣∣∣

+
∣∣Lε(x, y, s, t,ω) − Lε(xε, y, sε, t,ω)

∣∣ +
∣∣∣∣(t − s)L

(
y − x

t − s

)
− (t − sε)L

(
y − xε

t − sε

)∣∣∣∣

≤ ρ(η) + T

∣∣∣∣
1
Tε

L
(
0, Tεpε,0, Tε,τ (xε/ε,sε/ε)ω

)
− L(pε)

∣∣∣∣

≤ ρ(η) + T sup
|p|≤M

sup
ω̃∈Gη

∣∣∣∣
1
Tε

L(0, Tεp,0, Tε, ω̃) − L(p)

∣∣∣∣ .

Sending ε → 0 gives

lim sup
ε→0

max
|x|≤R

max
|y|≤R

max
s,t∈[0,T ],t−s>τ

∣∣∣∣L
ε(x, y, s, t,ω) − (t − s)L

(
y − x

t − s

)∣∣∣∣ ≤ ρ(η).

For n ∈N , set ηn := 1
n . If

#̃ :=
⋃

n∈N
#ηn,

we then have P(#̃) = 1 and, for all ω ∈ #̃,

lim
ε→0

max
|x|≤R

max
|y|≤R

max
s,t∈[0,T ],t−s>τ

∣∣∣∣L
ε(x, y, s, t,ω) − (t − s)L

(
y − x

t − s

)∣∣∣∣ = 0.

The result is finished in a standard way upon repeating the argument for a countable collection of R, T , and τ , and 
taking the countable intersection of the resulting events of full probability. !
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4.5. The effective Hamiltonian and the homogenization of the equation

Define the convex function

H(p) := L
∗
(p) := sup

q∈Rd

(
p · q − L(q)

)
,

which, in view of (4.10), immediately satisfies (4.3) (although in the following section, we will provide a sharper 
lower bound).

The proof of Theorem 4.1 will follow from the local uniform convergence of the Lagrangians, as well as the fact 
that, because H is convex and u0 ∈ BUC(Rd), u is given by the Hopf-Lax formula

u(x, t) = inf
y∈Rd

(
u0(y) + tL

(
x − y

t

))
. (4.12)

Proof of Theorem 4.1. Let #1 ∈ F be the event of full probability for which the conclusion of Lemma 4.3 holds.

Step 1: coercivity bounds. We first demonstrate that there exists #2 ⊂ #1 such that P(#2) = 1, as well as ε2 : # →R+
and a constant C = C(T , M0, q, α) > 1 such that, for all x, y ∈Rd , 0 ≤ s < t ≤ T , ω ∈ #2, and 0 < ε < ε2(ω),

−C(t − s)α + 1
C

|y − x|q ′

(t − s)q
′−1

≤ Lε(y, x, s, t,ω) ≤ C
|y − x|q ′

(t − s)q
′−1

+ C(t − s)α. (4.13)

In view of Lemma 3.3, there exist random variables (Dε)ε>0 : # → R+ such that, for some constant C =
C(T , M0, q, α) > 1 and for all ε > 0, x, y ∈ Rd , and 0 ≤ s < t ≤ T ,

−C(Dε + 1)(t − s)α + 1
C

|y − x|q ′

(t − s)q
′−1

≤ Lε(y, x, s, t,ω) ≤ C
|y − x|q ′

(t − s)q
′−1

+ C(Dε + 1)(t − s)α,

and, for all p ≥ 1, there exists a constant C′ = C′(T , M0, p, q, α) > 0 such that, for all ε > 0 and λ ≥ 1,

P (Dε > λ) ≤ C′εp/2

λp
.

The Borel-Cantelli lemma yields the existence of k0 : # → N and #2 ⊂ #1 with P(#2) = 1 such that, for all ω ∈ #2
and k ≥ k0(ω),

D2−k (ω) ≤ 1,

and so, for all ω ∈ #2, k ≥ k0(ω), x, y ∈Rd , and s, t ∈ [0, T ] with s < t ,

−C(t − s)α + 1
C

|y − x|q ′

(t − s)q
′−1

≤ L2−k
(y, x, s, t,ω) ≤ C

|y − x|q ′

(t − s)q
′−1

+ C(t − s)α .

Now choose ε < ε2(ω) := 2−k0(ω) and let k > k0(ω) be such that 2−k−1 < ε ≤ 2−k . Then, for all x, y ∈ Rd and 
0 ≤ s < t ≤ T ,

Lε(x, y, s, t,ω) = εL

(
x

ε
,
y

ε
,
s

ε
,
t

ε
,ω

)
= (2kε)L2−k

(
x

2kε
,

y

2kε
,

s

2kε
,

t

2kε
,ω

)
.

It follows that (4.13) holds upon replacing C with 2C, because 1 ≤ 2kε < 2.

Step 2: localization. Let τ > 0 be fixed. We claim that there exists a deterministic M depending only on T , τ , and 
‖u0‖∞ such that, for all (x, t) ∈Rd × [0, T ], ω ∈ #2, and ε ∈ (0, ε2(ω)),

uε(x, t,ω) = inf
y∈BM(x)

(
u0(y) + Lε(y, x,0, t,ω)

)
. (4.14)

Setting y = x in the definition of uε and using (4.13), we find that there exists a constant C = C(T ) > 0 such that, for 
all ω ∈ #2, ε ∈ (0, ε2(ω)), and (x, t) ∈ Rd × [0, T ],
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uε(x, t,ω) ≤ C.

The lower bound in (4.13) then yields that, if |y − x| > M and M is chosen large enough depending only on T and τ , 
then, for all ε ∈ (0, ε2(ω)),

u0(y) + Lε(y, x,0, t,ω) ≥ −‖u0‖∞ + 1
C

|y − x|q ′

τ q ′ − C ≥ −‖u0‖∞ + Mq ′

Cτ
− C > uε(x, t,ω).

This establishes (4.14).

Step 3. By (4.14) and Lemma 4.3, we have, for all ω ∈ #2,

sup
(x,t)∈BR×[τ,T ]

∣∣uε(x, t,ω) − u(x, t)
∣∣ ≤ sup

x∈BR

sup
y∈BR+M

sup
τ<t<T

∣∣∣∣L
ε(y, x,0, t,ω) − tL

(
x − y

t

)∣∣∣∣
ε→0−−→ 0.

The bounds in (4.13) give, for (x, t) ∈ BR × [0, τ ] and ω ∈ #2,

uε(x, t,ω) ≤ u0(x) + Cτα,

and, if ρ : [0, ∞) → [0, ∞) is the modulus of continuity for u0,

uε(x, t,ω) ≥ u0(x) − Cτα + inf
r≥0

(

−ρ(r) + 1
C

rq ′

τ q ′−1

)

.

Define

ρ̃(τ ) := sup
r≥0

(

ρ(r) − 1
C

rq ′

τ q ′−1

)

,

and note that ρ̃ : [0, ∞) → [0, ∞) satisfies limτ→0+ ρ̃(τ ) = 0. As a result, for all ω ∈ #2 and ε ∈ (0, ε2(ω)),

sup
(x,t)∈BR×[0,τ ]

|uε(x, t,ω) − u0(x)| ≤ Cτα + Cρ̃(τ ).

A similar argument gives

sup
(x,t)∈BR×[0,τ ]

|u(x, t,ω) − u0(x)| ≤ Cτ + ρ̃(τ ),

and so, for all τ > 0 and ω ∈ #2,

lim sup
ε→0

sup
(x,t)∈BR×[0,T ]

∣∣uε(x, t,ω) − u(x, t)
∣∣ ≤ C(τ + τα) + ρ̃(τ ).

The proof is finished upon letting τ → 0. !

5. Enhancement

If L is defined as in (4.7), then, for all T > 0 and v ∈Rd ,

E
1
T

L(0, T v,0, T , ·) ≤ H ∗(v) + 1
T

E

T∫

0

f (tv, ·) · dBt = H ∗(v),

so that, in general, L ≤ H ∗ and

H ≥ H.

This is actually an equality if f is equal to a fixed, deterministic constant f ∈Rd , since then, for each v ∈Rd and for 
P-almost every ω ∈ #,

1
T

L(0, T v,0, T v,ω) = H ∗(v) + f · B(T ,ω)

T

T →∞−−−→ H ∗(v).
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It turns out that this is the only situation in which the two Hamiltonians are equal. In fact, a consequence of the 
isotropic nature of the temporal noise is that, if f is nonconstant, then H is actually greater than H everywhere.

In order to facilitate the following arguments, we will assume additionally that





for some κ ∈ (0,1) and M0 > 0,

f (·,ω) ∈ C1,κ (Rd ,Rm) with probability one, and

‖f ‖∞ + ‖Df ‖∞ + [Df ]κ ≤ M0.

(5.1)

Let v :Rd → Rd and p :Rd → Rd satisfy

p(v) ∈ arg max
p∈Rd

{p · v − H(p)} and v(p) ∈ arg max
v∈Rd

{
p · v − H ∗(v)

}
,

and, for ρ > 0 and v ∈ Rd , set

G(v) := sup
ρ∈(0,1]

1
ρ

max
|z|≤ρ

{
H ∗(v + z) − H ∗(v) − p(v) · z

}
.

Note that (2.3) and the convexity of H ∗ imply that

0 ≤ G(v) ≤ C(1 + |v|q ′−1) for all v ∈Rd .

Theorem 5.1. Assume that H satisfies (2.1) and the random field F satisfies (2.12) and (5.1). Let H be the effective 
Hamiltonian from Theorem 4.1. Then there exists c = c(M0, κ) > 0 such that, for all λ ∈ (0, κ),

H(p) ≥ H(p) + c(E|Df (0)|2)2+1/λ

1 + G(v(p))
for all p ∈ Rd . (5.2)

As an example, consider the Hamiltonian

H(p) := 1
q

|p|q,

whose Legendre transform is given by

H ∗(v) = 1
q ′ |v|q ′

.

We then have

p(v) = DH ∗(v) = |v|q ′−2v, v(p) = DH(p) = |p|q−2p,

and, for some constant C = C(q) > 0,

G(v) ≤ C(1 + |v|)q ′−2,

so that (5.2) becomes, for some c > 0,

H(p) ≥ 1
q

|p|q + c(1 + |p|)
q−2
q−1 .

Proof of Theorem 5.1. Fix v ∈ Rd , M > 0, and N ∈N . We define a path γ ∈ A(0, NMv, 0, NM) as follows: set

ηr := 1 − |2r − 1| for r ∈ [0,1],
and, for a sequence (uk)k∈N ⊂ B1 ⊂ Rd and

0 < δ ≤ M

2
, (5.3)

define
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γr := vr + δukη

(
r − kM

M

)
for r ∈ [kM, (k + 1)M] and k = 0,1,2, . . . .

Then

1
NM

L(0,NMv,0,NM,ω) ≤ 1
NM

NM∫

0

H ∗(γ̇r )dr + 1
NM

NM∫

0

f (γr ,ω) · dBr(ω).

Since |γ̇ − v| ≤ 2δ
M ≤ 1 and 1

NM

∫ NM
0 γ̇rdr = v, we find that

1
NM

NM∫

0

H ∗(γ̇r )dr = H ∗(v) + p(v) · 1
NM

NM∫

0

(γ̇r − v)dr

+ 1
NM

NM∫

0

(
H ∗(γ̇r ) − H ∗(v) − p(v) · (γ̇r − v)

)
dr

≤ H ∗(v) + 2δ

M
G(v).

For r ≥ 0, set BM(r) := M−1/2B(Mr). Then

1
NM

NM∫

0

f (γr ,ω) · dBr(ω) − 1
NM

NM∫

0

f (vr,ω) · dBr(ω)

= δ

NM

N−1∑

k=0

uk ·
(k+1)M∫

kM

1∫

0

Df

(
vr + sδη

(
r − kM

M

)
uk,ω

)
ds η

(
r − kM

M

)
dBr(ω)

= δ

NM1/2

N−1∑

k=0

uk ·
1∫

0

1∫

0

Df (Mv(r + k) + sδη (r) uk,ω) ds η (r) dBM
r+k(ω).

The choice of the sequence (uk)k∈N was arbitrary, and so

1
NM

L(0,NMv,0,NM,ω) ≤ H ∗(v) + 2δ

M
G(v)

+ 1
NM

NM∫

0

f (vr,ω) · dBr + δ

NM1/2

N−1∑

k=0

Zδ(v,σkω),

(5.4)

where σk := τMvk,Mk and

Zδ(v,ω) := min
u∈B1

u ·
1∫

0

1∫

0

Df (Mvr + sδη(r)u,ω) ds η(r)dBM
r (ω).

The random field Zδ takes the form

Zδ(v,ω) = min
u∈B1

u · Y(v, δu,ω),

where

Y(v, y,ω) :=
1∫

0

1∫

0

Df (Mvr + syη(r),ω) dsη(r)dBM
r (ω).
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In view of (5.1), for all m ≥ 1, there exists a constant C = C(m) > 0 such that, for all y1, y2 ∈ B1,

E |Y(v, y1, ·) − Y(v, y2, ·)|m ≤ CMm
0 |y1 − y2|κm.

The Kolmogorov continuity criterion implies that, for any λ ∈ (0, κ) and P-almost every ω ∈ #, Y(v, ·, ω) ∈ Cλ(B1), 
and, moreover, for some constant C = C(M0, λ),

sup
v∈Rd

E[Y(v, ·, ·)]Cλ(B1)
≤ C.

We then find that Zδ(v, ·) ∈ L1(#, P), since

|Zδ(v,ω)| ≤ sup
|u|≤1

|Y(v, δu,ω)| ≤ |Y(v,0,ω)| + [Y(v, ·,ω)]Cλ(B1)
δλ.

Moreover,

EZδ(v, ·) ≤ EZ0(v, ·) + Cδλ = −E |Y(v,0, ·)| + Cδλ.

Recall that we may assume, in view of the independence of f and B , that P takes the form µ ⊗ ν on the probability 
space C1

b(Rd , Rm) × C([0, ∞), Rm), where µ is a probability measure that is stationary and ergodic with respect to 
spatial translations, and ν is the Wiener measure (see subsection 4.2). The rotational invariance of ν then yields

E |Y(v,0, ·)| =
∫

C1
b (Rd ,Rm)

∫

C([0,∞),Rm)

∣∣∣∣∣∣

1∫

0

Df (Mvr)η(r) · dBr

∣∣∣∣∣∣
dν(B)dµ(f )

=
∫

C1
b (Rd ,Rm)

∫

C([0,∞),Rm)

∣∣∣∣∣∣

1∫

0

|Df (Mvr)|η(r)dB1
r

∣∣∣∣∣∣
dν(B)dµ(f ).

For fixed f ∈ C1
b(Rd , Rm), the random variable

C([0,∞),Rm) 0 B -→
1∫

0

|Df (Mvr)|η(r)dB1
r

is a stochastic integral with deterministic integrand, and is therefore a Gaussian random variable with respect to the 
probability measure ν. Its standard deviation can therefore be computed, according to Itô’s formula, as

∫

C([0,∞),Rm)

∣∣∣∣∣∣

1∫

0

|Df (Mvr)|η(r)dB1
r (·)

∣∣∣∣∣∣
dν(B) =

√
2
π




1∫

0

|Df (Mvr)|2η(r)2dr




1/2

.

Since 0 ≤ η ≤ 1, we have

1∫

0

|Df (Mvr)|2 η(r)2dr ≤ ‖Df ‖∞




1∫

0

|Df (Mvr)|2 η(r)2dr




1/2

.

It now follows from Fubini’s theorem and the stationarity of f that

E |Y(v,0, ·)| =
√

2
π

∫

C1
b (Rd ,Rm)




1∫

0

|Df (Mvr)|2η(r)2dr




1/2

dµ(f )

≥ 1
‖Df ‖∞

√
2
π

∫

C1
b (Rd ,Rm)

1∫

0

|Df (Mvr)|2η(r)2drdµ(f )
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= 1
3‖Df ‖∞

√
2
π

E |Df (0)|2 .

We then set

δ := c
(

E|Df (0)|2
)1/λ

(5.5)

for some sufficiently small constant c = c(M0, λ) > 0, and we conclude that, for a further constant c = c(M0, κ) > 0,

sup
v∈Rd

EZδ(v, ·) ≤ −cE |Df (0)|2 .

Taking the expectation of both sides of (5.4), we obtain, for some c = c(M0, κ) > 0,

1
NM

EL(0,NMv,0,NM, ·) ≤ H ∗(v) + 2δ

M
G(v) + δ

M1/2 EZδ(v, ·) ≤ H ∗(v) + cδ

(
1
M

G(v) − E |Df (0)|2
M1/2

)

,

and so, sending N → ∞,

L(v) ≤ H ∗(v) + cδ

(
1
M

G(v) − E |Df (0)|2
M1/2

)

.

We now choose

M := 4
(1 + G(v))2

(E|Df (0)|2)2 .

Observe that, if c in (5.5) is chosen so that cM4+2/λ
0 ≤ 2, then

δ = c
(

E|Df (0)|2
)1/λ

≤ cM
4+2/λ
0

(E|Df (0)|2)2 ≤ M

2
,

so that (5.3) is satisfied. For this choice of M , we obtain, for some constant c = c(M0, κ, λ) > 0,

L(v) ≤ H ∗(v) − cδ
(E |Df (0)|2)2

1 + G(v)
= H ∗(v) − cc

(E |Df (0)|2)2+1/λ

1 + G(v)
,

and therefore, for all p ∈Rd ,

H(p) ≥ sup
v∈Rd

{

p · v − H ∗(v) + cc
(E |Df (0)|2)2+1/λ

1 + G(v)

}

≥ H(p) + cc
(E |Df (0)|2)2+1/λ

1 + G(v(p))
. !

6. Noise of varying strength

We conclude by studying, for θ ∈ R, ε > 0, and a stationary-ergodic random field f and Brownian motion B
satisfying (2.5) - (2.11), the initial value problem

uε
t + H(Duε) = εθf

(x

ε
,ω

)
· Ḃ(t,ω) in Rd × (0,∞) × # and uε(x,0,ω) = u0(x) in Rd × #. (6.1)

The strength of the noise determines the nature of the enhancement effect for vanishing ε. Namely, when θ is equal 
to the scaling critical exponent 1/2, the enhancement property can be exactly characterized using the results from the 
previous section. When θ > 1/2, the noise is macroscopically insignificant, while taking θ < 1/2 gives rise to infinite 
velocity.

Theorem 6.1. Assume u0 ∈ BUC(Rd), (2.1), and f and B satisfy (2.5) - (2.11) and (5.1).

(a) If θ > 1/2, then, as ε → 0, uε converges locally uniformly in probability to the solution u of

ut + H(Du) = 0 in Rd × (0,∞) and u(·,0) = u0 in Rd .
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(b) If θ < 1/2 and f is nonconstant, then, as ε → 0, uε converges locally uniformly in Rd × (0, ∞) in probability to 
−∞.

(c) If θ = 1/2, then there exists a deterministic, convex Hamiltonian H :Rd → R satisfying (4.3) and (5.2) such that, 
as ε → 0, uε converges locally uniformly in probability to the solution u of

ut + H(Du) = 0 in Rd × (0,∞) and u(·,0) = u0 in Rd × {0}.

Proof. Replacing the Brownian motion B with t -→ ε1/2B(t/ε) and invoking Lemma 2.1, it follows that it suffices to 
prove the appropriate local uniform limits, with probability one, for the function

ũε(x, t,ω) := inf
y∈Rd

(
u0(y) + Lε,f (y, x,0, t,ω)

)
, (6.2)

where, for ε > 0, (x, y, s, t) ∈ Rd ×Rd × [0, ∞) × [0, ∞) with s < t , and ω ∈ #,

Lε,f (x, y, s, t,ω) := inf






t∫

s

H ∗(γ̇r )dr + εθ−1/2

t∫

s

f (ε−1γr ,ω) · dBr/ε(ω) : γ ∈ A(x, y, s, t)




 .

(a) Similarly to the proof of Theorem 4.1, the result will follow from two facts:





there exists C > 1 and ε0 : # →R+ such that, with probability one,

for all ε ∈ (0, ε0), x, y ∈Rd , and s, t ∈ [0, T ] with s < t ,

− C(t − s)α + 1
C

|y − x|q ′

(t − s)q
′−1

≤ Lε,f (x, y, s, t) ≤ C

(
|y − x|q ′

(t − s)q
′−1

+ (t − s)α

)

,

(6.3)

and





for all R > 0 and 0 < τ < T ,

lim
ε→0

sup
x,y∈BR

sup
s,t∈[0,T ], τ≤t−s≤T

∣∣∣∣Lε,f (x, y, s, t) − (t − s)H ∗
(

y − x

t − s

)∣∣∣∣ = 0.
(6.4)

Setting

σε := M0ε
1/2, .ε := M0ε

−1/2, Fε := Fσε,.ε , and Dε := Dσε,.ε ,

we see that, by Lemma 3.1, there exists a constant C = C(T , M0) > 0 such that, for all δ ∈ (0, 1), 0 ≤ s ≤ r1 ≤ r2 ≤
t ≤ T , f ∈ Fε , and Lipschitz γ ,

∣∣∣∣∣∣

r2∫

r1

f (ε−1γr ) · dBr/ε

∣∣∣∣∣∣
≤



Cδq ′
t∫

s

|γ̇r |q
′
dr + C + Dε

δq



 (r2 − r1)
α, (6.5)

and, for some C = C(T , M0, p) > 0 and all λ ≥ 1,

P (Dε > λ) ≤ Cεp/2

λp/2 .

We first prove (6.3). Since θ > 1/2, similar arguments as in the proof of Lemma 3.3 give, for some C > 1 and all 
(x, y, s, t) ∈ Rd ×Rd × [0, ∞) × [0, ∞) with s < t and ε ∈ (0, 1),

1
C

|y − x|q ′

(t − s)q
′−1

− C (1 + Dε) (t − s)α ≤ Lε,f (x, y, s, t) ≤ C

(
|y − x|q ′

(t − s)q
′−1

+ (1 + Dε)(t − s)α

)

.

It follows from the Borel-Cantelli lemma that there exists k0 : # → N such that, for a possibly different constant 
C > 1, with probability one, for all k ≥ k0 and all (x, y, s, t) ∈Rd ×Rd × [0, T ] × [0, T ] with s < t ,

−C(t − s)α + 1
C

|y − x|q ′

(t − s)q
′−1

≤ L2−k,f (x, y, s, t) ≤ C

(
|y − x|q ′

(t − s)q
′−1

+ (t − s)α

)

.
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Now let 0 < ε < ε0 := 2−k0 , and choose k > k0 so that

2−k−1 < ε ≤ 2−k.

Set τ = 2kε, which satisfies τ ∈ (1/2, 1]. A straightforward scaling argument yields

Lε,f (x, y, s, t) = τL2−k,τ θ−1/2f

(
x

τ
,
y

τ
,
s

τ
,

t

τ

)
, (6.6)

and therefore, for yet another C > 1, we find that, with probability one, (6.3) holds for all (x, y, s, t) and ε ∈ (0, ε0).
We now establish (6.4). Fix R > 0 and 0 < τ < T . Then (6.5) implies that there exists C = C(R, T , τ, q, M0) > 0

such that, with probability one, for all x, y ∈ BR and s, t ∈ [0, T ] with t − s ≥ τ ,

Lε,f (x, y, s, t) ≤ (t − s)H ∗
(

y − x

t − s

)
+ εθ−1/2

t∫

s

f

(
1
ε

(
x + y − x

t − s
r

))
dBr/ε

≤ (t − s)H ∗
(

y − x

t − s

)
+ Cεθ−1/2 (1 + Dε) .

For the lower bound, let ν ∈ (0, 1) and γ ∈ A(x, y, s, t) satisfy

Lε,f (x, y, s, t) + ν ≥
t∫

s

H ∗(γ̇r )dr + εθ−1/2

t∫

s

f (ε−1γr ) · dBr/ε.

In view of (6.3), we then have

t∫

s

|γ̇r |q
′
dr ≤ C



1 + 1 + Dε

δq
+ δq ′

t∫

s

|γ̇r |q
′
dr



 ,

and then rearranging terms and choosing δ sufficiently small yields

t∫

s

|γ̇r |q
′
dr ≤ C(1 + Dε).

It follows from Jensen’s inequality that

Lε,f (x, y, s, t) + ν ≥ (t − s)H ∗
(

y − x

t − s

)
− εθ−1/2 (1 + Dε) .

As ν was arbitrary, we conclude, combining the upper and lower bounds, that

sup
f ∈Fε

sup
x,y∈BR

sup
s,t∈[0,T ], t−s≥τ

∣∣∣∣Lε,f (x, y, s, t) − (t − s)H ∗
(

y − x

t − s

)∣∣∣∣ ≤ Cεθ−1/2(1 + Dε).

As before, using the Borel-Cantelli lemma, the above expression converges with probability one, as k → ∞ along 
the subsequence εk = 2−k , to 0. The convergence over all ε → 0 can be seen by once again appealing to the scaling 
relationship (6.6).

(b) Let v0 ∈ Rd be such that

H ∗(v0) = min
v∈Rd

H ∗(v).

Then, since θ < 1/2, we have, for all ε ∈ (0, 1),

Lε,f (x, y, s, t) ≤ (t − s)H ∗(v0) + εθ−1/2 (
−(t − s)H ∗(v0) + Lε(x, y, s, t)

)
,

where Lε is given by (4.5). It follows that
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ũε(x, t) ≤ inf
y∈Rd

(
u0(y) + tH ∗(v0) + εθ−1/2 (

−tH ∗(v0) + Lε(y, x,0, t)
))

≤ u0(x − tv0) + tH ∗(v0) + εθ−1/2 (
−tH ∗(v0) + Lε(x − tv0, x,0, t)

)
.

Lemma 4.3 yields that, with probability one, locally uniformly in Rd × (0, ∞),

Lε(x − tv0, x,0, t)
ε→0−−→ tL(v0) < tH ∗(v0),

where the strict inequality is due to Theorem 5.1. The result follows.

(c) This is a consequence of Theorems 4.1 and 5.1. !
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