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ABsTrACT: Liquid xenon (LXe) is a well-studied detector medium to search for rare events in dark
matter and neutrino physics. Two-phase xenon time projection chambers (TPCs) can detect electronic
and nuclear recoils with energy down to kilo-electron volts (keV). In this paper, we characterize the
response of a single-phase liquid xenon proportional scintillation counter (LXePSC), which produces
electroluminescence directly in the liquid, to detect electronic recoils at low energies. Our design
uses a thin (10-25 pm diameter), central anode wire in a cylindrical LXe target where ionization
electrons, created from radiation particles, drift radially towards the anode, and electroluminescence
is produced. Both the primary scintillation (S1) and electroluminescence (S2) are detected by
photomultiplier tubes (PMTs) surrounding the LXe target. Up to 17 photons are produced per
electron, obtained with a 10 pm diameter anode wire, allowing for the highly efficient detection of
electronic recoils from beta decays of a tritium source down to ~ 1keV. Single electrons, from
photoemission of the cathode wires, are observed at a gain of 1.8 photoelectrons (PE) per electron.
The delayed signals following the S2 signals are dominated by single-photon-like hits, without
evidence for electron signals observed in the two-phase xenon TPCs. We discuss the potential
application of such a LXePSC for reactor neutrino detection via Coherent Elastic Neutrino Nucleus
Scattering (CEvNS).
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1 Introduction

Dual-phase Liquid Xenon Time Projection Chambers (LXeTPCs) have traditionally been used
in large scale rare event searches, and operate by detecting the prompt scintillation light (S1)
and the proportional electroluminescence of ionization electrons (S2) from an energy deposition.
However, these detectors have never achieved perfect charge collection efficiency in practice [1, 2].
Additionally, they display a background comprised of delayed single electrons that can last O(1) s
after a large S2 signal [3-5]. This background can impact low energy event searches which are
only capable of producing S2s, such as those from Coherent Elastic Neutrino Nucleus Scattering
(CEvNS) [6]. Two main hypotheses for this background are that there are electrons trapped on
impurities and then are released, or trapped at the liquid gas interface and are extracted later than most
of the S2 electrons. This begs the question of whether or not it is possible to make a detector with a
sensitivity to single electrons, which does not have a liquid-gas interface. Proportional scintillation
in liquid xenon was first demonstrated in 1979 by Masuda et al. [7] and was proposed for dark matter
searches in the 1990s [8, 9]. More recent work includes a working detector constructed at Columbia
in 2014 [10], and a simulation study for the prospects of few-electron signal detection [11]. In
addition to investigating whether or not the origin of the delayed electron background is due to a
liquid-gas interface, a single-phase design has the potential to improve the LXeTPCs by eliminating
the liquid-gas interface that is currently preventing the major LXe-based dark matter detectors to



achieve perfect electron extraction efficiency. The aforementioned papers use a design similar to the
dual-phase TPC where the electric field is oriented along Z in a cylindrical volume. In this paper, we
use a cylindrical detector design with a radial field, proposed in [12], which we name the Liquid
Xenon Proportional Scintillation Counter (LXePSC). With this technology, we were able to estimate
the average light collection efficiency and ionization gain (photoelectrons detected per electron),
also known as g and g», respectively, for a variety of anode voltages. In addition, we were able to
observe low-energy electronic recoils from tritium beta decays. Single electrons, emitted via the
photoelectric effect from the cathode wires, are observed based on their distinct timing and spectrum.
However, with low amplification, an unambiguous single electron waveform is not yet identifiable
due to their similar pulse shape to the spurious light emission.

Previously, we have tested such a detector using a 25 pm diameter anode wire to produce
electroluminescence [13]. In this paper, we improve and further characterize the performance using a
10 pm diameter anode wire. The updates to our previous LXePSC design (formerly called the radial
TPC) is described in section 2. The detector performance is described in section 3. In section 3.1,
we show the light detection efficiency (g;) and ionization gain (g;) for different anode-to-cathode
voltages as obtained from the '37Cs calibration. The tritium calibration including the low energy
electronic recoil band is described in 3.2. We also discuss our investigation into the signals after a
large S2 in section 3.3 to show evidence of single electron signals. Lastly, we discuss the major issue
of light emission at high fields in section 4, and the future work needed to improve the detector design.

2 Liquid Xenon Proportional Scintillation Counter (LXePSC)

2.1 LXePSC with different anode wire diameters

The design of the Liquid Xenon Proportional Scintillation Counter (LXePSC) is a cylindrical LXe
target where the S2 is produced near an anode wire in the center of the detector. Twenty cathode wires
are at the edge of the sensitive LXe target and simultaneously act as a shield for the Photomultiplier
Tubes (PMTs). This design is similar to that discussed in a previous conference proceeding with
a 25 pm diameter anode wire [13], except for two adjustments. The first is that we replaced the
L-shaped anode holder at the top and bottom of the detector (see figure 1 of [13]) with Accu-Glass
Push-On 0.040 connectors. The second is that we replaced the 25 pm diameter anode wire with
a 10 pm diameter wire (both are gold-plated tungsten wires from California Fine Wire Co.). This
is to investigate whether we can get a higher gain of photons per electron, as we can achieve a
larger maximum electric field with a thinner wire given a fixed anode-to-cathode voltage. These
modifications can be seen in figure 1.

2.2 Operation and data taking

During operation, we noticed that one of the PMTs (PMT 6) was shorted to the cathode. This was
later discovered to be caused by a stray piece of 10 pm wire, which connected the bottom cathode
ring to the PMT. As a result, we needed to turn off this PMT and ground the cathode. This led to
some field non-uniformity around PMT 6 as the other PMTs were set to voltages around —700 V
to —600 V. The PMT voltages were set such that each PMT had a gain of 10 e~/photoelectron
(PE). This was calibrated by using a pulse-generator to drive a green LED and trigger our digitizer
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Figure 1. Left: a picture of the LXePSC during the installation of the 10 pm diameter anode. Right: the
design drawing of the detector. The wire diameters are scaled up so that they are visible.

externally. The resultant area spectrum was then fit with four gaussians to account for the noise,
single PE, double PE, and triple PE spectra, and the gain was taken to be the mean of the single PE
distribution. This procedure was repeated for different voltages, and a power-law fit to the gain as a
function of PMT voltages gave us our nominal PMT voltages for a gain of 10° e~/PE. Furthermore,
the negative voltage of the PMTs and the grounded cathode led to some leakage of the PMTs’
potential into the drift field region. At the end of the run, we opened the detector and noticed that
there was some inward bending of the cathode wires. This is modeled in the simulation by assuming
that the cathode wires are parabolas that bend inward towards the anode. The “sag” of a cathode
wire is referred to as the maximum displacement of this parabola from the edge of the inner cylinder
of the detector. To characterize the field, we simulated the case where the sagging is 1 mm, 2 mm,
and 3 mm. Our field simulations are summarized in figure 2. This simulation assumes a 3600 V
anode, grounded cathode, and PMTs at their operating voltages. The simulated electric field from
COMSOL is larger than the analytic calculation, due to the effect of the negative high voltage PMTs
being near the grounded cathode. When the PMTs are grounded, this effect goes away and the field
is more consistent with the analytical calculation. Despite these difficulties, we were still able to see
a clear '¥7Cs photopeak, as well as a low energy electronic recoil (ER) band from tritium decays.
We used a CAEN V1720 digitizer which took full waveforms with a trigger, and an event window
between 50 ps and 1 ms depending on which data type is being taken. One of the primary issues with
our previous work [13] was peak-finding with high levels of light emission. This peak-finding used
to be done on the waveform summed across all channels, which is much noisier than the per-channel
waveforms. To fix this, we selected only the per-channel pulse hits that were at least 2 standard
deviations from the baseline noise. The pulse hits which overlap across channels are then summed
into peaks. In this way, the noise from channels which do not see a pulse hit is not added. Similar to
the two-phase xenon TPCs, the S1 and S2 signal have different waveform shapes in the LXePSC.
The S1 shape looks like the sum of two decaying exponentials due to de-excitation, and the S2 shape
looks more-or-less gaussian due to the diffusion of electrons. As such, the rise-time is defined as
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Figure 2. Left: the electric field as a function of r for the central 2.47 cm (in z) of the detector. The error bars
refer to the standard deviation of the electric field in z and € at a particular r. Right: a map of the magnitude
of the electric field for a slice along the r — z plane. The electric field was simulated using COMSOL"™
multiphysics for both figures.

the time it takes for the peak to traverse from 10% of its maximum height to 90% of its maximum
height. S1s are classified as having a rise-time of less than 40 ns, and S2s have a rise-time greater
than 40 ns. The S1s and S2s are then grouped into events (see figure 3 for an example). This is
done by looking at each S1 in a trigger window, starting from the largest S1 by area, and finding the
biggest S2 within 20 ps after the S1. The second largest S1 or S2 found in this window (if any exist)
are considered the alternate S1 or S2.

3 Performance of the LXePSC

3.1 Detector calibration with 137Cs

To calibrate the response of the detector, we need to see the S1 and S2 response to a monoenergetic
source. We used a 137Cs 661.7 keV gamma source placed in a cup on the outer vessel of the detector,
and vertically aligned near the middle of the detector in z. Previously, we achieved g; = 0.13 PE/y
and g, = 0.7PE/e™ with all eight PMTs turned on, and with a 4kV anode and -750V cathode;
this corresponds to an anode-surface field of 495kV/cm [13]. However, the '3’Cs photopeak of
our previous run was significantly smeared in (S1, S2), especially at anode voltages greater than
4-kV, which prevented us from measuring g and g, for a variety of anode voltages. In this run, we
achieved a higher g, of 1.6 + 0.2 PE/e™ at an anode voltage of 3.6 kV despite one of the PMTs being
off. Considering g1, this value of 1.6 PE/e™ corresponds to ~ 17 photons produced per electron by
electroluminescence in the liquid via the analysis in section 3.1.3. It is important to note that, in
this context, g, is referred to as the ionization gain rather than the single electron gain (SE gain).
Although there is no incomplete extraction, we expect a small effect from the electron-lifetime, so
the size of the S2 from the '3’Cs peak is only comprised of the ionization electrons which did not
attach to impurities. As such, g; is an underestimation of the SE gain. Furthermore, we were able to
measure the g and g, values across multiple anode voltages. At above 3.6kV on the anode, we start
to observe spurious light emission as discussed in section 4.
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Figure 3. Example waveform for a '3’Cs event for 3kV anode and grounded cathode. S1 highlighted in red,
S2 highlighted in blue.

3.1.1 Selection of the 1¥’Cs photo-absorption events

To select for the full deposited 661.7 keV, we need to first cut out multiple scatters. This is done using
two cuts. The first cut compares the main S1 or S2 to the alternate S1 or S2. If the alternate S1 (S2)
area is comparable in size to the main S1 (S2) area, then it is likely due to a multiple scatter event.
The cut threshold is set such that the alternate S2 (S1) area of a single scatter is less than 2% (10%)
of the main S2 (S1) area. This cut keeps 49% of the original data. The second cut deals with the
case that the multiple scatters happen close to each other, in which case the diffusion of the electrons
from each scatter will merge the two S2s into one peak. These are cut using the Jenks natural breaks
algorithm from the strax data processor used in XENONNT [14], which gives a “goodness-of-split”
score (GOS) ranging from 0 to 1. Multiple scatters of this type have a GOS > 0.75, and this cut
keeps 87% of the S2 peaks.

Events near the top and bottom PTFE plates are also cut, as this region has a difficult-to-model
electric field that affects the charge yield and detection efficiency, and significant radioactive
backgrounds from materials. Furthermore, events near the top and bottom of the detector tend to have
S2 electrons which follow field lines with considerable drift in Z, meaning that the initial z position of
the event is not the same z position at which the S2 light is produced (figure 4 right). Therefore, we
select for events near the center of the detector in z. To do this, we use the S2 asymmetry, defined as

o S82¢0p 4 PMTs — S2bottom 4 PMTs 3.1
asym — .
S 2top 4PMTs + S 2bottom 4 PMTs

as a proxy for z, and select for events between S2,5ym, € [—0.25,0.25]. Here, S2pouom/top 4 PMTs 1S the
integrated area across the bottom (top) four PMTs. There are two ways to estimate the z-range that
corresponds to this asymmetry cut (Zselection)- The first is to look at the tritium events (section 3.2),
which should be uniformly distributed in z. The ratio of tritium events with $2,4, € [-0.25,0.25]
to the total number of tritium events is equal to Zslection/ 12 cm. Here 12 cm is the height of the active
volume. From this, we can estimate that zgejection COrresponds to the central 2.47 cm of the detector.
However, this estimation has the underlying assumption that all events are in a region where the
ionization electrons can drift to the anode and produce an S2 (a charge sensitive volume), which may
not be true. To check this issue, we also ran an optical simulation in GEANT4 [15], where there is no



such charge insensitive volume that decreases the total number of measured events. We assumed a
PTFE reflectivity of 99%, and generated 10° photons along 10* randomly sampled positions near the
anode wire, and computed the asymmetry for each simulated position, which gave us a Zgejection = 2 cm.
However, the difference between Zgelection = 2 €M OF Zgelection = 2.47 cm only yields a 1% difference
in the average electric field, with the latter yielding a higher field variability. As such, we use
Zselection = 2.47 cm to be conservative in the estimation of the systematic uncertainty in g; and g,.

It should be noted that since PMT 6 was off during this run, the calculation of the S2 asymmetry
also did not include the area seen by PMT 2 (the PMT right above PMT 6). The asymmetry parameter
loses z resolution near the top and bottom of the detector, and starts to saturate, as seen in figure 4 left.
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Figure 4. Left: asymmetry vs. S2 area distribution for the '3’Cs dataset. Right: electron cloud tracks
through » and z. Blue paths successfully reach the anode, green paths stop at the wall, and red paths reach a
cathode wire. The electrons clearly drift from their initial positions (denoted by green dots) towards the top or
bottom plate. The top and bottom red dashed lines are the estimated z positions which correspond to an S2
asymmetry of -0.25 and 0.25 respectively. The electron paths are generated using the cylinterp code [16].

After the z and multiple scatter cuts are applied, we can see the S1 and S2 distribution shows
a population of high S1 and high S2 which is anti-correlated, this is the 661.7 keV '*’Cs photopeak.
As we increase the anode voltage, we see that the S2 signal is enhanced while the S1 is suppressed,
as shown in figure 5. We select for the photopeak by visually inspecting the end of the Compton shelf
in (S1, §2) space and drawing a line through it, then selecting for the events in (S1, $2) that lie above
that line. Afterwards, we fit the population using a 2-D gaussian to find the center value for S1 and
S2, referred to as S1. and S2.. There is an ambiguity in choosing the cut line, so we use two possible
selections for the photopeak by using two different cut lines. The first cut line is determined by eye
to estimate the beginning of the photopeak events and the end of the Compton shelf. The second
cut line is determined by varying the first line’s S2-intercept by five percent. Together, these two
measurements for S1. and S2. are then used in determining the systematic uncertainty of g; and g».
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Figure 5. '37Cs S2 vs. S1 distribution for different anode voltages from 2600 to 3600 V. The S1 is suppressed
while the S2 is enhanced as the anode voltage increases. The red contours are for the 2D Gaussian fit
corresponding to the 661.7-keV photo-absorption peak, with the dashed, red cut-line.

3.1.2 Extracting g; and g, from ¥’Cs data

In dual-phase LXeTPCs, g; and g are estimated via calibrations using multiple monoenergetic
sources. However, we only had the 137Cs source available to us at this time, so we estimate our g1
and g, by finding g; = S1./(n,) and g» = S2./(n.). Here, n, and n, are the number of S1 (S2)
photons (electrons) given by the Noble Element Simulation Technique (NEST) [17], which takes the
electric field and deposited energy as input. The deposited energy is simply 661.7 keV, however, to
find the electric field, we must first get the position of the events, followed by a multi-step simulation
chain as summarized in figure 6.

While our radial (r) position can be inferred from the drift time (¢4) via an electric field
simulation using COMSOL (see figure 7), our z and 6 positions are not properly reconstructed. For z,



the asymmetry cut lets us sample from the central 2.47 cm of the detector. This, coupled with the fact
that our source is placed in the middle of the detector, lets us uniformly sample z within this range.
For the 6 distribution, we first use GEANT4 [15] to simulate the position distribution of 137Cs events
within the detector. This simulation gives us P(6|r) (see figure 8), where r is reconstructed from the
drift time. However, there is an ambiguity of where the source is placed with respect to the detector
in 8. This comes from the fact that we did not precisely measure the orientation of the source position
with respect to the orientation of the detector. As such, we did three GEANT4 simulations based
on three different possible positions that the '37Cs source could be. Lastly, we simulated the electric
field assuming either no cathode wire sag, or a cathode wire sag of 3 mm (see section 2.2). For each
simulation, we obtained n, and n.. The two possible choices of the data photopeak selection, the
three possible choices of the '37Cs source position, and the two possible values of cathode wire sag
gives twelve possible values of g; and g5, for which a systematic uncertainty can be calculated. All
of these effects contribute a 2.4% uncertainty in g; and 2.7% for g, at a 3.6 kV anode. However,
the largest systematic uncertainty comes from the NEST light and charge yields. According to
figure 2 of [18], this corresponds to approximately 6 photons/keV for the number of photons and
6 electrons/keV for the number of electrons. The NEST yield uncertainties contribute a 19% and
14% uncertainty to g; and g, at 3.6 kV, respectively. The statistical uncertainty is negligible.

P(rlta) T e

Drift times from data —{ from COMSOL electrostatic \_ from GEANTA4 simulation

) /’ simulation

E(r,8,z) from COMSOL —> ne and ny, from NEST

\

Figure 6. The simulation chain used to get the absolute number of photons and electrons from the '3’Cs peak.

3.1.3 g and g, as a function of anode voltage

The g, and g, values obtained from the above data selection and simulation are shown in figure 9.
g1 is approximately constant while g; increases with the anode voltage, as expected. Here, since
there is no gas gap and all electrons not lost to electronegative impurities are collected, g, serves as
a slight underestimate to the effective SE gain, accounting for the purity. The “effective” label is due
to the fact that the electric field around the anode is greater than the charge-multiplication threshold
of 725 kV/cm, according to the model proposed by Aprile et al. [10] (henceforth referred to as the
Columbia model). As such, the total light seen will be due to both the primary electron as well as
secondary electrons produced via charge-multiplication. However, this effect is small, we estimate that
about 4% of the light produced is due to the secondary electrons, according to the Columbia model.

It is also possible, in principle, to estimate the absolute (pre-efficiency) number of photons
produced per electron (electroluminescence yield) by looking at the ratio g,/g;. Ideally,

82 = (ny,SZ/ne)<LCE(SZ)>Pdet 81 = <LCE(SI)>Pdet- 3.2)
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Figure 8. GEANT4 37Cs photopeak distributions with a source placed at different locations.

Here, n,, s; is the number of photons produced by the S2 electrons near the anode, not the number of
photons from S1. Py is the detection probability and is a property of the PMTs which will cancel
out in go/g1. (LCE(S1)) refers to the light collection efficiency (LCE) averaged over the event
positions, and (LCE(S2)) refers to the light collection efficiency averaged over the region around
the anode which can produce electroluminescence. If we use the Columbia model, then the field
threshold for electroluminescence is 412 kV/cm, meaning that the electroluminescence threshold
radius, rr, for our setup with a 3.6kV anode is around 10 pm. This means that the anode may block
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Figure 9. g; and g, for the values across different anode voltages. The systematic uncertainty comes from the
possible positions of the '37Cs source, the photopeak selection in S2 vs. S1 space, and the light and charge
yield uncertainties in NEST [18].

a considerable amount of light from an S2. To estimate this effect, consider a source of light is
at a distance r from the anode with radius r,. The probability that a photon will hit the anode is
Py = arcsin(r, /r)/m. As such, the probability that a photon will either avoid the anode or reflect
off of it is

Pescape(r) = (1 = Ppi) + Phitpgold (3.3)

where pgo1q is the reflectivity of gold. We can average this over r € [rg,rr] to get Pegcape =
(Pescape(r)). This can give us an upper limit on n,/n, by naively assuming that (LCE(S2))
(LCE(S1)) Pescape» and pgolg = 0. Which gives

Q

ny,s2 & 1

e |uppertimic &1 <1 = arcsin(rq /r)/m)’

(3.4)

We call this effect the “anode shadowing correction”, and our 7, /n, is consistent with the Columbia
model as shown in figure 10. At the maximum anode voltage of 3.6kV, the g, of 1.6 PE/e™
corresponds to 17 + 4 photons produced by an electron.

3.2 Low energy electronic recoils from tritium beta decays

We injected a tritiated methane source into our detector in order to probe the response to low
energy electron recoils (ER) of a few keV. These events populate a band in (S1,1og(S2/S1)) space
(figure 13), and we can count the rate of these events in the band as a function of time. During
this calibration, the anode was at a voltage of 3600 V. The tritiated methane was removed from the
detector by the SAES getter in the gas circulation loop over the course of three days.

To select for the tritium events, we use the same multiple scatter and z cuts as explained in
section 3.1.1. An example of a tritium event waveform is shown in figure 11. We can easily see the
population of tritium events by looking at the S2 areas as shown in figure 12. Tritium events are
easily identifiable (figure 12) as their S2 size is significantly higher than any accidental-coincidences,
yet significantly lower than higher-energy detector backgrounds. The charge yield for tritium events
is less affected by electric field variations near the wall, since they are lower energy compared to
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Figure 10. A comparison of electroluminescence yield n,, /n, to the Columbia model [10]. We see that up to
17 + 4 photons are produced per electron at an anode voltage of 3.6kV. The upper limit of n, /n, is given
according to eq. 3.4. The 1o shaded region is computed by sampling the parameters given in the Columbia
model with their associated uncertainties.

o0.10F T

0.08F §2:89.1 PE

0.06

oosl S1:104PE

WWWWWWWWWWWWMWW"WWWWWWW W M

L | | | | | |
6000 8000 10000 12000 14000 16000 18000 20000
Time [ns]

Volts

0.02|

0.0

=]

Figure 11. Waveform from a tritium event.

137Cs events, according to NEST [17]. Therefore, the tritium S2 areas do not show significant
variation with extremes in asymmetry and indicate uniform light collection efficiency all along the
anode. As explored later, this indicates that the average number of measured electroluminescence
photons are a constant in z for all electrons that reach the anode. The greater spread in absolute
asymmetry values at lower energies corresponding to the walls, is due to lower total photon counts
distributed on the top and bottom PMTs. Furthermore, we can confirm the physicality of these events
by observing that their S2 50% width increases with the drift time. Here, the 50% width is defined
as the time between the 25% and 75% area percentiles of the S2 waveform, and diffusion causes
the S2 waveforms corresponding to larger drift times to be wider. For these events, we can use the
g1 and g» values from the '37Cs calibration to draw energy contours in (S1,log(S2/S1)) space by
computing E = W(S1/g; +S2/g>). Here, W = 13.5¢eV from the NEST fit of W as a function of
density, here we used a density of 2.89 g/cm? [18]. This low energy electronic recoil band with
energy contours is shown in figure 13.
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Figure 12. Left: the asymmetry vs. S2 area distribution after applying the multiple scatter cuts. The tritium
events are selected between the red lines. Right: the tritium events’ S2 50% width vs. drift time.
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Figure 13. The low energy ER band from the tritium events after applying the aforementioned cuts. The gray
lines are energy contours in 1 keV, with energy reconstruction discussed in the text.

The explicitly non-uniform, approximately 1/r, electric field causes the number of electrons
(photons) for a given energy deposition to decrease (increase) as the r location of the event increases
due to a greater recombination of electrons in weaker electric fields [19]. Thus, the S2 area should
decrease with increasing r. However, the inverse relationship between S2 area and r can also be
caused by the attachment of electrons to electronegative impurities [20]. In dual-phase TPCs, this is
corrected by multiplying the S2 by the factor '@/, where T, is known as the electron lifetime, and
can be calibrated by measuring the S2 response using a mono-energetic source [21]. In LXePSCs, we
would need an external purity monitor to give us this information, as we cannot disentangle the effects
of attachment to impurities from the decrease in charge yield due to the suppressed electric field. It is
worth mentioning that this effect may also be present in the dual-phase TPC, as XENONIT showed
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that there is a discrepancy in the electron lifetime when using different calibration sources [20].
However, the discrepancy is around 10%, while the LXePSC has much larger field variations.

To correct S1 and S2 properly, we would need to have g; and g as functions of position. In
principle, this could be done by calibrating g and g, for each selection of r (i.e. drift time). However,
this would require more statistics than we currently have.

3.3 Delayed signals and photoemission electrons

The lowest achievable energy threshold is set by the smallest detectable S2, which is the electrolu-
minescence of a single electron. However, previous two-phase liquid xenon dark matter experiments
have observed higher rates of single and few electron signals following a bright interaction in the
detector [3-5, 22, 23]. Within one maximum drift time duration, electrons released by a bright S2’s
photons drift to the anode and are measured. Considering material quantum efficiencies and geomet-
ric effects, photon-induced single electron rates are estimated to be on the order of 10~* e~/ PE in the
LXePSC, based on observations by XENON100 [22]. In two-phase detectors, rates of single electron
signals remain elevated after a maximum drift time, decreasing according to a power law for up to a
second. This implies that these electrons cannot be from prompt photoemission [3, 4]. The two major
hypotheses for the high single and few electron signal rates after a maximum drift time are that they
were once ionization electrons from the interaction that were either captured on and later released
from impurities in the xenon bulk, or stuck at and later released from the liquid xenon surface [5].
The LXePSC would be able to rule out the liquid surface hypothesis if there are delayed electrons.

However, in addition to delayed electrons, XENON1T and LUX observed elevated rates of single-
photon-like signals (lone hits) following an interaction event that decay with a similar power law [3, 4].
The lone hit rates were roughly an order of magnitude higher than the single electron signal rates in
XENONIT, but the opposite is indicated in LUX. Without a liquid surface, the LXePSC expects to
measure all electrons released in the detector, unless they are captured on electronegative impurities
or drift to the wall. The maximum drift time of the detector is relatively short compared to the
electron lifetime governing the capture of electrons on electronegative impurities, so most electrons
in an interaction in the charge-sensitive region reach the anode. Therefore, the g, in the center of the
detector is a good indicator (although slight underestimate) of the SE gain, or the number of photons
measured per electron at the anode. At this time, a single electron signal would predominantly appear
as one or two photons, and any observed power law of rates requires a signal spectrum analysis to
determine whether it would be more characteristic of single electrons or photon lone hits.

To explore delayed signals, background data without a calibration source was taken with 1 ms
event windows and the anode at 3.6 kV. Despite a higher particle interaction rate in the detector, the
digitizer was only able to handle a 10 Hz trigger rate to save 1ms event windows, thus saving only
10 ms of detector livetime per second. Electronic recoil events were selected based on S1 area, S2
area, and S2 width considering diffusion and drift time between the S1 and S2. Only a lower bound
was set for the S2 area of 103 PE, in order to encompass all bright electronic recoils from cosmogenic
particles and intrinsic detector radioactivity. The largest S2 signals exceeded 10° PE. Background
data was necessary to capture the longest possible windows between interactions. The asymmetry
cut was not applied because it would have cut 91% of valid electronic recoil interactions in the
charge-sensitive region, which are concentrated near the walls. Although variations in the electric
field near the walls affect the charge yield, particularly for higher energy events, the calibration
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with low-energy tritium beta decay events does not show a significant variation in measured S2
area across the detector and validates the assumption that the SE gain is constant for all electrons
that reach the anode. Cuts against multiple scatters, as discussed previously, were applied. These
selected events were bright enough to explore photoemission, and are good candidates to explore
delayed signals. After each event, all signals (including lone hits and peaks of two or more hits)
were analyzed. Because these were single-scatter events, the signals were smaller than 10 PE. The
g» measured in section 3.1.3 for these detector conditions was 1.6 PE/e™, so lone hit signals confined
to one PMT would be typical of both signals of delayed electrons reaching the anode and photons.
However, the signal rates of peaks with two contributing PMTs would have a similar magnitude to
the lone hits if delayed electrons dominated, or the rates would be consistent with lone hit pile-up if
photons dominated. An analysis of the signals’ spectra is therefore required.
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Figure 14. Rates of photon-like signals in single PMTs (lone hits) and rates of peak signals with coincident
photon-like hits in two PMTs. The two-PMT peaks are consistent with pile-up of lone hits. The pretrigger
lone hit rate (expected to be dominated by intrinsic PMT dark counts) is also indicated.

The delayed signals were available for all events in the 1 ms windows from two maximum drift
times (30 ps) up to 600 ps. The two maximum drift time requirement before analyzing delayed
signals was chosen to avoid contamination from photoemission electron signals. The rates of signals
that are lone hits in single PMTs and are peaks comprised of two coincident hits in two PMTs are
shown in figure 14. The lone hit rate before the S1 is also included in the figure as the horizontal
green line, which is expected to be dominated by intrinsic PMT dark counts. The configuration of
the digitizer created significant dead time, so information of particle interactions just before the
captured event window is unknown. Since the pretrigger window is 200 ps, it is likely that delayed
signals from previous events during dead time contaminate this pretrigger window. Therefore,
the pretrigger lone hit rate is higher than the asymptotic rate of the delayed lone hit rates at the
end of the window above about 400 ps. The lone hit rate decay is consistent with a power law
plus a constant, as observed in LUX and XENONIT [3, 4]. The power-law power is steeper than
observed in XENONI1T, with a power of —1.16 compared to —0.7. We do not address the absolute
rate amplitudes, which would need to be adjusted by detector electron survival efficiencies and
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normalized by the previous S2 areas. The expected pile-up of lone hits is consistent with the rates of
signals with two coincident PMTs, indicating no significant contribution from single electrons.

To better differentiate if the delayed signals are more electron-like or photon-like, we analyzed
the spectra. The pretrigger signals are dominated by dark count lone hits and are single-photon-like.
S2s are bright enough that we expect some prompt photoemission electrons. The highest probability
for photoemission is from the metal cathode wires, so higher rates of single electrons are measured
exactly one maximum drift time after a bright S2. The left panel of figure 15 shows the rates of
all signals after the good events, with the maximum drift time of 15 ps denoted with a vertical red
line. The power law from figure 14 was extrapolated (blue curve in the left panel of figure 15) to
determine the contamination from delayed signals. The photoemission electron population is taken
from the red shaded region, and the delayed signal contamination in that region under the blue curve
is estimated to be 44.2%.

T T T
—— Maximum Drift Time 1.0

1.75F Cathode P.hotoemission ] —— Detection Threshold
Belaved 511?;“15 Mean SE Gain: 1.8 + 0.3 PE
L.50¢ — 5.98*At711°+0.06 ] " 0.8F A I Cathode Photoemission 1
- ] o - I Delayed Signals
A < I Pretrigger Dark Counts
s ~ o6} x 8
= 1.00} {1 2 T
2 =]
5] [}
@ 0.75F { Zoal i
[ae}
0.50F ]
0.2 ~ ]
0.25F ]
L L L L L L Sl L L L I
0.00 16 20 30 40 50 80 70 00 1 2 3 7 5
Delay Time [ps] Area [PE]

Figure 15. Left: signal rates with time after S2s. A peak in signals that is attributed to electrons emitted
from the cathode is shaded in red, with a red vertical line at the maximum drift time. Delayed signals are
shaded blue. The power law from figure 14 is shown as a blue line and estimates a 44.2% contamination to
the pure photoemission electron signals in the shaded red region. Right: the data points outlining the area
spectra of these corresponding red and blue signal populations are shown, along with the detection threshold
(purple line), and mean area of the cathode photoemission electron signals (vertical gold dashed line with
shaded uncertainty). Lone hits that occur before the S1 in the event are added as green data points, and their
spectrum is fit with a black line. The photoemission spectrum fit is marked with a red line.

The right plot in figure 15 shows the signal area spectra for the cathode photoemission signals,
and delayed signals. The spectrum of signals from before the S1 in the event (expected to be
dominated by PMT dark counts) are also included for reference. The spectra were fit with a series
of gaussians with the nth peak having a mean of n and standard deviation +/n larger than the
1 PE peak. The delayed signals are consistent with dark counts, whereas the photoemission is
significantly different. Subtracting the 44.2% contamination of the delayed signal spectrum from the
photoemission spectrum, the expectation value for pure photoemission single electrons (SE gain) is
1.8+0.3 PE. This is consistent with the g, at this anode voltage of 1.6 PE/e™ and indicates that these
signals are characteristic of single electrons. Without needing to account for extraction efficiency
and with a sufficient purity for a small detector, the g, is expected to be a slight underestimation
of the true SE gain accounting for a small fraction of electrons lost on electronegative impurities.
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After iterative fitting, the photoemission spectrum constrains both the delayed signals and pretrigger
signals to contain less than 5% single electron signals.

Based on the spectrum, we can also conclude that the delayed signals and pretrigger dark
counts are not dominated by xenon scintillation photons. Xenon photons on our PMT photocathodes
have sufficient energy to cause two photoelectrons about 20% of the time [24]. Both LUX and
XENONIT also observed that delayed photons were inconsistent with xenon scintillation [3, 4].
The delayed photons are hypothesized to be lower energy photons in the visible range, potentially
due to Teflon fluorescence. However, they have not been ruled out as an intrinsic PMT dark count
background: they may be elevated thermal photocathode emission following exposure to more than
O(1000) photons. The pretrigger and delayed signal spectra observed in our data are consistent with
the previous experiments. Less than 10% of signals are larger than 1 PE. The pretrigger photon lone
hits are explored in more detail in the following sections.

Our observation of signals after an event led to a confirmed observation of single electrons with
a gain of 1.8 PE/e™. This is the first confirmed observation of single electron electroluminescence in
liquid xenon, although a distinct single electron signal waveform is still elusive. Our observation
takes advantage of photoemission by the cathode wires to select the most pure sample of single
electron signals. While we do observe elevated signal rates that decay with a power law for long
times after an interaction, these signals are more consistent with photon backgrounds and cannot be
dominated by single electrons.

4 Light emission and discussion

The biggest limitation to the single-phase design is the low g, value. While one may attempt to
ramp-up the anode voltage indefinitely, this also increases the rate of spurious light emission, which
we saw in our previous work [13]. This light emission, dominated with lone hit signals, acts as
a constant noise to our baseline, for which a pile-up of single photons could obfuscate a single
electron signal. In this run, we were able to obtain a higher electric field around the anode before
observing an unmanageable level of light emission (figure 16). The light emission rate is calculated
by counting the number of pulse hits within the first 10 ps of a 100 ps event window. Pulse hits
found within this region occur before the triggering S1. We also saw that the light emission rate is
higher for data taken with a '3’Cs source near the detector, compared with background data. This
suggests that the light emission rate is related to the event rate in the detector.

The optimum g, value will require a detailed balance between the anode diameter and electric
field. Assuming there exists some sort of minimum electric field, E\,;,, for which electroluminescence
occurs, then for a given electric field at the surface of the anode E,, the distance at which
electroluminescence begins, rr, and the corresponding electroluminescence region length, rgy, is

rEL:rT—ra:ra(Ea —1). 4.1)
Emin

So for two different anodes with the same E,, the thicker anode will have a larger electroluminescence
region, and thus a larger gain. The trade-off is that a larger voltage has to be applied to the thicker
wire to achieve the same E,. Furthermore, the absolute E, does not seem to be the only factor in
deciding whether or not an unmanageable level of light emission will occur. The results from the
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Figure 16. Rates of pulse hits occurring before the main S1 in the event window averaged over each row of
PMTs. The “anode surface field” is given by AV /In(r./r,)ra, where r. (ry) is the cathode (anode) radius,
and AV is the anode to cathode voltage.

XeBrA experiment show that the breakdown electric field in liquid xenon is inversely related to the
stressed electrode area (SEA) [25], i.e. the surface area of the electrode exposed to a high electric
field, typically a significant fraction of the maximum field. Therefore, if the light emission is related
to the breakdown of the electric field, then the dependence of the breakdown field on the SEA may
dictate the optimal anode diameter.

4.1 Potential for reactor neutrino CEvNS detection

Coherent Elastic Neutrino Nucleus Scattering (CEvNS) is a standard model process with a con-
siderable cross-section for large nuclei and low energies [26]. Nuclear reactors produce 6 v, per
fission [27], there is, on average, 200 MeV per fission, which corresponds to roughly 2 x 10%° ¥, /GJ.
This has drawn considerable interest in recent years to place detectors near reactors to do searches for
CEvNS, as well as new physics such as the neutrino magnetic moment and sterile neutrinos [6, 28].
However, CEvNS from reactor antineutrinos only produce sub-keV nuclear recoils in xenon, which is
not energetic enough to produce detectable S1s. Therefore, CE¥NS must be searched for by looking
at few-electron S2 signals. Currently, the low g, value and the high light emission rate hinders the
LXePSC’s sensitivity to few-electron S2-only events.

5 Conclusion

In this work, we studied the performance of a liquid xenon proportional scintillation counter with
a central thin (10 pm) diameter anode wire where electroluminescence is produced and detected
by a surrounding array of PMTs. An ionization gain (g2) of 1.6 PE/e™, corresponding to an
electroluminescence yield of ~ 17y /e is obtained with calibration events from '3’Cs. The observed
single electrons from photoemission of the cathode wires give an estimate for the SE gain of
1.8 PE/e~, which is consistent with the ionization gain from the '3’Cs calibration and indicates
minor charge loss on electronegative impurities. Spurious light emission, unrelated to the single
electrons, is observed and sets a limitation to the LXePSC performance. Low-energy electronic
recoils from tritium beta decays are detected with similar efficiencies compared to the dual-phase
LXeTPCs. Further increase of the electron gain is needed in order to improve the single electron

17—



resolution and detection efficiency for applications in detecting low energy neutrinos from a power
reactor through the CEvNS process. Such a single-phase LXePSC with potentially suppressed single
electron background may also find applications in light dark matter searches.
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