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ABSTRACT. Topologically ordered quantum spin systems have become an area of great interest, as
they may provide a fault-tolerant means of quantum computation. One of the simplest examples of
such a spin system is Kitaev’s toric code. Naaijkens made mathematically rigorous the treatment
of toric code on an infinite planar lattice (the thermodynamic limit), using an operator algebraic
approach via algebraic quantum field theory. We adapt his methods to study the case of toric code
with gapped boundary. In particular, we recover the condensation results described in Kitaev and
Kong and show that the boundary theory is a module tensor category over the bulk, as expected.

1. INTRODUCTION

Kitaev’s quantum double model is a quantum spin system exhibiting topological order, and it
is a useful model to study since it exhibits non-abelian anyons [13]. These non-abelian anyons
allow for fault-tolerant quantum computation, which is of value in quantum information [21]. The
simplest example of Kitaev’s quantum double model is toric code. While the toric code model
exhibits abelian anyons, and is therefore less useful for computational purposes, it is nonetheless
well studied due to its simplicity [13, 15, 1]. Like in other topologically ordered quantum spin
systems, the fusion and braiding of the excitations in toric code are modeled by a unitary modular
tensor category, specifically Z(Hilbg(Z/27Z)) [13]. We refer the reader to [14, Appendix E] for
more details on how topologically ordered spin systems are modeled by unitary modular tensor
categories.

Recently, Naaijkens used techniques from algebraic quantum field theory to study the case of toric
code on an infinite planar lattice [18, 19, 20]. In particular, he used these techniques to rigorously
analyze the thermodynamic limit. The more general case of Kitaev’s quantum double model for
abelian groups has been studied in analogous fashion [7]. Using these approaches, Naaijkens [18]
was able to recover the fusion and braiding statistics described in [13].

In algebraic quantum field theory [4, 5], one has a quasi-local C*-algebra 2 that is the C*-
inductive limit of a net 2; of von Neumann algebras corresponding to local regions i. Here we are
using an unspecified choice of local regions, with ¢ an arbitrary index, as in this paragraph we are
sketching an abstract description of AQFT. We will later adapt this to our specific setting. We will
assume that 2l is faithfully represented on some Hilbert space H by means of a vacuum represen-
tation mg. One then considers superselection sectors, which are representations of 2l satisfying that
for any region 1,

o, = mola,
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for all j disjoint from . An additional assumption that is often necessary is that of Haag duality,

which is that for all regions ¢,
/

W=\ J
JNi=0
(Here we identify the 2A; with their images under 7, a practice we will generally avoid in the
remainder in the text.) Under the assumption of Haag duality, the superselection sectors form a
braided C*-tensor category, as described in detail in [8].

Naaijkens’ treatment of toric code used the following blueprint. He first constructed the super-
selection sectors corresponding to the known excitations in toric code [18]. He showed that these
sectors and their intertwiners formed the unitary modular tensor category Z(Hilbey(Z/27Z)), as ex-
pected from previous work [13], even though he had not proven Haag duality at this point. He later
showed Haag duality [19] and proved that the known excitations exhausted all of the superselection
sectors [20].

A natural next step is to examine the case of toric code with boundary; see [15] for an in-depth
discussion of gapped boundaries in topologically ordered quantum spin models. We specifically
consider the case of a boundary where there is toric code on one side and vacuum on the other.
There are two types of gapped boundaries, namely the rough boundary and the smooth boundary;
see Figure 1 below. Due to the simplicity of the toric code model, these two types of boundary are in

FIGURE 1. Lattices illustrating toric code with smooth boundary (left) and rough
boundary (right).

fact equivalent in some sense. In particular, one can pass from one boundary to the other by taking
the dual lattice and changing bases. We therefore focus our attention on the smooth boundary for
convenience. According to [15], the boundary excitations for a gapped boundary system exhibiting
topological order are given by a module tensor category over the unitary modular tensor category
of bulk excitations. Here, a module tensor category over a braided tensor category C is a tensor
category M equipped with a braided tensor functor F': C — Z(M), where Z(M) is the Drinfeld
center of M [9]. The module tensor category structure described in [15] is given by bringing a bulk
excitation to the boundary and mapping it to a half-braiding (an object in the Drinfeld center).
For toric code specifically, the boundary excitations should be described by the fusion category
Hilbsq(Z/27), as certain bulk excitations condense at the boundary. This category of boundary
excitations is then a module tensor category over the braided category of bulk excitations in the
way just described.

We adapt the work in [18, 19, 20] to the case of toric code with smooth boundary, recovering the
previously known description of how the excitations behave [15].

Theorem A. The fusion category of boundary excitations—more precisely, the fusion category of
superselection sectors localized in a fized cone along the boundary—is a module tensor category over
the category of sectors for the bulk toric code.
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We prove this theorem in many parts. We begin by briefly reviewing some categorical notions
in §2. In §3, we present the model for toric code with smooth boundary. We construct a canonical
ground state in §4, and in §5 we construct the superselection sectors for the known excitations. We
show that these superselection sectors are localized and transportable along the boundary, and we
also show that the condensation results described in [15] hold. In §6, we present descriptions of the
intertwiners between these superselection sectors analogous to the one found in [18], and we define
the tensor product of superselection sectors and intertwiners between them. In §7, we prove that
the cone regions we consider give rise to infinite factors, allowing us to construct a fusion category
in §8 whose objects correspond to the known excitations. In §9, we construct a braided tensor
functor from the bulk toric code to the Drinfeld center of the fusion category constructed in §8,
which equips this category with the structure of a module tensor category. Finally, in §10 and §11,
we prove Haag duality and a property called the distal split property for the state wp, allowing us
to show in §12 that we have accounted for all of the excitations in our model.

2. A BRIEF OVERVIEW OF CATEGORICAL DEFINITIONS

In this section, we present a brief overview of category theory definitions that will be used. For
more detail see [9, §2]. We use the term tensor category to refer to a linear monoidal category,
as done in [9]. We say that a tensor category is rigid if every object has a dual and a predual,
and we said that a tensor category C is braided if it is equipped with a collection of isomorphisms
Bap: a®@b—b® a for each a,b € C that is natural in both inputs and satisfies the following braid
equations:

ﬁa@b,c = (Ba,c & idb)(ida ®ab,c)7
ﬁa,b@c = (ldb ®Ba,c)(/8a,b ® ldc)

Note that in the above equations we have suppressed the associator isomorphisms that are part
of the data of being a monoidal category; however, all of the tensor categories we consider are
strict, meaning that the associator isomorphisms are all identity morphisms. A fusion category is
a semisimple rigid tensor category with finitely many isomorphism classes of simple objects and
with simple tensor unit. Most of the categories we consider are unitary fusion categories. These
are fusion categories equipped with a dagger structure, that is, for each morphism f: a — b, there
exists a morphism f1: b — a, and the map f — f' is an anti-linear involution. We further require
that with this choice of dagger structure, the endomorphism algebra for each object in the category
is a finite-dimensional C*-algebra. In our examples, the dagger structure will generally correspond
to the adjoint in the C*-algebraic setting.

We remark that the braided unitary fusion categories we consider satisfy a nondegeneracy condi-
tion making them unitary modular tensor categories. However, we will not make further mention of
this fact in what follows. For more information about modular tensor categories see [6, §8.13-8.14].

Example 2.1. One example of a fusion category we will use in the text is that of Hilbey(Z/27Z).
This is the category of finite-dimensional Hilbert spaces graded by elements of the group Z/2Z.
The tensor product is given by the group structure in Z/2Z. That is to say, if Z/27Z = {1, g}, then
(Vi@ Vy) ® (Wi @ W) has 1-graded component (Vi @ W) @ (Vy ® W,) and g-graded component
(Vi@ Wy) @ (Vg @ Wh). The associator for this category is the standard “move parentheses map”;
that is to say, Hilbg(Z/2Z) has trivial associator.

Given a tensor C, one can build a braided tensor category Z(C) called the Drinfeld center. We
remark that if C is a fusion category, then Z(C) is a modular tensor category. The objects in Z(C)
are half-braidings, which are pairs (z,0_ ), where z € C and 0_ ,: — ®z — 2z ® — is a natural
isomorphism satisfying that for all a,b € C,

Oa®b,z — (Ua,z & idb)(ida ®Ub,z)-
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As before, we suppress associator isomorphisms (which will be identities in our examples). A
morphism f: (z,0_ ;) = (w,0_,) in Z(C) is a morphism f: z — w in C satisfying that for all
a€C,

(f ® ida)Ua,z = Ua,w(ida ®f)
For (z,0_.), (w,0_4) € Z(C), we have that (z,0_.) ® (w,0_ ) = (2 @ w,0_ ,w), Where 0_ gy
is given by the following formula:

Ua7z®w = (ldz ®Ua,w)(aa,z X 1dw)

We then have that Z(C) is a braided tensor category, with braiding given by Bizo2)(w,o w) = Tz
The goal of this paper will be to show that a specific fusion category M is a module tensor
category over a braided fusion category C in the manner described in [15].

Definition 2.2. Let M be a tensor category, and let C be a braided tensor category. We say that
M is a module tensor category over C if it equipped with a braided tensor functor F': C — Z(M).

Here a functor F': C — D between tensor categories is a tensor functor if it is equipped with
natural isomorphisms F?2,: F(a ® b) — F(a) ® F(b) and F': F(1¢) — 1p that satisfy certain
coherence relations. In the example we will construct, these isomorphisms are idenities. We say
that a tensor functor F': C — D between braided tensor categories is braided if FibF(ﬂg’b) =

ﬁ?(a),F(b)Ff,b for all a,b € C. Note that if Fg}b is the identity for all a,b € C (as it will be in the

example we construct), the braided condition becomes simply F(Bib) = ﬂg(a% Fb)

Finally, occasionally in the course of the text, we refer to the notion of a C*-tensor category. We
will typically use this term when we are referring to a tensor category with a dagger structure that
is not a unitary fusion category. In the literature, C*-tensor category is often a stronger notion than
simply a tensor category with a dagger structure; see [22] for one paper using a stronger definition.
However, further discussion about this topic would take us too far afield.

3. TORIC CODE WITH SMOOTH BOUNDARY

We consider an infinite lattice with a smooth boundary, as shown in Figure 2. We associate with
each bond in the lattice a copy of C2. We let B denote the collection of all bonds in the lattice. As
in [18], for any finite subset A C B, we let 2(A) be the finite-dimensional C*-algebra corresponding
to the tensor product of Mo(C) = Z(C?) over the bonds in A. Note that if A; C Ag, then we have
a canonical inclusion (A1) C A(Az2). We define the algebra of local operators jo. to be

Ajoe = U A(A),

ACB finite
and we define the quasi-local algebra 2 to be the completion of Ao in norm. If A C B is any
subset, we define the algebra 2A(A) of operators localized in A to be the norm-completion of the
algebra

Q[(A)loc = U QL(A0>

Ao CA finite
For an operator A € 2., we define the support of A to be the collection of bonds supp(A) C B on
which A does not act as the identity.

We now describe the local Hamiltonians for the toric code model with smooth boundary. Note

that we have the following Pauli X, Y, and Z matrices in M»(C):

x. (01 y (0 —i z._ (1 0
O ()

For a vertex s in the lattice, we let star(s) be the subset of B consisting of all bonds adjacent to
s (illustrated in Figure 2). Note that if s is on the boundary, star(s) only consists of three bonds,
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while otherwise star(s) consists of four bonds. Similarly, for face (or plaquette) p in the lattice, we
let plaq(p) be the subset of B consisting of all bonds adjacent to p (illustrated in Figure 2). For

F1GURE 2. The lattice for toric code with smooth boundary. A star at a vertex in
the boundary, a plaquette, and a star at a vertex not in the boundary are illustrated
going from top right to bottom left.

a vertex s, we let Ag be the tensor product of Pauli X matrices over each of the bonds in star(s).
Similarly, for a plaquette p, we let B, be the tensor product of Pauli Z matrices over each of the
bonds in plaq(p). Note that the matrices A; and B, commute for all vertices s and plaquettes p.
For a finite subset A C B, the local Hamiltonian has the form

Hy=- )  A— > B, (3.1)

star(s)CA plag(p)CA

We now want to frame the local Hamiltonians in (3.1) using the concept of interactions. An
interaction [3, p. 241] is a map ® from the set of finite subsets of B to 2 satisfying that for any
finite subset A C B,

e O(A) e 2A(A),
e O(A)* =P(A).
Observe that if we define the interaction ® to be
—As if A = star(s),
®(A) = —B, if A =plaq(p), (3.2)
0 otherwise,

then for any finite subset A C B,
Hy= Y ®(Ag).
AogCA

We thus say that the local Hamiltonians Hj are given by the interaction ®. Note that the in-
teractions in (3.2) are invariant under the action of Z on the lattice by vertical translations (i.e.,
translations parallel to the boundary). More precisely, if we let 7,,: 2l — 2 denote translation by n
in the direction parallel to the boundary, then we have that for all finite A C B,

Tn(P(A)) = ®(n+ A),

where n + A denotes the translation of A by n in the direction parallel to the boundary.
5



4. GROUND STATE

We proceed as in [18], which is based on the treatment in [1]. Note that for every finite subset
A C B, we have an action of* of R on 2(A) given by

ol (A) = N AN for all A € A(A).

We wish to take a limit over the net of finite subsets of B to obtain an action a; of R on 2, and we
also want a closed operator § defined on a dense subspace of 2 generating the dymanics, meaning

that oy = €. To do so, we will invoke [3, Thm. 6.2.4]. Observe that if A C B is a finite subset with
|A| > 4, then ®(A) = 0, where ® is the interaction described in (3.2). Furthermore, [[®(A)|| =1
if ®(A) # 0, and if j € B, then there are at most four finite subsets A C B such that j € A and
®(A) # 0. Hence, we have that

doetsup > @A) | < oo
jEeEB

n>0 A3j
[A|l=n+1
Thus, the hypothesis of [3, Thm. 6.2.4] holds. We define a derivation ¢ with domain D(d) = 2o,
given on A € A(A) (where A C B is finite) by

5(A):=1i Y [®(Ao), Al

AoNA#D

By [3, Thm. 6.2.4], 6 is norm-closable, and the closure & generates a strongly continuous one-

parameter family of s-automorphisms ay of 2, i.e., ay = ef?

Ae,

. Furthermore, we have that for all
li A)—aMA)| =0
AQBHgnite l|ae(A) — o (A)|| )

uniformly for ¢ in compact subsets of R.
Now, suppose A € Ao, and let A C B be a finite subset such that supp(A) C A and such that
any star or plaquette intersecting supp(A) is contained in A. Then we have that

5(A)=i Y [@(Ag),A] =i[Hy, Al.
AoNAA£D
A ground state for this system [3, Thm. 6.2.52] is a state wp on 2 satisfying that for all X € 2,
—iwo(X* (X)) > 0.

We now construct such a state on 2. To do so, we will make use of the following lemma, which is
a simple application of Cauchy-Schwarz.

Lemma 4.1 ([1, §2.1.1]). Suppose A is a unital C*-algebra, and let w be a state on A. Suppose
X < 1T in A such that w(X) = 1. (Here, I is the unit of A.) Then for allY € A, we have that

wXY)=wlYX)=w(Y).

The existence of a ground state for the dynamics described above, which is also energy-minimizing,
is given by the following result.

Theorem 4.2. There exists a ground state wg: A — C for the dynamics given by the interactions
in (3.2), which satisfies that wo(As) = wo(Bp) = 1 for all stars s and plaquettes p. Furthermore,
wo 1s the unique state on A satisfying this property, and wq is pure.
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Proof. We proceed as in [1, §2.2.1], using arguments from [18, §2] for details omitted in that paper.
Let 2Ax 7 be the abelian, unital x-algebra generated by the star operators As; and the plaquette
operators B,. We define a state w on Axz by w(As) = w(Bp) = 1 for all star operators A, and
plaquette operators By,. Such a state exists since it exists in the boundary-less setting [18]. Indeed,
if we consider the collection of star and plaquette operators in the boundary-less setting for which
the centering vertex or face is on or left of a vertical line, then these operators satisfy the same
relations as the star and plaquette operators for the toric code with smooth boundary. Hence,
restricting the translation-invariant ground state for toric code without boundary (which takes the
value 1 on all star and plaquette operators) to the algebra generated by the star and plaquette
operators on or left of some vertical line gives a state on 2x 7 for the case with boundary that has
the desired properties. By Lemma 4.1, the equations w(A,) = w(Bp) = 1 determine w on Ay z.

We let wp be a Hahn-Banach extension of w to 2. Then wq is a ground state by the argument
used in [18]. In particular, by Lemma 4.1, we have that for all X, Y € .,

—iwo(X0(Y)) = wo(X"[Ha, Y])

= D (@oXY) —wo(XTAY) + Y (wo(XTY) — wo(X*BY)),
star(s)CA plaq(p)CA

where A C B is any finite subset satisfying that supp(Y) C A and every star and plaquette
intersecting supp(Y’) is contained in A. Taking X =Y and using that A; < I and B, < I shows
that —iwe(X*§(X)) > 0 for all X € Aj.. Hence wy is a ground state.

We now show that there is only one Hahn-Banach extension wg of w to 2. We present an
argument inspired by the one in [1, §2.2.1]. Tt suffices to show that wy is determined on all tensor
products of 0%, 0%, and ¢Z0X, as these matrices along with the identity form a basis for M(C).
Let X be such an operator. First, observe that if X anti-commutes with a star or plaquette operator
Y, then by Lemma 4.1, we have that

wo(X) = wo(YXY) = —wo(X)

and hence wp(X) = 0. We may therefore assume that X does not anti-commute with any star or
plaquette operator. In addition, if A, is a star operator and B, is a plaquette operator, then X A,
and B, X are also tensor products of o4, 0%, and 00X, as A, is a tensor product of ¢ and B,
is a tensor product of ¢Z. Suppose j € supp(X) is a bond in the north-most row of supp(X). If
j is a vertical bond, then X must act as ¢X on j, as otherwise X anti-commutes with the star
operator Ay, at the vertex sp on the north end of j. In this case, letting s; denote the vertex at the
south end of 7, we may assume that X acts as the identity on j by replacing X with X Ay, , since
wo(X As,) = wo(X) by Lemma 4.1. Note that the only bonds other than j affected by replacing
X with X A, reside in the two rows directly south of j. Analogously, if j is a horizontal bond, we
may assume X acts as the identity on j by replacing X with B, X, where here B, is the plaquette
operator with north-most bond j. As before, the only other bonds affected by replacing X with
B, X reside in the two rows directly south of j.

Proceeding in this manner, we may assume that supp(X) is contained in two consecutive rows
in the lattice (one with horizontal bonds and one with vertical bonds). We claim that at this
point, X must be the identity, and hence wo(X) = 1. Suppose X # I, so that supp(X) # 0.
Let jo € supp(X) be the bond in the north-most row of supp(X) that is furthest to the west.
Suppose that jp is a vertical bond. (The situation where jy is horizontal is handled analogously.)
We consider the bond j; directly to the southwest of jy (see Figure 3). Since jg is in the north-most
row of supp(X ), we have by the argument from before that X acts as X on jy. Moreover, since X
acts as the identity on all bonds south of j;, we must have that X acts as o2 or the identity on j,
as otherwise X anti-commutes with the plaquette operator whose north-most bond is j;. But then
X must anticommute with the plaquette operator B), containing jo and ji, since by hypothesis X
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FIGURE 3. The north-east most bond jy (bold, orange) of an operator X that is the
tensor product of 0%, o, and 0Z0X and only acts nontrivially on two consecutive
rows (here the rows containing jo and ji). The bond j; (bold, cyan) is the bond
directly southwest of jp.

acts as the identity on the other bonds of this plaquette. Hence supp(X) must be empty, so X is
the identity.

Lastly, we have that wqg is pure. Indeed, suppose ¢: A — C is a functional satisfying that
0 < ¢ < wp. Then for all star operators A, and plaquette operators B, we have that

0<o(I—As) <w(I-A5) =0, 0<¢(I— By <w(I—B,) =0,
so ¢(As) = ¢(I) = ¢(Bp). Thus by the uniqueness condition for wy, ¢ = ¢(I)-wo, so wy is pure. [

Remark 4.3. We have that wqg is invariant under the action of Z by translations parallel to the
boundary, since such translations map star operators to star operators and plaquette operators to
plaquette operators.

For the remainder of this paper, we let (7, H, 2) be the GNS representation for wy. Note that
this means that H is the GNS Hilbert space corresponding to my and €2 is the canonical cyclic
vector.

5. EXCITATIONS

In toric code, pairs of excitations are given by string operators corresponding to finite paths, as
described in the following definition.

Definition 5.1 ([13, 18]). A finite path of type Z is a path 7 in the lattice, with endpoints
vertices of the lattice (see Figure 4). The string operator corresponding to this path is the operator
Fg = ey ajZ . Similarly, a finite path of type X is a path v in the dual lattice, with endpoints
faces of the lattice or the boundary (see Figure 4). The string operator corresponding to this path
is the operator Fff =Q ey aj-x . (Note that we say that j € 7 if j is a bond intersected transversally
by 7.) Finally, a finite path of type Y is a ribbon -, consisting of a finite path 4! of type X and an
adjacent path 72 of type Z (see Figure 4). The string operator corresponding to this path is the

operator FX = Fiﬂ Ffz.

The endpoints of paths of type Z, X, and Y are sites of type Z, X, and Y respectively. Note that
a site of type Z is a vertex, a site of type X is a plaquette, and a site of type Y is a vertex-plaquette
pairing (illustrated in Figure 4). These sites give the location of excitations corresponding to the
endpoints of a string operator. Note that a site of type Z can be located on the boundary, but a
site of type X or type Y must be located in the bulk of the lattice.

We wish to create single excitations by extending one endpoint of a path to infinity. We will
describe these excitations using the algebraic quantum field theory concept of superselection sectors.
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FIGURE 4. Finite paths of types Z, X, and Y, shown from top right to bottom
left. The path of type Z is the bold, orange path in the top right of the figure,
the path of type X is the dashed, blue path in the middle of the figure, and the
path of type Y is the path consisting of both a dashed, blue component and a bold,
orange component in the bottom left of the figure. The path of type X illustrated
is one with one “endpoint” at the boundary. The dotted lines in the path of type Y
illustrate the components of the ribbon, with the terminal dotted lines corresponding
to the sites at the endpoints.

We first define the notion of a cone along the boundary, which will be necessary in order to define
a superselection sector.

Definition 5.2 ([18, Def. 3.3]). A cone along the boundary is a subset A C B formed by taking all
bonds of the lattice that intersect the region enclosed by two rays making an angle smaller than
/2, with one of the rays running along the boundary (see Figure 5).

Definition 5.3 ([22, 20]). A superselection sector is a representation 7 of 2 satisfying that for any
cone A along the boundary,

Tlaae) = mola(ae),
where the equivalence above is unitary equivalence. The above equation is called the superselection
criterion.

In our work, we will need a reformulation of Definition 5.3 that is easier to work with in practice.
This will be analogous to the notion of localized and transportable endomorphism in [18], but we will
rephrase the definitions of localization and transportability so that they refer not to endomorphisms
but to x-homomorphisms 7: A — Z(H), where H is as usual the GNS Hilbert space corresponding
to my. Not every superselection sector corresponds to an endomorphism of 2, a fact noted in
[18], so working with superselection sectors as x-homomorphisms into Z(H) allows for a more
comprehensive treatment. Furthermore, doing so allows us to avoid identifying 2 with mo(2L),
which is done in [18].

Definition 5.4 ([18, Def. 3.2]). Let A C B, and let 7: A — Z(#) be a *-homomorphism. We say
that 7 is localized in A if w(A) = mo(A) for all A € A(A°).
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FIGURE 5. A cone A along the boundary. The bolded orange bonds are those that
intersect the shaded region and are the elements of the set A C B depicted.

We will specifically consider the case of x-homomorphisms that are localized in a cone along
the boundary. However, it will sometimes be useful for us to consider regions that are not cones,
which is why Definition 5.4 is stated in more generality. Transportability, on the other hand, is
only defined for cones along the boundary.

Definition 5.5 ([18, Def. 4.1]). Let 7: % — Z(H) be a x-homomorphism localized in a cone A
along the boundary. We say that 7 is transportable if for all cones A along the boundary, there
exists a *-homomorphism 7’': 2 — Z(H) localized in A that is unitarily equivalent to 7.

Remark 5.6. Using arguments in [20, §2], if 7 is a superselection sector, then 7 is unitarily
equivalent to a x-homomorphism 7’: 2 — %(H) that is localized in a cone A along the boundary
and is transportable. We can therefore view superselection sectors as *-homomorphisms that are
localized and transportable.

Let A be a cone along the boundary. We wish to describe superselection sectors 7 localized in A.
We begin by taking an infinite path v of type X, Y, or Z starting at the boundary and contained
in A. A path of type Z starting at the boundary is simply a path of type Z starting at a vertex
site s at the boundary. Paths of type X and Y starting at the boundary are shown in Figure 6.
By the argument in [18, Prop. 3.1], we have an automorphism p’fyz A — A given on A € A by

p5(A) = lim T5 ATY .

Here k denotes the type of v, and =, is the path consisting of the first n bonds of . Note that
Ty © p,’j is localized in any region Ay € B such that v C Ag. In particular, we have that mg o pfj is
localized in A. In addition, we have that p§ o p’é = 1, where 1 is the identity automorphism.

Note that the above discussion did not use that the path « started at the boundary. Thus, for
a site s in the bulk, we can define automorphisms of all types (X, Y, and Z) as described in [18,
Prop. 3.1]. For k € {X,Y, Z} and an appropriate site s (in the bulk or on the boundary), we define
wf = wp o pﬁ, where v is an infinite path (of the appropriate type) starting at s. By the argument
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FIGURE 6. An infinite path v of type X (dashed, blue) starting at the boundary,
as well as an infinite path of type Y (dashed, blue combined with bold, orange)
starting at the boundary.

used in [18, Lem. 3.1], w¥ does not depend on the path . Note that if s is on the boundary, then
s must be of type Z.

For k € {X,Y,Z} and an appropriate site s, we let 7% be the GNS representation of w®. We
then have the following proposition, which mirrors [18, Thm. 3.1].

Proposition 5.7. Let A be a cone along the boundary. We then have the following:
e For any k € {X,Y,Z} and appropriate site s in A, 7% is localized in A, that is, Tola(ae) =
s PIGE
e (Type Z particle can be moved to boundary) For any two vertex sites s,r in A (bulk or

Z o~ 7
boundary), ¢ = 7.

Proof. Let k € {X,Y,Z} and s be an appropriate site in A. The fact that mo[yre) = 7T§|91(Ac)
follows by an argument given in the proof of [18, Thm. 3.1], but we repeat it here. Let v be a path
of the appropriate type starting at s and entirely contained in A. Then (m o p’fy, H,Q) is also a
GNS representation for w¥, and mg o p’fY(A) = mp(A) for all A € A(A°). By uniqueness of the GNS
representation, mgy o p§ ~ 7ré€ , so the result follows.

Similarly, the fact that 72 = 72 for any two vertex sites s,7 in A (bulk or boundary) also follows
from an argument given in the proof of [18, Thm. 3.1], but we repeat it here. Let v be an infinite
path contained in A of type Z starting at s. Let 7/ be a path from s to r of type Z entirely contained
in A. Then w? = wg o Ad I‘f, o ﬂ%- Hence (mp o Ad Fg, o pg, H,Q) is a GNS representation for w?.

But since I‘}/ is a unitary, we have that

Z
s -

2 as desired. O

ro

wooAdF,%opf%ﬂoopggﬂ
Hence by uniqueness of the GNS representation, 727 =

Furthermore, we obtain condensation of the type X excitations at the boundary, while the type
Z excitations do not condense at the boundary. This is described in the following theorem

Theorem 5.8. Let A be a cone along the boundary. We then have the following:

o (Type X particle condenses at the boundary) For any (bulk) plaquette site s in A, %

o (TypeY particle becomes type Z at boundary) For any (bulk) combined site s in A, 7Y
where r is a vertex site on the boundary.

o (Type Z particle does not condense at the boundary) T2 % my for a vertex site s in A.
11
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Proof. We first show show that 7 = my for any (bulk) plaquette site s. Let s be a plaquette
site. We let « be an infinite path contained in A of type X starting at s, with -, the finite path
consisting of the first n segments of . Let 7/ be a path from s to the boundary of type X entirely
contained in A (see Figure 7). Then for any local operator A € Axz, eventually A commutes with

FIGURE 7. An infinite path v (dashed, orange), along with a path 7/ (dashed,
cyan) from the starting site of v to the boundary.

I‘ff,Ffﬁl , since this is true for any star or plaquette operator. We thus have that Ad F,)Y(, o pff (A)=A

for all A € Axz, and hence wy o Ad I‘i{, o p,)y( = wyp since wy is determined by its values on Ax 7. We
then have that (mg o Ad Fi(, o pi(, H, Q) is a GNS representation for wg, so we have that

XNT[_X

ﬂ—Ogﬂ_OOAdFi{’Opffgﬂ_Oopy s

as desired.

Now, consider a (bulk) combined site s in A. Let v be an infinite ribbon path contained in A
starting at s, and let 4! and 72 be the paths of type X and Z respectively that comprise 7. Let 5/
be a path from the plaquette site in s to the boundary, and let r denote the vertex site contained in
s. Let v} and 42 denote the finite paths consisting of the first n segments of 4! and 42 respectively.
Then for any local operator A € 2Axz, eventually A commutes with FfI’VXT11 , so for large enough n,

AdT3 0 AdTZ; 0 AdTZ%(A) = AdTZ, 0 AdTS, 0 AdT7; (A) = AdTZ, (A).

r o

Hence for all local A € Axz, Ad I‘§ o p{(A) = pfz (A). It follows that wy o Ad Fi(, o pg = w?
Indeed, w? = wp o pfg takes the value 1 on all star and plaquette operators except for the star

operator A, at the site r, as w?(A,) = —1. By the argument used in the proof of Theorem 4.2,
therefore, w,,Z is determined by its values on Axz, so wp o Ad P§ o p}; = wTZ . We then have that

(mp o Ad I‘ff, o p};, H,Q) is a GNS representation for w?, so we have that

Z

Y ~ Y
: )

X Y
EmyoAdI' op, Emoop, =g

T
The desired result follows by Proposition 5.7.

Finally, we show that 72 2 7 for a vertex site s. Let s be a vertex site. We use an argument in
the proof of [18, Thm. 3.1], modified to fit our setting. For clarity, we repeat the argument in full.
Since wy is a pure state, the GNS representation 7 is irreducible. Since 77 can be obtained by
precomposing Ty with an automorphism of 2, 7Z is also irreducible. Hence wy and w? are factor
states. By [10, Prop. 10.3.7], my = 7TSZ if and only if my and 7T8Z are quasi-equivalent. Thus, since
wo and w? are factor states, by [2, Cor. 2.6.11], in order to show that 72 % m, it suffices to show

12



that there exists ¢ > 0 such that for all finite sets A of the lattice, there exists a local operator
B € A(A°) such that |w(B) — wZ(B)| > ¢|B||.

Let e =1, and let A be a finite subset of the lattice. Without loss of generality, we may assume
that A contains the star at s. Let ~ be a non-self-intersecting curve on the dual lattice starting and
ending at the boundary such that A is contained in the interior of 7 (see Figure 8), and let B := Fi( .

Then B € Ql(/A\C) is a local operator, and B is the product of all star operators in the region bounded

FIGURE 8. A finite subset A C B (bolded orange bonds) containing the star at s,

and a curve v (dashed cyan curve) starting and ending at the boundary with A
contained in the interior.

by v, including the star operator at s. We thus have that wo(B) = 1 and wZ(B) = —1, so
jwo(B) —wi(B)| =2>|Bl|. O
Proposition 5.7 and Theorem 5.8, along with their proofs, give the following corollary.

Corollary 5.9. Let k € {X,Y, Z} and s be an appropriate site. Then 7% is a superselection sector.
More specifically, if v is an infinite path of type k localized in the cone A along the boundary, then
Ty pﬁ is transportable in addition to being localized in A.

k

For simplicity of notation, we will define 7J

remainder of this paper.

== Ty © pf;, and we will use this notation for the

6. INTERTWINERS AND TENSOR PRODUCTS

We wish to build a unitary fusion category in which the simple objects are given by the boundary
excitations described in Theorem 5.8. To do so, we need that for two boundary excitations localized
in a cone A along the boundary, the intertwining isomorphisms are contained in mo(24(A))”. As
noted in [18], traditionally such a result is proven using Haag duality, which is the statement that
for each cone A, the following equality holds:

mo(A(A))" = 7o (A(A°))".
13



We will show later that Haag duality holds in this situation (see §10). However, there is also a
direct argument showing that for toric code without boundary, the intertwining isomorphisms for
excitations 72 and 77 localized in a cone A are contained in mo(2%(A))” [18], and this argument
holds without modification in the situation with boundary. This direct construction will be useful
for constructing a tensor functor from the bulk to the boundary (see §9), as well as for bounding

the number of excitations (see §12).

Proposition 6.1 ([18, Lem. 4.1]). Let v' and 7? be two infinite paths of type Z starting at the

boundary. Then there is a unique unitary V such that AdV o 7T51 = 7T52 and VQ = F%,Q, where )

is the GNS wector for wo and ~' is any path of type Z from the starting site of ¥' to the starting
site of 2.

Furthermore, if v, is a sequence of paths of type Z from the nth vertex Of’y to the nth vertex
of v% satisfying that the distances from 7y to the starting sites of v* and ~+? go to infinity, then

V = lim"oT Ff Ff Iz, 2 where 7! is the path consisting of the first n bonds of ~'.

Remark 6.2. We observe that in the above proposition, we identify the string operators Fg with
their image under the GNS representation my. This identification is common in the field of operator
algebras. In fact, since 2 is a UHF (uniformly hyperfinite) algebra, it is simple, so 2 = mo(2). (For
more information on UHF algebras, see [10], specifically page 759 and section 12 of that text.) We
will generally try to distinguish 2 and (1) for clarity, but we will often identify string operators
and star and plaquette terms with their image under mg. We hope that it will be clear from context
when we have done so.

We also have a similar direct construction for unitaries intertwining condensed type X excitations
and the identity. We will not need to use this construction once we have shown Haag duality;
however, the proof is illustrative of the techniques used in proving [18, Lem. 4.1].

Proposition 6.3. Let v be an infinite path of type X starting at the boundary. Then there is a
unique unitary V. such that AdV o 7rff = 7o and VQ = Q (where Q0 is the GNS vector for wp).
Furthermore, if v, is a sequence of paths of type X from the nth face of v to the boundary satisfying
that the distance from 7, to the starting bond of v goes to infinity, then V = lim"V o7 FifLFWX , where
Yn @S the path consisting of the first n bonds of .

Proof. First, note that as shown in the proof of [18, Lem. 4.1], we have that A;Q = Q for all stars
s, since

A2 — Q> = wo((As — I)*(As — I)) = wo(2I — 24,) = 0. (6.4)
The existence and uniqueness of V' follows by the same argument used in [18, Lem. 4.1]. In

particular, V' is unique by Schur’s Lemma, and V' exists by uniqueness of the GNS representation.
To show that V = lim"T FX I‘X , we follow the proof of [18, Lem. 4.1], with modifications to

fit our setting. For clarity, we repeat the argument in full. Note that FVXH Pi/i is the product of the

star operators in the region bounded by ~,, U7, and the boundary. Hence I‘iil%i Q=Q by (6.4).
Now, if A € 2y, then there exists N € N such that for all n > N,

supp(A) N (7 \ 1n) = supp(4) N7, = 0.
We then have that for all n > N,
X pX X X X X 1X ATX pX pX _ pX A1X
I (A)F I's =175 s Iy ALY T s =15 Al'S = A.
Hence, after applying 7y to both sides of the above equation, we have that for all A, B € Ajq,
lim (MY T 7 (A)Q|7 (B)Q) = lim (g o(A)L T2 Q| (B)Q) = (mo(A)Q|m (B)NQ).

n—00
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On the other hand, we have that for all A, B € i,

(VX (A)Qr3 (B)R) = (mo(A)V QI (B)2) = (mo(A)Qmy (B)R).
Thus, since the sequence (Fi(n I’%i ) is uniformly bounded and 7@( (A10c)$? is dense in H (as pf is an
automorphism of 2 and 7@( =Ty o p,)y( ), we obtain that V' = lim" T ?fn F%i , as desired. [l

We will also need an explicit description of the intertwiners between two distinct condensed type
X excitations in order to construct a tensor functor from the bulk to the boundary in §9. We can
obtain such an explicit description using [18, Lem. 4.1].

Proposition 6.5. Let v' and v? be two infinite paths of type X starting at the boundary. Then

there is a unique unitary V such that AdV o W,ifl = 7@2 and VQ = Q (where Q is the GNS vector

for wo) Furthermore, if v, is a sequence of paths of type X from the nth face of ! to the nth face
of v* satisfying that the distances from 7y, to the starting bonds of v' and +? go to infinity, then
V = lim"oT FX FX FX, where 7 is the path consisting of the first n bonds of .

Proof. As before, existence and uniqueness of V follow by the argument used in [18, Lem. 4.1]. We
let 31 (respectively 72) be the infinite path consisting of all but the first bond of ! (respectively

2). Then by [18, Lem. 4.1], we have that Vo= lim"oT rxrx FX intertwines 7% and 7.
v A5 At A 5

(Here 7% is the path consisting of the first n bonds of 5%.) We now let I‘X (respectively I'y') be the
Pauli X operator on the first bond of ! (respectively 42), and we let V := T'¥ VT = rx ?F{( . We
then have that V = lim" T F%F%F%. Also, pffi = Ad Ff( o p%‘; for i € {1,2}, so after applying
Ty, we have that

V(=) = errlm( ) = rgff/@( T =Tond(— Wy =% (- TXVEY = 5 (—)V.

Furthermore, for all n € N, Fffl F%i Ffo is the product of the star operators in the region enclosed
by v U5, U~2 and the boundary. Hence Fffl F%ny‘;ﬁ = for all n € N, so we have that for all

EEH,
(VQ,€) = lim (TATE %0, €) = (Q,€)

n—oo

and thus VQ = Q. O

Finally, we have canonical intertwiners between two type Y excitations, analogous to the inter-
twiners described in Proposition 6.1.

Proposition 6.6. Let ' and 72 be two infinite paths of type Y starting at the boundary, with ’y,i
denoting the path of type k comprising v* for i = 1,2 and k € {X,Z}. Then there is a unique
unitary V such that AdV o p{l = p}Y/Q and VQ = Ff,Q, where v' is any path of type Z from the

starting site of v} to the starting site of v%.

Proof. The proof is analogous to that of Proposition 6.5. As before, uniqueness follows by Schur’s
Lemma. Existence follows by an argument similar to the one used in [18, Lem. 4.1]. Let o/
be a path of type Z from the starting site of 7Z to the starting site of v%. Note that by the
argument in the proof of Theorem 5.8, wqy o p . = wp o AdT% 2o p 2, and thus (mp o pgl,”H,Q)
and (mp o AdT?, Jop, Y., H,Q) are both GNS representations correspondlng to this state. Hence by

uniqueness of the GNS representation, there exists a unitary 1% intertwining 7Y, g and AdTZ 2o WEY/Q

such that VQ = Q. Now, let V = Ff,V. Then

Vel () = T2 ()~ AT LT = 2

and VQ = FA%,VQ = Fg,Q, as desired. O
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We want to build a C*-tensor category with objects superselection sectors m: 24 — ZB(H) cor-
responding to paths starting at the boundary and morphisms being intertwiners. To motivate the
following discussion, we will momentarily identify 2 = m(21). If we do this, then the superselection
sectors corresponding to paths are endomorphisms of 21, so it would make sense to define the tensor
product of objects to be composition. In this case, the tensor product of morphisms S: p; — po
and T': pj — ph should be S®T := Sp1(T"). However, the intertwiners need not live in 2. Further-
more, for a more general superselection sector 7: 2A — Z(H), 7(2) need not be my(A). We remedy
the situation similarly to [18]. We let 2A“? be the C*-algebra generated by the algebras mo(24(A))”,
where A is an upward-oriented cone along the boundary. We similarly have a C*-algebra 4own
corresponding to the downward-oriented cones along the boundary. Note that 2 = 7y(2A) C A"P
and A = 7p(A) C A" Furthermore, for all cones A along the boundary, mo(A(A))” C AP or
mo(A(A))” C A%wn  As in [18, Prop. 4.2], we have that a superselection sector m: A — Z(H)
corresponding to an infinite path has a unique extension to an endomorphism 7% : A"P — AP as
well as a unique extension to an endomorphism 7dewn: dewn _ Qdown —(Note that in order to
view 2l as a subalgebra of 2P or 29" one must first identify 21 with m(21).)

Proposition 6.7. Let w: A — B(H) be any superselection sector. Then m has a unique extension
TP to AP that is WOT-continuous on mo(A(A))” for all upward-oriented cones A along the bound-
ary. Similarly © has a unique estension TV to AW that is WOT-continuous on mo(A(A))"
for all downard-oriented cones A along the boundary. Furthermore, if m corresponds to an infinite
path, then TP (AP) C AP and mwdown(Ydown) C Qdown e, 7P and ©°%" are endomorphisms of
AP gnd AW respectively.

Proof. Our proof follows the proof of [18, Prop. 4.2], with modifications when necessary. For clarity,
we include the entire argument. We consider the case of extending 7 to 2"P; the proof for A%wn
is analogous. Let A be an upward-oriented cone along the boundary. Since m is transportable,
there exists a unitary V' € #(H) such that 7 = AdV o7, where 7 is localized in a downward-
oriented cone along the boundary disjoint from A. Note that for all A € A(A), 7(A) = m(A), so
m(A) = Vmo(A)V* for all A € A(A). Since multiplication is separately WOT-continuous, there is a
unique WOT-continuous extension 7 of 7 to mo(2((A))” given by 7(B) := VBV* for B € mo(A(A))”.
(Note that for A € 2A(A), 7(A) = 7(mp(A)).) Now, 7 is also norm-continuous, so this uniquely
determines 7%P.

Now, suppose 7 corresponds to an infinite path. To see that 7#"P(A"P) C AP, it suffices to show
that 7P (7o (A(A))") C mo(A(A))” for all upward-oriented cones A along the boundary. Let A be
an upward-oriented cone along the boundary. Then by WOT-continuity of 7P, we have that

mP(mo(A(A))") € TP (mo(A(A)))" = m(A(A))".

Now, for A € A(A)jpe, we have that m(A) € mo(A(A)oc). Hence 7(A(A)) C mo(2A(A)), which
completes the proof. O

The argument in the last paragraph of the above proof gives the following corollary.

Corollary 6.8. Let m be a superselection sector corresponding to a path v of any type. Suppose
A C B is contained in an upward-oriented (resp. downward-oriented) cone along the boundary and
satisfies that v C A. Then 7P (mo(A(A))") C mo(A(A))" (resp. W (mo(A(A))") C mo(A(A))”).
In particular, if v is contained in an upward-oriented (resp. downward-oriented) cone A along the
boundary, then 7 (mo(A(A))") C mo(A(A))” (resp. 79 (mo(A(A))") € mo(A(A))").

Remark 6.9. Once we have shown that our model satisfies Haag duality, we will have that if

m: A — HB(H) is a superselection sector localized in the cone A along the boundary, then 7(A(A)) C

mo(2A(A))” by an argument provided in [20, §2]. In this case, we have that 7“P(A“P) C AP if A

is an upward-oriented cone and rdown(downy C 9(down if A is a downward-oriented cone. Indeed,
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suppose A is an upward-oriented cone; the downward-oriented case is analogous Let A be any
other upward—orlented cone. Then there exists an upward oriented cone A such that A C A and
AC A. Since 7 is localized in A, it is also localized in A. Hence we have that

P (mo(A(A))") € 7P (mo(A(A)))" € 7P (mo(A(A)))" = m(AA))" C mo(AR))” € A7,
so P (AMP) C AP,

At this point, we can show that all intertwiners between superselection sectors corresponding to
infinite paths localized in a cone A along the boundary live in 7y(2((A))”. The key to proving this
is a slightly more general result, which can be used to show that the intertwiners between two type
Y excitations live in more restricted regions of the lattice.

Lemma 6.10. Suppose w1, o, ), 75 are superselection sectors corresponding to infinite paths lo-
calized in a region A C B that is contained in an upward-oriented (resp. downward-oriented) cone
along the boundary. For i = 1,2, let p; and p, be the automorphisms of A corresponding to the
paths defining m; and 7}, so that m; = moo p; and 7, = myo pl. Suppose S: m — 7w and T': mp — mh
are intertwiners such that S, T € mo(A(A))”. Then SmP(T) (resp. Smdow™(T)) is an intertwiner
from my 0 p1 o pa to w0 py o ply, and STF(T) € A(N)" (resp. Smdown(T) € A(A)").

Proof. We consider the case where A is contained in an upward-oriented cone; the downward-
oriented case is analogous. We have that Sm " (T') is an intertwiner from o p; 0 p2 to my o p} o ph,
since for all A € 2,

SmP(T)mo(p1(p2(A))) = Smy " (T)m (02(A)) ™V (T)mi " (mo(p2(A))) = Sm P (Tma(A))
= Sm"(my(A)T) = ( 0(pa(A))T) = 5771( 5(A))m®(T)
= m1(py(A))Sm®(T ) = TFO(,01(P/2(A))) 17(T).
Furthermore, Sm"(T) € 2(A)” by Corollary 6.8. O

Theorem 6.11. Let A be a cone along the boundary, and let m and 7' be superselection sectors
corresponding to infinite paths contained in A or vacuum. Then any intertwiner from w to © is in

A(A)"

Proof. Note that if @ 2 7/, then the only intertwiner # — 7’ is zero. Hence, without loss of
generality, we have that either m and 7’ correspond to paths of the same type, 7 corresponds to a
path of type X and 7’ is the identity, or m corresponds to a path of type Y and #’ corresponds to a
path of type Z. In all but the cases where 7 corresponds to a path of type Y, the result follows by
Schur’s Lemma and Proposition 6.1, Proposition 6.5, or Proposition 6.3. Thus, it suffices to consider
the case where 7 corresponds to a path of type Y and 7’ corresponds to a path of type Z or type
Y. In this case, m = my o p1 0 p2, where p; and py are automorphisms of 2 corresponding to paths of
type X and Z respectively. Similarly, 7’ = g0 p) o pf, where p} is an automorphism corresponding
to a path of type X and pl, is either an automorphism corresponding to a path of type Z or the
identity. By Propositions 6.1, 6.3, and 6.5, there exist unitary intertwiners U;: 7o o p1 — 7 0 pj
and Us: mpo pg — m o ply that live in A(A)”. By Lemma 6.10, if A is an upward-oriented cone, then
Ur(mo 0 p1)"P(Usz) € A(A)” is a unitary intertwiner from 7 to 7/, and by Schur’s Lemma, the result
follows. If A is downward-oriented, the result follows by using Uy (g o p1)9°*™(Us) instead. 0

Remark 6.12. Suppose 71: A — B(H) and ma: A — FB(H) are superselection sectors. Then

V € B(H) is an intertwiner from 7 to 7o if and only if V' intertwines m” and 7y”. The reverse

direction is clear since ;7 extends m; for each i = 1,2. The forward direction follows since ﬂ;‘p is

an extension of m; that is WOT-continuous on 7y(2(A))” for each upward-oriented cone A along

the boundary and since multiplication is separately WOT-continuous. Furthermore, if p; and po

are automorphisms of 2 corresponding to infinite paths, then (mpo p1 0 p2)"P = (w0 p1)*™ o (1o p2)
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since the latter is an extension of 7y o p; 0 py to AP that is WOT-continuous on 7 (2A(A))” for each
upward-oriented cone A along the boundary. Analogous results hold if one replaces up with down
in all relevant locations.

We now fix a cone A along the boundary. Without loss of generality, we may assume that A is
oriented upward. For two superselection sectors 7y, mo corresponding to paths localized in A, we
define m ® mo == m¥ o ma. Furthermore, given intertwiners S: m; — 7 and T': o — 75, we have
that 7' € m(A(A))”, so we may define S ® T :== Sm?(T). Note that since S € m(A(A))”, by
Lemma 6.10 and Remark 6.12, S®@ T: m @ mg — 7} @ 75 and S @ T € mp(A(A))”. This gives the
structure of a C*-tensor category, with tensor unit mg.

Note that the above construction did not use that the superselection sectors corresponded to
paths. That is, there is a more general C*-tensor category consisting of all superselection sectors
localized in A, with the same tensor product as just defined. In §12, we will show that the only
simple sectors correspond to paths, so we are justified in restricting ourselves in this way.

We also have that the C*-tensor category of sectors corresponding to paths is rigid, meaning
that any object m has a dual object. A dual object for an object m consists of an object 7 along
with morphisms R: myp — 7 ® m and R: mg — 7 ® T satisfying the following zig-zag equations:

(R )R =1, R7(R)=1.
Since every automorphism p corresponding to an infinite path satisfies that p o p = 1, we have
that m ® m = mg for all superselection sectors 7 corresponding to paths. Hence every such sector is
self-dual, with R =1 and R = 1I.

Lastly, by Schur’s Lemma, we have that End(7) = C for any superselection 7 corresponding to
an infinite path. Here, End(w) is the space of self-intertwiners of 7, the endomorphisms of 7 in
the category we have just constructed. Thus, we will have a fusion category of excitations if we
can take direct sums of superselection sectors. To show we can do this, we must first show that
mo(2A(A))” is an infinite factor.

7. CONE ALGEBRAS

In this section, we show that for a cone A along the boundary, mo(2(A))” is an infinite factor.
Following [18], for a subset A C B, we define R = mo(2(A))”. We then have the following lemma,
which is analogous to [18, Lem. 5.1].

Lemma 7.1. For any subset A C B, we have that Ry V Rpe = B(H), where H is the GNS Hilbert
space for wy.

Proof. The proof of [18, Lem. 5.1] still holds in this setting. In particular, note that if A C B,
then Ry = \/yep mo(A({D}))”. Thus, since mo is an irreducible representation, we have that for all
ACB,RAVRpe =mo(A) = B(H). O

The key to showing that R is an infinite factor will be showing that R being finite implies
that wg is tracial. We will therefore need the following lemma in order to obtain a contradiction.

Lemma 7.2. The state wg: A — C is not tracial.

Proof. Let 7 be a loop of type Z, and let 1 and v, be paths of type X starting at the boundary such
that v, and 9 each intersect ¥ at one bond and such that «; and 7, share the same non-boundary

endpoint (see Figure 9). Then Fg is a product of plaquette operators, and Fi(l nyg = F,)Ygf‘,)fl is a
product of star operators since y; U s is a path of type X starting and ending at the boundary.
Hence wy (F')y(l F% F% ) = 1. On the other hand, Fg and Fffl anti-commute since 7; and 7 intersect
at one bond, so we have that
X Z1X X X 1Z X pXZ
wO(FVzrﬁ F’Yl) = 7w0(r72F71F§) =-1# wO(F71FW2F7)'
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FIGURE 9. A loop 7 of type Z (bold, orange path), and paths 7; and 2 of type
X starting at the boundary (dashed, cyan and purple) each intersecting 7 once and
sharing the same non-boundary endpoint (blue dot).

Thus wy is not tracial. O

For n € Z, we let 7,,: 2 — 2 denote translation by n in the direction parallel to the boundary.
Recall that wy is translation invariant, so wg o 7, = wg for all n € Z. Using this, we have the
following theorem, analogous to [18, Thm. 5.1].

Theorem 7.3. Let A C B be a cone along the boundary. Then R is an infinite factor.

Proof. We follow the proof of [18, Thm. 5.1], modifying the argument as appropriate for our situa-
tion. For clarity, we present the argument in full. Note that the proof in [18] is itself an adaptation
of an argument from [12]. We first show that R, is a factor. Note that since Z(Ry) = Ra N R,
we have that Z(Ra)’ O RaVR). Thus, since Rac C Ry, we get that Z(Ra) = Z(H), from which
it follows that R, is a factor.

We now show that Rj is an infinite factor. We first note that the restriction of wy to 2A(A) is
a factor state. Indeed, since wy is a factor state, we have by [2, Thm. 2.6.10] that for all A; C B
finite and € > 0, there exists Aj C B finite such that for all Ay C B finite with As N A} =0,

|wo(AB) — wo(A)wo(B)| < e[| Alll| B
for all A € (A1) and B € A(Az). We thus have that the above statement holds replacing B with
A, so the restriction of wy to A(A) is a factor state by [2, Thm. 2.6.10].

Now suppose, towards contradiction, that R is finite. Then there exists a normal tracial state
¥ on Ry, which gives a tracial state ¢ == 1) o 7o on A(A). Since the restriction of wy to A(A) is
a factor state, we have by [10, Prop. 10.3.14] that 1; is quasi-equivalent to the restriction of wy to
2A(A). Furthermore, J is also a factor state, since quasi-equivalence preserves factoriality.

We will now show that wyq is tracial, contradicting Lemma 7.2. Let A, B € Ajoc, and let € > 0. By
[2, Cor. 2.6.11], there exists a finite subset A C A such that for all X € QL(A\/AX), lwo (X)) — QZ(X)| <
|| X||. Now, since A and B are local operators and A is a cone along the boundary, there exists
n € Z such that 7,(supp(A)) U 7, (supp(B)) € A\ A. We then have that

|wo(AB) — 9 (1u(AB))| = |wo(ru(AB)) — $(7(AB))| < e[| All|| B,
and similarly |wo(BA) — ¢ (,(BA))| < ¢||Al|||B||. Hence we have that

wo(AB) = wo(BA)| < |wo(AB) = (1 (AB))| + [wo(BA) = ¢(a(BA))| < 2e.

Since € > 0 was arbitrary, we have that wy is tracial, the desired contradiction. ]
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Note that Theorem 7.3 implies that [18, Cor. 5.1] holds in this setting.

Corollary 7.4 ([18, Cor. 5.1]). Let A C B be a cone along the boundary. Then there exist isometries
Vi,Va € Ra such that ViV + VoVy = 1.

We further have that Rp is the hyperfinite 11, factor for a cone A along the boundary, by the
argument in [23].

Proposition 7.5. Let A be a cone along the boundary. Then Ry is type I1.

Proof. We have that Rp is not type I by adapting the proof of [17, Prop. 2.2] to obtain that R is
type I only if wp is quasiequivalent to wolg(a) ® wolg(ac)- The argument in [18, Thm. 5.1] showing
that this condition is not met holds in this setting as well. The fact that R is not type III follows
by adapting the argument in [23] to this setting. O

8. THE FUSION CATEGORY A(A)

Since [18, Cor. 5.1] holds for cones along the boundary, we have that [18, Lem. 6.1] holds for
these cones, as the proof of this lemma holds without modification.

Lemma 8.1 ([18, Lem. 6.1]). Suppose w1 and m are superselection sectors localized in a cone A
along the boundary. Then we have a direct sum superselection sector wy @ 7o that is also localized
in A.

The direct sum sector m @ mg is given by (m @ m2)(A) = Vim (A)V]" + Vama(A) V5 for A € 2,
where V] and V5 are isometries satisfying the conditions in [18, Cor. 5.1]. The idea behind this
definition is that 7 @ mo satisfies the categorical definition of a direct sum. Specifically, V1 and V5
witness the inclusion of m and my into m @ 72, and V" and V5 are the projections from 7 @ 7o
onto 7 and 7y respectively. While 71 @ 7o is not a direct sum in the Hilbert space sense, one can
verify that Vi and V3, along with their adjoints, satisfy the same relations as the inclusion maps do
in the case of Hilbert space direct sums. This is why we may refer to m @ mo as a direct sum in
our setting.

We fix a cone A along the boundary. Without loss of generality, we assume A is oriented upward.
We define a fusion category A(A) as follows. The objects of A(A) are the superselection secotrs
given by infinite paths of all types starting at the boundary and contained in A, as well as the direct
sums of these sectors. (Again, we will show in §12 that the superselection sectors corresponding
to infinite paths are the only simple sectors, so this restriction is justified.) The tensor product of
objects is defined as it is at the end of §6, i.e., m; ® m == m” o mo. The morphisms in A(A) are
intertwiners. Note that because the intertwiners for the simple objects (i.e., the sectors given by
infinite paths) live in 7o (A(A))” and the isometries witnessing the direct sums also live in 7o (2A(A))”
by Corollary 7.4, we have that all morphisms in A(A) live in m(2((A))”. We can therefore define
the tensor product of morphisms as follows: if S: 71 — 7] and T': o — 7, then S®T = Sm " (T).
Hence A(A) is a strict monoidal category. Furthermore, since each simple object of A(A) is self-
dual, A(A) is a unitary fusion category. We now show that A(A) = Hilbg(Z/27), as expected from
[15].

Proposition 8.2. The fusion category A(A) is monoidally equivalent to Hilbey(Z/27).

Proof. We proceed similarly to the proof of [18, Thm. 6.2]. We view Hilbgg(Z/2Z) as a skeletal

category, meaning that there is exactly one object in each isomorphism class. In this case there

are two simple objects, 1 and g, in Hilbg(Z/27Z), which satisfy that ¢ ® ¢ = 1. In addition, the

associators in Hilbg(Z/27Z) are trivial. We define the functor F': Hilbgg(Z/2Z) — A(A) to be the

unique linear functor satisfying that F'(1) = mp and F(g) = m, where 7 is a superselection sector

corresponding to an infinite path of type Z contained in A. Since 7 ® m = my and Hilbgy(Z/27)
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and A(A) are strict tensor categories, F' is a strict tensor functor. Furthermore, F' is fully faithful
by construction, and F' is essentially surjective by Proposition 5.7 and Theorem 5.8. Thus F'is a
monoidal equivalence, as desired. g

9. FUNCTOR FROM BULK TO BOUNDARY

Let A be a cone along the boundary. We now wish to equip the category A(A) with the structure
of a module tensor category over the category of sectors for bulk toric code, described in [18, §6].
To do so, we wish to define a braided tensor functor F' from the category of bulk toric code sectors
to Z(A(A)). We would like F' to be defined as follows: we extend an infinite path v defining a
bulk excitation to the boundary, and then we map this boundary excitation to a half-braiding in
a way that remembers which type of bulk excitation it came from. In what follows, we proceed in
the opposite order. Namely, given an infinite path ~ defining a boundary excitation of type k, we
first define a half-braiding of 7r]§ that remembers the type k of bulk excitation 7T,]§ corresponds to.
We will then define a functor that maps bulk excitations to these half-braidings in the way just
described and show that this functor is in fact a braided tensor functor.

Let A be a cone along the boundary. Without loss of generality, we assume that A is oriented
upward. Let m be a superselection sector corresponding to an infinite path v of type X, Y, or Z,
starting at the boundary and contained in A. We wish to construct a half-braiding o_ », where
Owr: w@m — T®w for w € A(A). We proceed similarly to the discussion preceding [18, Lem. 4.2].
Let @ € A(A). Let A C B be a cone along the boundary such that A C A and such that there exists
an infinite path & of the same type as =y starting at the boundary and contained in A \ A (see Figure
10). Then there exists a unitary V intertwining = and 75, and 75 is localized in K\A Furthermore,

by Theorem 6.11, we have that V € mo((A))” C A*P. We also have that @™ o 5 = (75)"P o w.
Indeed, w and 75 are localized in disjoint regions, so @ o 75(A) = (75)"? o w(A) for all local
operators A. Recalling that @w"Pomy = w®ny and (75)"P ow = T3 ®w, we can define an intertwiner
Opqm: WRT — T™&w by

Owr = Vi@ (V). (9.1)
Note that since m and 75 are irreducible representations of 2l, we must have that any two unitary
intertwiners V, V' between 7 and w5y differ by a scalar. Thus o4 does not depend on the choice

of unitary V. We now show that o » does not depend on the choice of cone A and path 7.

Proposition 9.2. Let A, m, and w be as in the discussion above. Then o does not depend on
the choice of A and 7 in the discussion above.

Proof. We proceed as in the proofs of [8, Prop. 8.42] and [8, Lem. 8.40]. Let A and A’ be two cones
containing A such that there exist paths ¥ and 3’ of the same type as 7y contained in A \ A and
A \ A respectlvely We can then take a cone A containing both A and A’ and ¥ R and 7' are both
contained in A. Thus, we may assume without loss of generality that A=A =A.

Now, let V' be an intertwiner from 7 to m5 and let V'’ be an intertwiner from m to 75. Then
W = V'V* is an intertwiner from 75 to m5. Furthermore, by Propositions 6.1 and 6.5, Lemma
6.10, and Schur’s Lemma, W € mo(2(A \ A))”. Since w is localized in A, @™ is the identity on
To(A(A\ A))”. Hence w?(W) = W, and thus

(VY'a"P(V) = VW P(WV) = VW*Wo"P (V) = VP (V). O
We now show that o_ ; does in fact define a half-braiding.

Proposition 9.3. Let A be a cone along the boundary, and let ™ be a superselection sector corre-
sponding to an infinite path v of type X, Y, or Z, starting at the boundary and contained in A.
Then o_ ., as defined in (9.1), is a half-braiding.
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FIGURE 10. A cone A along the boundary (gray shaded region) with a path ~ o~f

type X contained in A (black dashed curve). The entire shaded area depicts a cone A
containing A such that there exists a path 7 of type X (red dashed curve) contained
in A\ A (cyan shaded region).

Proof. We proceed as in the proof of [8, Prop. 8.50]. We first show naturality. To do so, we must
show that if w, @’ € A(A) and T is an intertwiner from w to w@’, then
L ®@T)0mm =0 (T ® Ir).

Let @, @’ € A(A), and let T' be an intertwiner from @ to @’. Then T' € mo(A(A))". Let ACB
be a cone along the boundary such that A C A and such that there exists an infinite path ¥ of the
same type as -y starting at theroundary and contained in A\ A. Let V' be an intertwiner from
to 5. Since 7y is localized in A\ A, we have that (75)"P(T)) = T Thus, we have that
(I ®T)0mr =7P(T)V*@"P(V) = V*(15)"P(T)w"P (V)
=V*Tw"?(V) =V* (@) P(V)T = 0 (T @ I).
We now show that o_ . satisfies the braid equation for a half-braiding. Let w, @’ € A(A). We

must show that

Owew'm = (Oma @ Io)(Ig @ 0gr ).
As before, let A C B be a cone along the boundary such that A C A and such that there exists an

infinite path 5 of the same type as v starting at the boundary and contained in A \ A. Let V be
an intertwiner from 7 to m5. We then have that

Omgw n =V (@ o (@)P)(V) = V& (VV* (=) (V)

= V'@ (V)@ (V@) (V) = (0zx @ Io) (I @ O ). -
22



We now wish to construct a functor from the bulk to the boundary that equips the boundary
with the structure of a module tensor category. Let A be a cone along the boundary. On simple
objects, we define the functor as follows: we take a superselection sector m, corresponding to a
bulk excitation with + an infinite path localized in A, and we extend v to a path 7 starting at the
boundary localized in A. The functor then maps 7 to F(7,) = (75,0 z.). We also define F' to
map 7o to the trivial half-braiding of myp. On morphisms, we wish to map the canonical intertwiner
between 7 and 7/, as described in Propositions 6.1, 6.5, and 6.6, to the canonical intertwiner between
F(r) and F(n'). Since the canonical intertwiner U: m — 7’ is characterized by the property that
UQ =T,Q, if v is a path from the starting site of 7 to the starting site of #’, this assignment
of morphisms is clearly functorial. (Note that by “site” we are only referring to vertex endpoints,
not condensed type X excitations. If p corresponds to a path of type X starting at the boundary,
then v = ().) However, for this assignment to give a well-defined functor, we must show that the
canonical intertwiners are half-braiding morphisms.

Proposition 9.4. Let A be a cone along the boundary, and let m and @' be superselection sectors
corresponding to paths v and ~' of the same type contained in A. Then the unique unitary in-
tertwiner U: m — ©' satisfying that UQ = I'5Q for any path 7 from the starting site of v to the
starting site of 7' is a morphism from (mw,0_ ;) to (7',0_ zr).

Proof. Let A C B be a cone along the boundary such that A C A and such that there exists an
infinite path 74 of the same type as 7 starting at the boundary and contained in A\ A. Let V be
the canonical intertwiner from 7 to 75, and let ¥V’ be the canonical intertwiner from 7’ to m5. Then
U = (V')*V, since (V')*V is a unitary intertwiner from 7 to 7 satisfying that (V')*VQ = I'sQ
for any path 7 from the starting site of v to the starting site of 7/. Now, let @ € A(A). Then
Own =V '@w"?(V) and 0 = (V')*@"P(V'). We thus have that
U@ Iz)0mx = UV (V) = (V)'w? (V) = (V)& (V)" ((V')V)
g O—WJI'/qu(U) = me./(lw ® U)’

soU: (m,0_z) = (', 0_ ). O

By semisimplicity, defining F' on simple objects and morphisms between simple objects, as we
have done, uniquely determines F. We now show that the functor F is a strict tensor functor. To
prove this, again by semisimplicity, it suffices to show that if 7 and 7’ are superselection sectors
corresponding to infinite paths localized in a cone A along the boundary, then (7 ® 7', 0_ rgn/) =

(m,0-7)®(n’,0_ 1), where the tensor product on the right is the tensor product in Z(A(A)). This
result follows from the next proposition.

Proposition 9.5. Let A be a cone along the boundary, and let m and ' be superselection sectors
corresponding to paths vy and ' contained in A. Then for all w € A(A), we have that

Ow,m@n! = (I7r ® Uw,w’)(o'w,ﬂ & ITr’)-
Proof. Let A’ C B be a cone along the boundary such that A C A’ and such that there exists an
infinite path 7’ of the same type as 4/ starting at the boundary and contained in A"\ A. Now, let
A C B be a cone along the boundary such that A’ C A and such that there exists an infinite path

~ of the same type as v starting at the boundary and contained in A \ A’. Let V be the canonical
intertwiner fiom~7r to 7y, and let V' be the canonicz% intertwiner from 7’ to 5. Note that 75 is
localized in A\ A’, so (m5)"P(V') = V" as V' € mo(2A(A’))". Hence we have that
VeV = (m)"?(VV =V'V.
Since V' ® V' is a unitary intertwiner from = ® 7’ to 735 ® 75, we have that for all @ € A(A),
Owror = VRV V'aP(VeoV)=VV)oa"V'V).
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Finally, for all @ € A(A), we have that @"?(V’) € mo(2A(A’))” and thus
(Ir ® Oz )(Or ® Inr) = 7P (V') '@ P (V) V@ (V) = V" (m3)" (V') '@ (V")) " (V)
V() = g a

Using Proposition 9.5, we have that the functor F' is essentially surjective once we have shown
that (7%, 0_ 0_ »x) is not the trivial half-braiding, as in that case (7 X ,0_ px) and (7%, 0_ 2 ) tensor
generate Z(A(A)).

Proposition 9.6. Let A be a cone along the boundary, and let ™ be a superselection sector corre-
sponding to a path v of type X contained in A and starting at the boundary. Then (7,0_ 1) is not
isomorphic to (my,0— ), where o_ r, is the trivial half-braiding.

Proof. By Proposition 9.4, we may assume that - is contained in a cone A9 C A along the boundary
such that there exists a superselection sector w of type Z localized in A \ Ag. It suffices to show
that a unitary intertwiner U: m — 7 is not a morphism (7, 0_ ) — (70,0_ r,) in Z(A(A)). Note
that since 7 is localized in Ag, U € m(2(Ag))”, so @"P(U) = U. Let A C B be a cone along
the boundary such that A C A and such that there exists an infinite path 4 of type X starting
at the boundary and contained in A \ A. Let V be the canonical intertwiner from m to 75, as
described in Proposition 6.5. Then o4, = V*@w"P(V). Now, recall from Proposition 6.5 that
V = lim"oT Fffn F,)f FX , where =, and 7, are the paths consisting of the first n bonds of v and %
respectively and (9y,) 1s a sequence of paths of type X from the nth face of v to the nth face of &
satisfying that the distance from 7,, to the starting bonds of v and ¥ goes to infinity. Note that each
path 7, intersects the path giving rise to @ an odd number of times, while v and ¥ do not intersect
the path giving rise to . Hence w (I3, FX I‘X ) = FX I‘X I‘X for all n € N, so w"P(V) = —V by
WOT-continuity of w"P. Thus, we have that

Omp=V@wP(V)=—-I,
so we have that
U®Ig)omr=—U, O mUe@U) =w"P(U) =U.
Hence U is not a morphism (7,0_ ) — (7o, 0— z,) in Z(A(A)). O

Lastly, we have that F' respects the braiding, as we have defined the braiding in the manner of
[18].

Theorem 9.7. The functor F' defined in the preceding paragraphs is a strict braided tensor functor
from bulk toric code to Z(A(A)). Hence, A(A) is a module tensor category over the category of
sectors for bulk toric code.

Proof. It remains to show that F' is braided. By semisimplicity, it suffices to show that for all
superselection sectors m, 7’ corresponding to paths in the bulk, we have that F(5, ) = OF(m),F(x)s
where (3 denotes the braiding defined in [18]. Let A’ be a cone (not along the boundary) disjoint
from A such that there exists a cone A along the boundary with A U A’ C A (see Figure 11).
Let v be the path corresponding to 7/, and let ¥ be a path in A’ of the same type as . Then
Bra = V*a"P(V), where V is a unitary intertwiner from 7’ to my (see [18, p. 365]). Now, we
may assume without loss of generality that A \ A contains a path 7 starting at the boundary and
extending 5. Note that we can define a functor F mapping into Z(A(A)) analogously to how
we defined F, and F extends F by construction. Furthermore, by how F is defined, we may

assume that F (my) = m5. Then F(V) is a unitary intertwiner from F(7') = F(«) to T3, SO
24



FIGURE 11. A cone A along the boundary (gray shaded region) along with a cone
A’ disjoint from A (orange shaded region) such that there exists a cone A along the
boundary (entire shaded region) with AU A" C A.

OF(n),F(n!) = F(V)*F(r)"(F(V)). Hence, we have that

F(Brn) = F(Br) —»ﬁ(V*ﬂﬂprD-—ﬁ(V)*ﬁ(WYm(ﬁ(V))—-ﬁYVU*FTWYm(ﬁ(V))—-UFonme%j

Theorem 9.7 is very close in statement to Theorem A. However, we have not yet shown that the
only excitations are given by infinite paths. In the remainder of the paper, we prove technical results
that will allow us to conclude that the only simple superselection sectors are those corresponding
to infinite paths. This will complete the proof of Theorem A.

10. HAAG DUALITY FOR CONES ALONG THE BOUNDARY

In this section, we prove Haag duality for cones along the boundary, i.e., that the following
theorem holds.

Theorem 10.1. Let A be a cone along the boundary. Then
mo(A(A))" = mo(A(A°))".

Let A C B be a cone along the boundary. Note that m(2A(A))” C m(A(A°)) by locality, so
we must show that mo(A(A°)) C m(A(A))”. We also use the notation Ry = mo(A(A))” and
Rae = mo(A(A°))”, as was done in section 7. Our proof of Haag duality in this setting will follow
the proof of Haag duality in [19, §3], with appropriate modifications.

For any subset AC B, we can consider the set of path operators

F5 = {I‘7 : v is a finite path of type X or Z contained in K} .
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Note that for paths of type X, we include cases where 7 is a path starting at the boundary. In
what follows, we specifically consider the cases where A = A and A = A°. Note that [19, Lem. 3.3]
holds in this setting, as the proof still holds without modification.

Lemma 10.2 ([19, Lem. 3.3]). The vector space
span{I‘l-anfl"‘me Ty, T € FA,fl,...,fm € fAc}
is dense in H, the GNS Hilbert space associated to mg.
We now consider the vector space
Hp =span{ly---T,Q:T4,....,T,, € Fa} CH,

and we let Py € Z(H) be the projection onto this subspace. We have that H, is an invariant
subspace for mp(2(A)) (and hence Rp), as the proof of [19, Lem. 3.5] holds in this setting.

Lemma 10.3 ([19, Lem. 3.5]). The subspace Ha C H is invariant for mo(2A(A)), i.e., mo(A(A))Ha C
Ha.
Note that [19, Lem. 3.5] also includes the statement that the an operator A € Rp is uniquely

determined by its restriction to H,. However, the proof given there holds for operators in R)y. 2 Rx
as well.

Lemma 10.4. An operator A € R\ is uniquely determined by its restriction to H,.

Proof. This result follows by an argument in the proof of [19, Lem. 3.5], but we include the proof
here for convenit/e\nce. Supgose Alf,\Ag € R)\c such that Ay|y, = As|y,. By Lemma 10.2, it suffices
to show that A1I'TQ = AI'TQ if T is a product of operators in Fae and I is a product of operators
in Fp. Let T be a product of operators in Fxe and I" be a product of operators in FA. Then since
Ai, Ay € R\, A1 and Ay commute with f, S0

ATTO = TATQ = TA,TQ = A,TTAQ. O

Since we wish to show that R/,. C R, we would expect that H, is also an invariant subspace
for R/\.. This is true, and it is in fact an important step in proving Haag duality. To prove this
fact, we need to define the boundary of a cone A along the boundary.

Definition 10.5. Let A be a cone along the boundary. We say that a star s or plaquette p is in
the boundary of A if s (or p) contains bonds both in A and in A°.

We can now prove invariance of #, under R/..
Lemma 10.6. The subspace Ha C H is invariant for R)\., i.e., R\cHa C Ha.

Proof. We follow the proof of [19, Lem. 3.6], modifying the argument as appropriate. For clarity, we
include the full proof here. Let B € R/,.. We wish to show that BH, C Ha. Note that by density,
it is sufficient to show that BI'; ---T',Q € Hp, for all I'q,...,T'), € Fa. Let I'y,...,T'), € Fa, and
let £ =T7---T,0. Again by density, in order to show that B§ € Ha, it is suﬂﬁ(nent to show that
(n|B¢) = 0 for all n € Hy of the form n = LTy - Tpnf, where T'y,..., T,y € Fae and T is the
product of operators in Fa. We let I‘l, .. F € Fac and I' be the product of operators in Fj, and
we set 1 = ITy---T)y Q, not necessarﬂy in Hi A

First, suppose n € Hx A and suppose there exists a star operator A, or a plaquette operator B,
in Rae that anti- commutes with F1 fm We consider the case of a star operator A; € Rac that
anti-commutes with Fl FW the case of a plaquette operator is treated analagously. In this case,
since Fp € Rp C RAC, we have that

(nB&) = (n| BTy ... T, AQ) = (| A;BE) = (A|BE) = —(ITy - T AQ|BE) = —(n| BE),
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and thus (n|B§) = 0.

Now, suppose every star and plaquette operator Ay, B, € Rac commutes with F1 Fm. (Note
that a star or plaquette operator must either commute or anti-commute with F1 m-) We claim
that in this case, n € Ha, son ¢ HA unless n =0. Forall : =1,...,m, we let Q AC denote the
path giving fl Note that if two paths 7; and «; share an endpoint, which is a face in the bulk or
a vertex in the bulk or along the boundary, we can concatenate 7; and 7; to form a new path. We
can thus combine the operators fl and fj in the product fl x ~fm, possibly at the expense of a
minus sign. Proceeding in this way, we can assume that no two paths «; and 7; share an endpoint,
not including the “endpoint” of the boundary for paths of type X. Furthermore, if y; is a path that
is a loop or a path of type X starting and ending at the boundary, then fz is a product of star or
plaquette operators, and hence I';€2 = Q. We can therefore remove from the product I'y - - - I'y, any
I'; corresponding to loops or paths of type X starting and ending at the boundary, again possibly
at the expense of a minus sign.

With these simplifications, we have that the endpoints of the paths ~1,...,7v, are all disjoint,
no path ; is a loop, and no path ~; of type X both starts and ends on the boundary. Note that
a star or plaquette operator acting on an endpoint site of a path ~; must anti-commute with fl
Thus, by assumption, any such star or plaquette must be in the boundary of A. If ; is a path with
both endpoints sites in the lattice (i.e., 7; is not a path of type X starting at the boundary), then
there exists a path ; C A with the same endpoints as ;. On the other hand, if 7; is a path of type
X starting at the boundary, then there exists a path 7, C A of type X starting at the boundary,
with ~/ and ~; sharing the same non-boundary endpoint. For i =1,...,m, we let I} be the string
operator associated to the path ~}. Then for all i, F;fz is a product of star or plaquette operators
since ; U~ is a loop or a path of type X starting and ending at the boundary. Hence for all 1,

Q= [,9, so we have that
n=TT; - [pQ=4IT)---T! Q€ Hy,
as desired. ]

Note that Lemma 10.2 and Lemma 10.6, coupled with a standard result of von Neumann algebra
theory, give the following corollary.

Corollary 10.7. If Py € B(H) is the projection onto Hp, then Py € Ry and Py € Rae.

We now let Ay == RaAPr € B(Ha) and By = PA\RpcPr € B(H,). Note that Ay and By are
von Neumann algebras by a standard result of von Neumann algebra theory. Furthermore, ) € Hx
is a cyclic vector for Ax, by how Ha was defined. We let A ¢o and Bj s, denote the self-adjoint
elements of Ay and By respectively. The key step in proving Theorem 10.1 is the following lemma,
which is analogous to [19, Lem. 3.8].

Lemma 10.8. The real vector space Ap a§) 4 1B 5282 is dense in Hy.

Proof. We follow the proof of [19, Lem. 3.8], modifying it as appropriate. For clarity, we include the
proof in full. Since Ap o2 +1iB84 22 is a real vector space, it is sufficent to show that I'Q2 € A .2+
iBA saf2 and iI'Q € Ap a2 4184 5282 for all products I' of operators in F. Let I' :=I'y - - - Ty, where
I'; € Fj for all i. Note that each of the I'; are self-adjoint, and two operators I'; and I'; either
commute or anti-commute. Hence either ['* = I" or I'* = —I". Now, we have that ['Py € Ay by
how Ax was defined. Thus, if I'* =T, then I'Q € A (2, while if I'* = —TI", then iI['Q € Ap (2
Now, suppose there exists a star operator A, or a plaquette operator B, in R that anti-commutes
with I'. We consider the case of a star operator A; € R that anti-commutes with I'; the case of a
plaquette operator is treated analogously. If I'* = I", then {A;['Py € A, is self-adjoint, and thus

iTQ = iTAQ = —iATQ € Ay 0
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On the other hand, if I'* = —I', then A;I'Py € A is self-adjoint, and thus
I'Q=TAQ=—-ATQ € Ap (2

We thus have that I'Q € Ap o Q+iB8A 282 and iT'Q € Ap 6o+ iBx a2 if there exists a star operator
or plaquette operator in R that anti-commutes with IT'.

Now, suppose every star and plaquette operator in R commutes with I". (Recall that a star
or plaquette operator must either commute or anti-commute with I'.) For all i = 1,...,n, we let
v € A be the path corresponding to the string operator I';. By the argument in the proof of
Lemma 10.6, we may assume that the endpoints of the paths v, ..., v, are all disjoint, no path ~;
is a loop, and no path ~; of type X both starts and ends on the boundary. By the same argument
as in that proof, any star or plaquette at an ending site of a path «; must be in the boundary of
A. Thus, if 7; is a path with both endpoints sites in the lattice (i.e., ; is not a path of type X
starting at the boundary), then there exists a path v/ C A¢ with the same endpoints as ;. On the
other hand, if ~; is a path of type X starting at the boundary, then there exists a path 7 C A°
of type X starting at the boundary, with 4/ and +; sharing the same non- boundary endpomt For
i=1,...,n, we let F be the string operator associated with 7/, and we let T = F1 F Then
Te RAc, and by the same argument as in the proof of Lemma 10.6, we have that Q= +I0.

We now claim that I'* = I" if and only if I*=T. Let i,7 €{1,...,n}, i # j. We claim that T;
and I'; commute if and only if fz and fj commute, which is sufficient to prove the desired claim.
Indeed, we first note that ; and ~; are paths of the same type if and only if 4, and *y; are paths of
the same type, so we may restrict ourselves to the case where «; and v; are paths of different type.
Without loss of generality, we may assume that ; and -] are paths of type Z (i.e., paths on the
lattice, not the dual lattice). In this case, 7; U~ is a loop on the lattice. Thus, ; U~ intersects
v U 'y§- in an even number of bonds. Hence, v; and ~; intersect in an even number of bonds if and

only if 4/ and ’y;» intersect in an even number of bonds, so I'; and I'; commute if and only if T; and
fj do.

We can now complete the proof that I'Q? € Ap a2 + iBp saf2 and iI'Q € Ap o2 + iBA saf2. Note
that we have already shown that if I'* = I, then I'Q € Ap o + iBp a2, and if I = —TI', then
iI'Q € Ap o +1Bp 2. T =T, then I'" =T, so PAI'Py € Ba sa. We thus have in this case that

iTQ = iPATQ = +iPA\TQ = +iP\TPAQ € iBj ca2.

On the other hand, if I'* = —TI", then I* = —f, and hence iPAfPA € B sa- Thus, in this case, we
have that

I'Q = PA\I'QY = £P\T'Q = £PA\I'P\Q) € iBj a8
We have thus shown that ' € Ap o+ iBp 52 and iI'Q € Ap a2 + iBA a2 in all possible cases,
as desired. ]

Theorem 10.1 now follows by the proof of [19, Thm. 3.1], which we repeat here for convenience.

Proof of Theorem 10.1. Tt remains to show that R,. C Rj. Note that by Lemma 10.8 and [24,
Thm. 2], we have that Ay = B). The result then follows by Lemma 10.4, since Ay = Rx Py and
B, = R)\cPx. O

11. DISTAL SPLIT PROPERTY

We wish to show that there are only two nonequivalent simple superselection sectors, namely
the vacuum 7y and the type Z excitation mz. We will show this by using the machinery developed
in [20, §3] with an argument analogous to the one in [20, §4]. To do so, we will need to show that
there exists a relation A; < As on cones Aj, Ao along the boundary such that if this relation is
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satisfied, then there exists a type I factor A such that Ry, € N C Rp,. This property is called
the distal split property [18, Def. 5.1].

Definition 11.1 ([18]). Let Aj, A2 C B be cones along the boundary. We say A; < Ag if A; C Ay
and if a star or plaquette is contained in A; U A§, then this star or plaquette is either contained in
Al or Ag

Using Haag duality, there is a quick argument to show that if Ay < Ao, then there exists a type
I factor N such that Ry, € N C Ry,, which proves that wy satisfies the distal split property (see
[18, Thm. 5.2]). However, in order to apply the argument in [20, §4], we will need to adapt the
more direct proof found in [19, §4] to the case of toric code with boundary. The following proof
closely mirrors the one in [19, §4] but is modified as appropriate for our setting.

We fix A, Ay cones along the boundary such that A; < Ay. We let Ag := AT U Ay. We fix two
vertex sites v; on the boundary of A; and vy on the boundary of Ay, and we fix a path 4° from v,
to vo contained in Ag. In addition, we let S denote the collection of vertices and faces whose stars
and plaquettes are contained in Ag. If S is nonempty, we fix a vertex v € S and a face p € S. We
fix paths 75 and 75 contained in A from v and p respectively to the boundary of A;. Furthermore,
for any s € S\ {v,p}, we fix a path 5 of the appropriate type from s to ¥ or p contained in

Ag. We let Fy = {Ffb} U{ly, : s € S}. Furthermore, we define §o = {I'1---T'y, : I'; € Fo},
Sa, = AT Ty : Ty € Fpy }, and §ag = {Fl R A S ng}. We now define
Ho = span Fof2 C H.
We have the following lemma, which is analogous to [19, Lem. 4.3].
Lemma 11.2. We have that span S’AISO&\SQ is dense in H.

Proof. We follow the proof of [19, Lem. 4.3], modifying it to fit our setting. For clarity, we include
the full argument. Note that by Lemma 10.2, it suffices to show that if " is a product of (finite)
path operators, then there exists I'y € §a,, = $o, and T'y € %Ag such that I'QQ = FlfFQQ.
Furthermore, since any two path operators either commute or anti-commute, it suffices to assume
that I' is actually a single path operator I'y of type X or Z. Note that if +y is a closed loop or a path of
type X starting and ending on the boundary, then I'y is a product of star or plaquette operators and
thus I'yQ2 = Q. Hence, we may assume that this is not the case, i.e., that v generates an excitation
at one or both endpoints. We first assume that + generates excitations at both endpoints, i.e., v is
not a path of type X starting on the boundary. If both endpoints of v lie in A; and its boundary or
in A§ and its boundary, then these endpoints can be joined by a path 4/ contained in A; or A§, and
Q2 =T, € Fa,FoSacE2. On the other hand, if both these endpoints lie in S, then letting s; and
s2 denote the endpoints of 7, we have that I'\Q2 = T'y, T, Q if 51,50 ¢ {v,p} and [',QQ =T, Q if
so € {v,p}. Hence I'yQ2 € Fo? if both endpoints of v are in Ag. If one endpoint of + lies in S and
one lies in Ay or its boundary, we let s; denote the endpoint in Ay and ss denote the endpoint in
Ai. In this case, we can get from s; to sp by taking ~s,, followed by v5 or 75 depending on the
type of v, followed by a path in A; from the Aj-boundary endpoint of 75 or v5 to s3. The product
I of these path operators then lives in §o§a, and I'Q = I, Q.

To handle the remaining cases where v generates excitations at both endpoints, we must handle
the cases where ~y is type Z and where ~ is type X differently. First, suppose one endpoint of ~ is
in A; or its boundary and one is in A§ or its boundary. If 7 is type Z, we can get from one endpoint
to the other by taking 7° along with paths in A; and A§ from the endpoints of 4 to the endpoints
of 7. The product I of these path operators then lives in {S’AISO&\S and I'Q) = I',€Q. On the other
hand, if ~ is type X, we can take paths in A; and in A§ from the endpoints of v to the boundary.
The product I'" of these path operators then lives in F,§ AS and [V = ', since I’ I, is the path
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operator for a path of type X starting and ending at the boundary. Lastly, suppose one endpoint
(denoted s1) of v lies in S and the other (denoted s2) lies in A§ or its boundary. If ~y is type Z, we
can connect s; and s as follows: we take s, , followed by 4, followed by a path in A; from the
A1-boundary endpoint of 45 to the Aj-boundary endpoint of 4°, followed by ~?, followed by a path
in A§ from the As-boundary endpoint of 7% to so. The product I' of these path operators then lives
in §a,FoSag and I'Q =T,Q. If v is type X, we can take a path from sy to the boundary that is
contained in A§, and we can construct a path from s; to the boundary by taking -s,, followed by
7p, followed by a path from the Aj-boundary endpoint of v5 to the actual boundary. The product
I of these path operators then lives in Fa, 5o Ag and I"Q = I',Q. This takes care of all possible
cases where v generates excitations at both endpoints.

Finally, we suppose that « is a path of type X starting at the boundary. If the non-boundary
endpoint of  lies in A; or A§ or the boundary of A; or A§, we can take a path 4/ from the non-
boundary endpoint of v to the boundary that is entirely contained in A; or in A§, and I',Q2 =
[/ € §a,Fo5acE2. On the other hand, if the non-boundary endpoint s of « lies in S, we can get
from s to the boundary as follows: we take s, followed by 75, followed by a path in Ay from the
Aq-boundary endpoint of 45 to the actual boundary. The product I' of these path operators then
lives in §a, o and I'Q2 = T, Q. O

We now wish to construct a unitary map U: H — Ha, @ Hpag ® Ho. Note that by Lemma 11.2,
it will suffice to define U for vectors in span SAlg()SAgQ. It € 8, 2 € 31\5’ and T € To, we say
that [1TT9€ is in canonical form, as in [19).

Lemma 11.3. We have a well-defined unitary map U: H — Ha, @ Hag @ Ho, given on vectors in
canonical form by

UT1IT2Q == T'1Q @ T'Q @ L. (11.4)

Proof. We follow the proof of [19, Lem. 4.4], modifying it as appropriate for our setting. For clarity,
we present the full argument. First, observe that (11.4) uniquely determines U by Lemma 11.2. We
show that U is an isometry, which will imply that U is well-defined. To show that U is an isometry,
it suffices by Lemma 11.2 to show that for all n; = T2 and Ny = I"IFT’ZQ in canonical form,
then (ny|n2) = <UT]1|UT]2> Let np = Flffgﬂ and 79 = F’f I',Q be in canonical form. First,
suppose that r #* +T". In that case there exists a star or plaquette operator that anti-commutes
with one of ' and I and commutes with the other, so wo(I‘*F/ ) = 0 by Lemma 4.1 and hence
(Un|Un2) = 0. We show that (ni|n2) = 0. If there exists a star or plaquette contained in Ag
that anti-commutes with exactly one of ' and I", then (n1|n2) = 0 by Lemma 4.1, since this star
or plaquette operator commutes with all operators in §a, and §ag. Now, suppose the only star
and plaquette operators that anti-commute with exactly one of T and TV live in Sa, Or § A In

that case, the path operator I‘g, is a factor in exactly one of T and TV , say f, since FlfFQQ and

F'IFT’QQ are in canonical form. We then have that the operator ' IT, gives an odd number of
type Z excitations in A; (and in A§ as well). However, I'| T 5 gives an even number of type Z
excitations in each of these regions. Hence there exists a star operator that anti-commutes with
exactly one of [Ty and F’lf’ by s0 (mn2) = 0.

We now consider the case where I' = +I". Without loss of generality, we may assume that
[ = T". In that case, we must show that

wo(MTTIT3T5) = wo (7T Jwo (T5T5).
Note that since A; < Ag, a star or plaquette operator cannot anti-commute both with a path

operator in Fj, and with a path operator in Fjs. Thus, if there is a star or plaquette operator

that anti-commutes with exactly one of I'; and I'}, then both sides of the above equation are zero
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as this path operator must commute with I'y and I'y. Similarly, both sides of the above equation
are zero if there is a star or plaquette operator that anti-commutes with exactly one of I'y and I'%.
If there are no such star and plaquette operators, then I'{T"} and I'I", commute with all star and
plaquette operators, so they are, up to sign, the product of star and plaquette operators. Hence in
this case, wo(I T I5T%) = +£1 and wo (I3 )wo(I'50%) = £1, with the signs being the same.
Finally, the image of U is clearly dense in Ha, @ Hag ® Ho, so U is a unitary. O

We will now show that the distal split property holds for wg by explicitly constructing a type
I factor N such that Ry, € N C Rp,. To do so, we will show that URA,U* acts solely on the
first factor of Hp, ® Hag ® Ho and URAgU™ acts solely on the second factor, a result that will be
important for obtaining a bound on the number of nonequivalent simple superselection sectors.

Proposition 11.5. Let U: H — Ha, ® Hag ® Ho be as in Lemma 11.5. Then we have that
URNMU" =Rp, Pay @IRT and URNU™ = I @ RagPag ® I, where Py, and Pag are the projections
onto Hp, and Hag respectively.

Proof. This proof is identical to an argument in the proof of [19, Thm. 4.5], but we repeat it here
for convience. First note that Ry, Ha, € Ha, by Lemma 10.3, and similarly RasHag C Hag.
Hence Py, € R;h and Ppg € R/Ag We show that URA,U* = Rp, Py, ® I ® I; the other result
follows by an analogous argument. To show this, it suffices to show that UAU* = APy, ® I ® I for
all A€ Rp,. Let A€ Rp,. Then by a density argument, it suffices to show that

UAU*(n@TQ® Q) = Ap@TQ @0

for all € Hp,, I € Fag, and T € Fo. Let n € Ha,, I € Fag, and T’ € Fo. Then U*(n@ Qe Q) =
an by the definition of U. Furthermore, since A € Rj,, we have by locality that A commutes
with I and T, and since Rp,Ha, € Ha,, we have that UI'TAn = An @ I'Q ® I'Q2. Thus, we have
that

UAU*(n®@TQ®'Q) = UAITy = UTTAn = Anp @ TQ @ TN, O

At this point, the distal split property follows from Proposition 11.5 by an argument in the proof
of [19, Thm. 4.5].

Theorem 11.6. Let U: H — Ha, @ Hag ® Ho be as in Lemma 11.3. Then the type I factor
N =U*(B(Ho) @ I @ I)U satisfies that Ry, TN C Ra,.

12. BOUNDING THE NUMBER OF EXCITATIONS

In this section, we show that the number of nonisomorphic simple superselection sectors is at
most 2, and hence is equal to 2 since we have already constructed two distinct such sectors (the
vacuum and 7%). By simple, we mean that End(7) = C, where again End(7) denotes the space
self-intertwiners of 7 (the endomorphisms of 7 in the category A(A)). We use the approach in [20].
Following [20], we let C? be the collection of subsets of B of the form A; U Ag, where Ay and A
are (disjoint) cones along the boundary such that there exists a cone A along the boundary with
A1 < A and Ay C A¢ (see Figure 12). Note that by the distal split property, if = = A; U Ay € C?,
with A1 and Az disjoint cones as just described, then Rz = Ra, VRA, = Ra, ®Ra,. For = € C?, we
define Rz = RL.. Since mp is an irreducible representation, the proof of [20, Lem. 3.2] still applies

here to give that R= C 7%5 is an irreducible subfactor. Note that for any subfactor 91 C 91 with a
normal conditional expectation £: 9 — I, we can define the Kosaki-Longo index [16, Thm. 4.1]
by [ : N]e = A~L, where

A=sup{r>0:&(X)>rX forall X e M }.
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FIGURE 12. The gray shaded regions depict a region = € C2. The top gray shaded
region is a cone Aj along the boundary, and the cyan shaded region depicts the set
AN A§, where A is a cone along the boundary with A; < A. The bottom shaded
region depicts a cone Ay C A¢ along the boundary.

(Note that if A = 0, then [T : N]g = c0.) We let [ : N] = infg[M : Ng; if [ : N] < oo, there
is a unique normal conditional expectation such that [90t : N]g = [ : N] [16, Thm. 5.5]. We now
define yu := infzce2[Rz : Rz]. By the argument used in the proof of [11, Lem. 13], we have the
following result.

Proposition 12.1. The number of nonisomorphic simple superselection sectors for toric code with
boundary is bounded above by L.

We now wish to show that for all 2 € €2, [Rz : Rz] = 2. This will show that 1 = 2 and hence
that there are at most 2 nonisomorphic simple superselection sectors. To show this, we follow the
proof in [20, §4], modifying it to fit our setting. Let = € C2. In order to show that [Rz : Rz] = 2,
we will show that ﬁg is given by a crossed product of Rz with Z/27Z. Proving this fact requires
several steps. Since Z € C?, Z = Aj U Ay, where A; and A, are (disjoint) cones along the boundary
such that there exists a cone A along the boundary with Ay < A and As C A°. We let V be a
unitary intertwiner between two type Z superselection sectors, one in Ay and one in As, satisfying
the conditions of Proposition 6.1. Recall that V = lim" 7 F% l}i : F% , where v! and 4?2 are infinite
paths of type Z with 1 C Ay and 42 C Ag, 4! and 42 are the first n bonds of 4! and 4?2 respectively,
and (7,) is a sequence of paths from the nth vertex of 4! to the nth vertex of 42 such that the
distance from Fn to the starting sites of ¥' and 42 goes to infinity. The main step in proving that
Rz is given by a crossed product of Rz with Z/27Z is the following lemma.

Lemma 12.2. We have that Rz = Rz V {V}.
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For ease of notation, we write A := Rz V {V} for the remainder of this section. We also write
B := R=c. Note that A C B’ by locality and by the fact that every local operator in 2((Z°) eventually
commutes with Ff Ff I'4,. Hence in order to prove Lemma 12.2, it remains to show that B’ C A.
The proof of this will be similar to the proof of Haag duality in §10. Like with the proof of Haag
duality, we will proceed by restricting to a subspace of H. In particular, we consider the subspace
Hz = AQ. We now fix a path vz from a Vertex site entirely contained in Aj to a vertex site entirely
contained in Ay. (By “entirely contained in” we mean that the star at the vertex is contained in
the cone.) As before, we let F= be the collection of all path operators corresponding to paths in =.
We also define Fz := Fz U {F%Z}. Similarly, we have

SEI:{Fl"'FnZFiEfE}, SECZZ{Fl‘-'FnZFiEIEC}, S’gz{I‘lanlE]:g}

We now describe a useful dense subspace of Hz, which is an analogue of [20, Lem. 4.4].

Lemma 12.3. The space span§=£ is a dense subspace of H=. In fact, we have that
=0 ={TV'Q:T € §=,i € {0,1}}. (12.4)

Proof. We follow the proof of [20, Lem. 4.4], modifying it as appropriate for our setting. For
clarity, we include the full argument. We first claim that V' commutes or anti-commutes with each
I' € §=. Since §=z U {V} generates A = Rz V {V} as a von Neumann algebra, this will imply
that span {FV’Q I'e F=,i € {0, 1}} is a dense subspace of H= since V? = I. Let I' € §=. Recall
that V = Lim"oT FZ FZ"FZQ as described above. For each n € N, I’Ff Ff F22 = iFf Ff FZ T,
and since I is local thls sign eventually becomes constant. Thus, since nqult1phgat10n is geparately
WOT-continuous, I'V = £VT.

We now show that (12.4) holds. For i € {1,2}, we let 7; be a path from the starting site of v* to
the endpoint of 77 in A;. Then v, Uz U~ is a path from the starting site of ! to the starting

site of v2. By [18, Lem. 4.1], we have that VQ = Fgl FgZF%Q from which (12.4) follows. O

In order to restrict to H=, we need Hz to be an invariant subspace for A and B’. This is true,
as detailed in the following lemma.

Lemma 12.5. We have that AHz C Hs and B'H=s C H=. Furthermore, elements of B' are
uniquely determined by their restriction to Hz.

Proof. We follow the proof of [20, Lem. 4.5], modifying it to fit our setting. For clarity, we present
the argument in full. The fact that AH= C Hz is clear from the definition of H=z. We now show
that B'H= C H=. Let B € B'. Note that by Lemma 12.3, it suffices to show that BI'V‘§Q) € H= for
allT € = and i € {0,1}. Let I € §= and i € {0,1}, and let £ := I'V'Q. Note that by an argument
similar to the proof of Lemma 11.2, the space span §=zc§z{? is dense in H. Thus, in order to show
that B¢ € Hz, it is sufficient to show that (n|BE) = 0 for all n € ’H% of the form n = fo, where

Te $=c and [e S=. We let Te $=c and [ e Sz, and we set 7 == fo, not necessarily in 7-[%

First, suppose there exists a star or plaquette operator in 21(Z°) that anti-commutes with T. We
consider the case of an anti-commuting star operator As; the case of a plaquette operator is handled
analogously. Note that A; commutes with I‘V’ since A € Band I'V? € A C B'. Furthermore, A,

commutes with I since any excitations from T lie in =. Thus, since B € B’, we have that
(n|BE) = (n| BTV A,Q) = (n|A,BIV'Q) = (A,TTQ[¢) = —(TTA,Q[¢) = —(n| BE),

o (n|B§) = 0 as desired.
Now, suppose that there are no star and plaquette operators in 2((=¢) that anti-commute with I".
We claim that in this case n € Hz, so n ¢ Hz unless n = 0. Proceeding as in the proof of Lemma

10.6, we may assume that the excitations at the end of each path operator in the product Te F=e
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live on the boundary of = = A; U Ay, and that there are no paths giving no excitations (i.e., no
closed loops or paths of type X starting and ending at the boundary). A path operator giving a
pair of excitations on the boundary of A; or on the boundary of Ay acts identically on 2 to a path
operator in A(A;) or 2A(Az) giving the same excitations. Similarly, a path operator giving a single
type X excitation on the boundary of E (i.e., an operator given by a path starting at the actual
boundary) acts identically on Q to a path operator in 2((Z) giving the same excitation. A path
operator of type Z giving one excitation on the boundary of A; and one excitation on the boundary
of As acts identically on 2 to an operator given by a path with the same endpoints consisting of vz
and segments in =. Finally, a path of type X giving one excitation on the boundary of A; and one
excitation on the boundary of As acts identically on §2 to the product of two path operators, one of
which corresponds to a path in A; from the Aj-endpoint of the original path to the boundary and
the other corresponds to a path in A from the Ag-endpoint of the original path to the boundary.
Proceeding in this way, we have that ['Q = +I'Q for some I’ € $=, so

n=TTQ = +I'TQ € Hz.

Finally, we show that elements of B’ are uniquely determined by their restriction to Hz. Let
A1, Ay € B’ such that A1l = Asly.. Since span FzcF=(2 is dense in H, it suffices to show that

ATTQ = A,TTQ for all T € F=e and T' € F=. But this holds since 4; and Ay commute with all
FES;&HdFQEHgifPESg. ]

We wish to prove Lemma 12.2 using the argument in the proof of Theorem 10.1. To do so, we
need an analogue of Lemma 10.8. We let Az = APz C #(Hz) and Bz = P=BPs C #(Hz=), where
P: is the projection onto H=. Note that b;/ Lemma 12. 5 Pse A and Pz € B. We also let Az
and & , be the self—adpmt elements of A= and Bz respectlvely Lemma 12.2 will then follow | by
the proof of Theorem 10.1, once we have proven the following lemma.

Lemma 12.6. The real vector space Az ) +iBz  §) is dense in H=.

=,8a

Proof. We follow the proof of [20, Lem. 4.6], modifying it to fit our setting. For clarity, we include
the full argument. Note that by Lemma 12.3, it suffices to show that I'? € Az Q + iBz (2 and

=,5a

iTQ € A= _Q + iBz ., for all T e Sz Let T e Sz. Note that by Lemma 12.3, we have that

=,8a

['Q = TViQ for some I € §= and i € {0,1}. We let A := T'V’. By the proof of Lemma 12.3,
A*=Aor A* = —A. If A* = A, then AP\ € A= s and hence TQ = AQ € A=_ Q. On the other

=,5a
hand, if A* = —A, then iAPy € A= s and hence iTQ = iAQ € A= Sa
Now, suppose there exists a star or plaquette operator in A(Z) that anti-commutes with A. We
consider the case of an anti-commuting star operator Ag; the case of a plaquette operator is handled
similarly. We then have that iA;A is self-adjoint if A is self-adjoint and AgA is self-adjoint if 74 is

self-adjoint. In the first case, we have that

iTQ = iAQ = iAAQ = —iAAQ € A=

=,sa’

and similarly in the second case we have that Qe A= sar

It remains to consider the case where there are no star and plaquette operators in 2(Z) that
anti-commute with A. In this case, we have that any excitations generated by A must live on the
boundary of =, where we view V as generating excitations at the endpoints of the paths whose
operators converge weakly to V. For any pair of type Z excitations generated by A, we can find
a path of type Z in Z¢ that generate the same excitations. In addition, for any type X excitation
generated by A, we can find a path in Z¢ of type X starting at the boundary and ending at this
excitation. The product B € R=c of all of these path operators then generates the same excitations
as A. We claim that B is self-adjoint if and only if A is (and thus that B* = —B if and only if
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A* = —A). Since A and B commute, we have that (AB)* = A*B*. Hence the desired claim will
follow if we can show that AB is self-adjoint. Note that the operator AB does not generate any
excitations. Thus, rearranging the factors of AB if necessary, we have that all of the path operators
in AB correspond to closed loops or paths of type X starting and ending on the boundary, where
we view a path operator including a factor of V' as corresponding to an infinite loop. Note that
any finite closed loop or path of type X starting and ending on the boundary is the product of
star and plaquette operators. Hence if AB does not contain a factor of V, we have that AB is
self-adjoint. On the other hand, if AB does contain a factor of V', then AB is the weak limit of
operators that are the product of star and plaquette operators (and hence are self-adjoint). The
result then follows since the adjoint is WOT-continuous. R

Note that the operator B € R=c satisfies that B = +AQ = +£I'QQ. Hence if A* = A, then
Py\BPy € B=__ and thus

=,sa

iTQ = +iP\BP\Q € iB=_Q

=,8a" "

Similarly, 0 e iBisaQ if A* = —A, which completes the proof. O

We now wish to show that Rz V {V} is isomorphic to the crossed product of Rz under a
7./27-action implemented by V. We first claim that V implements an action of Z/27Z on R=.
Since V2 = I, it suffices to show that VR=zV C R=. To see this, observe that spanF= forms a
WOT-dense *-subalgebra of R=. As explained in the proof of Lemma 12.3, V either commutes or
anti-commutes with each operator in §=, so V(span§z)V C spanFz. The result then follows since
multiplication is separately WOT-continuous.

We now show that Rz Vv {V'} is isomorphic to the crossed product Rz x4 Z/2Z, where « is the
action of Z/27Z on Rz implemented by V.

Proposition 12.7. We have that 7%5 is isomorphic to Rz Xqo Z /27, where « is the action of /27
on Rz implemented by V. In particular, there exists a x-isomorphism ®: Rz X Z/27 — Rz such
that ®(Rz) = Rz. Furthermore, o is an outer action on Rz.

Proof. We follow the proof of [20, Lem. 4.7], with modifications to fit our setting. For clarity, we
include the full argument. Note that viewing H ® (?(Z/27) = H & H, we can view Rz X, Z/27 C
B(H @ (*(Z/27)) as consisting of operators of the following form [10, Def. 13.1.3]:

([ Ri  RyzV
X_<RZV R1>' (12.8)

We define a map ®: Rz x4 Z/27 — 7%5 by ®(X) = Ry + RzV. Note that ® is a *-homomorphism
since V' implements the action a: Z/27 — Rz. Furthermore, ®(Rz) = Rz, when we view Rz C
Rz Mo Z/27Z in the canonical way. We also have that ® is normal. Indeed, suppose ¢: 7/55 — Cis
a normal state on Rz. Then there exists a sequence (£,) of vectors in  such that ||&,]|2 = 1 and
o => (]| &). Welet n, =& @0 and 7, =&, ® &, and we consider the normal state 1) on
Rz Xqo Z/27 given by ¢ =Y (nn| - n). Then we have that for all X € Rz x4 Z/2Z as in (12.8),

W(X) =D (0l XTi) = D (&l (Rr + RzV)én) = 9(2(X)).
n n
Hence ¢ o ® is a normal state on Rz X, Z/27Z, so ® is normal.

Since @ is a normal *-homomorphism, ®(Rz X4 Z/27Z) is a von Neumann algebra, which contains
both Rz and V. Thus, since R= = Rz V {V'} by Lemma 12.2, we have that ®(Rg x Z/2Z) = R=.
In order to show that ®: Rz Xy Z/27 — 7/—\;,5 is an isomorphism, therefore, it remains to show that
® is injective.
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To show injectivity of ®, we use the unitary decomposition of H described in Lemma 11.3. Recall
that = = Ay U Ay, where there exists A a cone along the boundary with A; < A and As C A¢. By
Lemma 11.3, we have a well-defined unitary U: H — Ha, ® Hae @ Ho given by

UT TT.Q = T10 0T, 2T

for I't € §a,, ' € Fae, and = $o. Here Hop and §g are as defined in §11. Furthermore, since
Ra, € Rae, we have by Proposition 11.5 that URA, U™ acts only on the #,, tensor factor and
URA,U* acts only on the Hp, tensor factor. Note that since Rz = Ra, V Ra,, we have that
URzU* = URA,U* @ URA,U*. Thus, UR=U™ acts only on Ha, ® Hae. For ease of notation, we
let K :=Hp, @ Hae.

We recall from §11 that one of the path operators generating o corresponds to a path 4 of type
Z in AN A{ from a site on the boundary of A; to a site on the boundary of A. Without loss of
generality, we may assume that v° = vz N (A N A§), where 77 is the path defined earlier in this
section. Note that & := Q and &7 = Fbe are orthogonal vectors in Hy. For k € {I,Z}, we define
P, =1 ® |&){&k|. Observe that P, commutes with URA,U* and URp,U* and thus commutes
with URzU* = URA, U* @ URA,U™.

Now, suppose X € Rz X4 Z/2Z is as described in (12.8). We then have that for k € {I, Z},

PU(X)U" = PLUR; + RzV)U* =UR;U*P, + URzU*P,UVU".

We claim that for all n € IC, P,UVU*(n ® Q) = 6, zUVU*(n ® ). By continuity, it suffices to
consider the case where n = I''Q? ® I'xQ2 for some I'y € §p, and 'y € 3,\5. Let I'y € §a, and
I'y € 31\5, and let 7 := ['1Q 9. Recall from the proof of Lemma 12.3 that VQ = FfiFfZF%Q for
some paths 7} in A; and 74 in Ag. Using that 4* = 77 N (AN A$), we have that VQ = F%Ffbf‘%ﬁ
for some paths 71 in Ay and 72 in A¢. Thus, since V either commutes or anti-commutes with each
path operator, we have that

UVU*(n© Q) = UVT1T2Q = +UT TV Q = £UT Tl T4 T 0

= +UT T T4 5T, 0 = 40105 Q @ Tol 7 Q @ TZ,0.

We thus have that P,UVU*(n ® Q) = 6, zUVU*(n ® ), as desired.

Now, suppose ®(X) = 0. Then for each k € {I, Z}, we have that P,U®(X)U* = 0. In particular,
we have that for all n € IC,

0=PUPX)U"(n@Q)=URUPI(n®0)+UR;U*PIUVU*(n®N) =URU*(n® Q).

Since UR;U* only acts on K (and not on the factor of Hyp), we have that UR;U* = 0 and hence
R; = 0. Similarly, we have that for all n € K,

0=PUPX)U"(n®Q) =URU*Pz(n® Q)+ URzU*P,UVU*(n®N) =URZVU*(n® ).
We wish to conclude that URzU* = 0, which will complete the proof. To see this, it suffices to
show that URzU*(I'Q2 @ ' ® Fbe) =0 for all I'; € §, and 'y € Fac, by density and the fact
that URzU* only acts on K. Let I'y € §p, and I'y € Fpae. We let 71 and 2 be paths in A; and A€
respectively so that VQ = F,% Ffbf‘%ﬁ. Furthermore, we let n = Flfglﬁ ® F2F§2Q € K. Then by

1
the argument in the preceding paragraph, we have that

UVU*(n@Q) = 4T10 @ T e T49.
Thus, we have that
0=URzVU*(n®Q) = +URzU*(T1Q @ T2Q @ T%,Q),

as desired.
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To show that « is an outer action on Rz, it suffices to show that V' ¢ Rz, since « is implemented
by V. We show this by showing that there exists an operator in #(H) that commutes with Rz but
not V. Recall that U* P;U commutes with R=. However, U* P;U does not commute with V. Indeed,
for nonzero n € KC, PrlUVU*(n® Q) = 0, but Pr(n® ) = n® Q and hence UVU*Pr(n @ Q) # 0
since V is a unitary. Thus V ¢ Rz, so « is outer. O

It is a well-known fact from subfactor theory that [Rz x4 Z/2Z : Rz] = 2 for an outer action a.
Thus, Proposition 12.7 along with Proposition 12.1 gives the following result.

Theorem 12.9. There are exactly two nonisomorphic simple superselection sectors for toric code
with boundary.

Proof. By Proposition 12.7, u = 2, since [735 : Rz] = 2 for all = € C2. Hence, by Proposition 12.1,
there are at most two nonisomorphic simple superselection sectors for toric code with boundary.
We have that there are exactly two such sectors, since by Theorem 5.8, there exist two such sectors
(namely the vacuum and the type Z sector 7%). O
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