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A B S T R A C T

Additive manufacturing (AM) is known to generate large magnitudes of residual stresses (RS) within builds due
to steep and localized thermal gradients. In the current state of commercial AM technology, manufacturers
generally perform heat treatments in effort to reduce the generated RS and its detrimental effects on part
distortion and in-service failure. Computational models that effectively simulate the deposition process can
provide valuable insights to improve RS distributions. Accordingly, it is common to employ Computational
fluid dynamics (CFD) models or finite element (FE) models. While CFD can predict geometric and thermal-
fluid behavior, it cannot predict the structural response (e.g., stress–strain) behavior. On the other hand, an FE
model can predict mechanical behavior, but it lacks the ability to predict geometric and fluid behavior. Thus,
an effectively integrated thermofluidic–thermomechanical modeling framework that exploits the benefits of
both techniques while avoiding their respective limitations can offer valuable predictive capability for AM
processes. In contrast to previously published efforts, the work herein describes a one-way coupled CFD-
FEA framework that abandons major simplifying assumptions, such as geometric steady-state conditions,
the absence of material plasticity, and the lack of detailed RS evolution/accumulation during deposition,
as well as insufficient validation of results. The presented framework is demonstrated for a directed energy
deposition (DED) process, and experiments are performed to validate the predicted geometry and RS profile.
Both single- and double-layer stainless steel 316L builds are considered. Geometric data is acquired via 3D
optical surface scans and X-ray micro-computed tomography, and residual stress is measured using neutron
diffraction (ND). Comparisons between the simulations and measurements reveal that the described CFD-FEA
framework is effective in capturing the coupled thermomechanical and thermofluidic behaviors of the DED
process. The methodology presented is extensible to other metal AM processes, including power bed fusion
and wire-feed-based AM.
1. Introduction

It is well known that metal additive manufacturing (AM) induces
high residual stresses (RS) within fabricated parts due to the steep
thermal gradients, which contribute to excessive distortion and/or
crack formation, resulting in large number of parts that fail to meet
desired specifications [1–7]. The current state of AM technology, there-
fore, necessitates most manufacturing industries to oversize AM builds,
perform heat-treatments to reduce the developed RS, and then apply
conventional subtractive (machining) processes to achieve the desired
final part attributes [8], especially in the aerospace industry [9–13].

∗ Corresponding author.
E-mail address: arif.malik@utdallas.edu (A. Malik).

1 Now with Oak Ridge National Laboratory.

With an aim towards improving AM processes, suitably formulated
numerical models can help elucidate the underlying material behaviors
that occur during deposition/melting/fusion that cannot be observed
experimentally [14–17]. A more detailed technical understanding of
AM processes, obtained through such improved prediction capability,
can also lead to higher quality manufacturing and enhanced pro-
ductivity [18–20]. Recent interests have also increased in optimizing
build free-form topology and process specifications [21,22], as well as
employing artificial intelligence and machine learning to AM [23–26].

Early numerical models of AM evolved from welding models
[34], that exhibit similar geometric and thermal behavior during
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Table 1
Summary of relevant literature employing coupled thermofluidic–thermomechanical simulations of AM.
Authors (Year) Summary of investigation, key findings, and simplifications relevant to present work

Jamshidinia et al. (2013) [27] ∙ Modeled electron beam melting AM process using a one-way coupled
thermofluidic-thermomechanical technique to study the effects of beam scan speed
on the thermal stress developed.
∙ Ti-6Al-4V was used as the material.
∙ Considered the effects of molten material flow.
∙ Thermal prediction from the CFD model was mapped on to the FEA model.
∙ Showed that stress evolves continuously due to non-uniform thermal evolution.
∙ Cooling rate was found to be the dominant parameter that influences the induced
stress.
∙ A simple, fixed rectangular geometry was used.

Cheon et al. (2016) [28] ∙ Modeled gas metal arc welding process to predict solid phase distribution due to
variable cooling rates based on continuous cooling transformation diagram.
∙ AH36 steel was used as the material.
∙ Experimentally measured thermal data used to validate thermofluidic model.
∙ The final-time thermal profile from CFD simulation was mapped on to the FEA
mesh to simulate cooling process and consequent material hardness.
∙ Discussed the importance of well calibrated thermal boundary conditions.
∙ RS developed during the deposition process was not studied.

Mukherjee et al. (2017) [29] ∙ A heat-transfer and fluid flow model was linked to Abaqus® FEA to predict RS.
∙ DED of Inconel 718 and Ti-6Al-4V were studied.
∙ Geometric evolution of the build was not considered.
∙ Temperature evolution was validated with experiments.
∙ The predicted RS was compared with published experimental measurements.
∙ Ti-6Al-4V component generated larger magnitudes of RS compared to Inconel 718.
∙ Layer thickness and laser heat input were found to influence RS development.

Bailey et al. (2017) [30] ∙ Laser direct deposition of H13 steel was modeled by coupling an in-house coded
CFD technique with Abaqus® FEA.
∙ Geometry based validation of CFD model was performed.
∙ Investigated solid phase transformation and RS development.
∙ Results were validated against hardness measurements and X-ray diffraction RS
measurements.
∙ Geometry evolution during the build was simplified using steady-state assumptions.
∙ Deactivated the melt-pool elements claiming they did not participate in RS
development.
∙ Modeled a smaller simulation domain compared to experiment.

Chen and Yan (2020) [31] ∙ Modeled electron beam melting AM of Ti-6Al-4V using a one-way coupled
thermofluidic-thermomechanical framework.
∙ Quiet element approach was employed in the thermo-mechanical simulation to
capture geometry evolution resulting from the thermofluidic model.
∙ Results from the coupled framework were compared with FEA thermomechanical
simulation to show agreement in RS prediction.
∙ Activation of elements at room temp resulted in unrealistic expansion of material
during temperature mapping.
∙ Assumed linear elastic material behavior although predicted stress exceeds well
beyond the yield strength of the material.

Beghini et al. (2021) [32] ∙ Simulated DED AM process of stainless steel (SS) 304L using a one-way coupled
thermofluidic-thermomechanical method.
∙ A CFD-Level set technique considering all forms of heat transfer was employed to
predict thermal behavior.
∙ CFD-FEA coupling was achieved by direct meshing and mapping algorithms.
∙ Considered effect of particle impingement.
∙ FE mesh conformed to the smooth geometry.
∙ Interpolation and mapping performed between CFD and FEA, as well as between
each step of FEA.
∙ Comparison with pure thermomechanical model showed importance of geometry
evolution in stress development.

Liang et al. (2021) [33] ∙ A laser-based wire feed AM of Ti-6Al-4V was modeled to analyze RS development,
via one-way coupled thermofluidic-thermomechanical model.
∙ The geometry evolution was captured by a custom meshing algorithm to reduce
computational cost.
∙ Considered the effects of particle impingement.
∙ Concentration of stress was found at the center and towards the corners of the
bead.
∙ Build geometry found to significantly influence stress magnitudes.
deposition/building process [35]. Finite element analysis (FEA) has
been extensively used in the past to predict the evolution of RS and part
distortion during and after the build. Hussein et al. [36] developed an
FEA model to simulate a selective laser melting (SLM) process wherein
a moving Gaussian distributed heat source was used to predict thermal
behavior that was subsequently mapped into a mechanical model to
2

predict RS. A similar approach was followed by Farahmand and Kovace-
vic [37], wherein an X-ray diffraction RS measurement technique was
employed to validate the model. In 2015, Heigel et al. [38] developed
an improved formulation by applying Goldak et al.’s double ellipsoid
heating model [39], combined with an element activation/deactivation
technique to simulate a directed energy deposition (DED) process.
Based on comparison with experimental RS measurement, it was found
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Fig. 1. (a) DED setup used to manufacture single- and double-layer samples. (b) DED AM deposition process. (c) Single- and double-layer printed specimens with dimensions.

t
F
o
d
t
e
e
w
c

t
t
a
p
d
t
T
m
D
f
e

c
m
c
t
d
i

a
h

c
s
p
F
s
(
f
5

hat well-calibrated thermal conditions were necessary for accurate
S prediction. Subsequently, similar approaches were employed to
imulate electron beam melting [40], DED [41], and direct metal laser
intering [42]. In 2019, Li et al. [43] incorporated a mesh coarsening
algorithm to this same type of approach to improve computational effi-
ciency, while Tan et al. [44] considered phase change effects during the
build to elucidate their influences on RS. Additionally, Nagaraja et al.
in 2022 simulated the mitigation of tensile RS developed via DED by
inducing compressive RS into the build using an ultrasonic nanocrystal
surface modification technique [45]. Numerous other modeling efforts
have been published previously to investigate metal deposition [46].
While the aforementioned finite element based studies were capable
of predicting RS with sufficient accuracy, they lacked the ability to
capture complex generic geometries as well as material behavior at
high temperatures that aligns more closely with experimental data and
observations.

Significant developments in simulating the AM process have also
been made by employing computational fluid dynamics (CFD), which
is formulated to solve mass, momentum, and energy conservation equa-
tions. CFD has advantages in predicting rapidly evolving geometries
that are accompanied by significant mass and heat transfer during the
flow of molten material. Given the capability of CFD to account for fluid
flow and phase changes, complex phenomena such as the Marangoni ef-
fect [47], balling, and denudation [48] can be predicted and accounted
for during AM process simulations. Modeling the deposition of func-
tionally graded material has also been demonstrated using CFD [49].
It has been shown that melt pool geometry and the corresponding
heat transfer characteristics are sensitive to various factors [50,51].
To track and attain the free surface geometry in CFD models, either
level set [52] or volume of fluid (VOF) [53] techniques are commonly
used. The CFD – VOF technique has been demonstrated previously for
both 2D and 3D AM models [54–56]. The CFD technique, however,
lacks the ability to predict the mechanical response of the material,
i.e., RS evolution and its effects on part distortion during the build
process. Moreover, the overall thermomechanical and thermofluidic
phenomena in AM are coupled, requiring their simultaneous (or at
least pseudo-simultaneous) consideration. In light of this, a model that
suitably couples the CFD and FEA physics can substantially improve
the predictive capability. Table 1 summarizes the prior models and
nvestigations aimed at coupling CFD and FEA for application to AM
rocesses.
Although, as seen in Table 1, several publications involved frame-

orks that indeed couple the CFD and FEA formulations, the studies
ither lacked appropriate modeling techniques, resorted to simplifying
ssumptions, or neglected to include adequate validation of the results.
or example, the research in [27,28,30] did not appropriately consider
ny temporally evolving geometry, while [28] describes a mapping of
3

d

he final-time thermal profile, obtained from CFD simulation, onto an
EA mesh to predict the residual stress during cooling, but it completely
verlooked the RS evolution and accumulation taking place during the
eposition process. Chen and Yan [31] assumed the material behavior
o be purely elastic, thereby ignoring elastic–plastic behavior typically
vident during cooling, even though the predicted stress in their work
xceeded the yield strength of the material. Moreover, other than the
ork of Bailey et al. [30], none of those listed in Table 1 provide any
omparison of their predicted RS to experimentally obtained results.

In light of the limitations of the prior studies, in this work a
emporally-continuous, one-way coupled CFD-FEA model is developed
o capture the thermofluidic and thermomechanical material behaviors,
s it is applied to DED builds involving SS 316L material. Appropriately
rescribed thermal boundary conditions, material constitutive model
escriptions, and well-established mapping techniques (for tempera-
ure) are applied to overcome the limitations contained in the prior art.
he predicted geometry and RS are subsequently compared with experi-
ental measurements for validation. It is important to note that while a
ED case study with SS 316L is included in this work, the demonstrated
ramework is extensible to other alloys and AM technologies such as
lectron beam melting, selective laser melting/sintering, etc.

Accordingly, the experimental work, which includes the DED pro-
ess as well as the subsequent surface topography and RS measure-
ents, is discussed in Section 2. Described in Section 3 is the one-way
oupled thermofluidic-thermomechanical framework. A comparison of
he demonstrated model’s predictions with the experimentally acquired
ata is presented in Section 4. A summary of the work, and its findings,
s given in the Conclusions in Section 5.

2. Experiment description

2.1. Directed energy deposition of SS 316L

Single- and a double-layer (bi-directional scan), single-bead DED
builds with SS 316L are printed atop substrates of the same material
(38 mm × 13 mm × 6 mm size), as shown in Fig. 1. The beads are
pproximately 27.4 mm long and 2.7 mm wide with measured bead
eights of 0.84 mm and 1.86 mm, respectively.
The DED process is performed inside an enclosed chamber with a

ontinuous flow of Argon carrier gas, that also provides the necessary
hielding environment. A powder feed rate of 6 g/min of SS 316L
articles that vary in size from 45 to 120 μm in diameter is supplied.
or the first bead, a laser power of 600 W is applied, and for the
econd bead (double-layer build) the laser power is reduced to 300 W
to maintain similar thermal input compensating for heat accumulation
rom printing the first layer and to avoid unnecessary defects [49,57–
9]). The laser scan speed is 127 mm/min (or 5 inch/min), with a spot
iameter of 2 mm. Table 2 summarizes the DED process parameters.
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Fig. 2. (a) Depiction of longitudinal midplane (Section A-A) and transverse midplane (Section B-B) on a DED sample. (b) Photograph of the 𝑑0 sample used in ND experiment to
btain stress-free lattice spacing, obtained at Section A-A. (c) Depiction of the incident and reflected beams in ND technique, showing the ∼1 mm3 gage volume.
r

Table 2
Process parameters used for DED.
Parameter Value

SS 316L powder particle diameter 45–120 μm
Powder feed rate 6 g/min
Laser power – 1st layer 600 W
Laser power – 2nd layer 300 W
Laser scan speed 127 mm/min
Laser spot diameter 2 mm
Bead length 27.4 mm

2.2. X-ray micro computed tomography and 3D surface topography scans

The build surface topography, of both specimens, is obtained using
a 3D surface scanner (EinScan Pro 2X Plus) with a scanning accuracy
of 40 μm. To assess the presence of internal voids (or porosities) present
within the builds, X-ray μCT scans are performed on a Nikon C1 system
ith a scanning energy level of 185 kV at 62 μA current, and a cubic

voxel size of 17.947 μm. 3D surface topography, acquired via the surface
scanner, and cross-sectional images from the reconstructed μCT scan
are presented and discussed later in Section 4, Fig. 8, along with a
comparison to the topography predicted by the demonstrated modeling
framework. Additionally, the X-ray μCT machine and cross-section
images of the reconstructed μCT results of the single- and double-
layer builds are presented in the appendix of this article (Appendix A,
Figs. A.19 and A.20).

2.3. Neutron diffraction residual stress measurement

To determine the residual stress developed due to the DED pro-
cess, neutron diffraction (ND) measurements are performed at several
locations within the build and substrate regions. The measurements
are conducted on the MPISI neutron diffractometer at the SAFARI-1
research reactor. Venter et al. (2018) [60] provided details regarding
the MPISI neutron diffractometer configuration parameters. The ND
measurement setup utilizes a gage volume of approximately 1 mm3,
shown in Fig. 2(c), to obtain diffraction patterns, which are subse-
quently used to measure lattice spacing, 𝑑. Consequently, the lattice
spacing at a given measurement location is considered to be the average
(or aggregate) value of atomic spacings within its respective gage
volume.

A calibration sample, or 𝑑0 sample as shown in Fig. 2(b), is obtained
for each build configuration by extracting a 0.7 mm thick section,
located approximately at the lengthwise center of the build, using
wire electrical discharge machining (EDM) to mitigate cutting-induced
effects that may influence the stress-free lattice spacing. Due to near
plane-stress condition, the longitudinal (Y) component of stress in the
𝑑0 samples will reduce to a negligible magnitude, thus enabling esti-
mation of the stress-free lattice spacing, 𝑑0. Note that further reduction
in thickness of the 𝑑0 samples below 0.7 mm, while ideal to better
emulate plane stress, was not performed so as to avoid excessive sample
4

warpage that would impede measurement feasibility. Next, the stressed
and stress-free lattice spacings are used to calculate the local strain in
the material, using Eq. (1).

𝜀 =
𝑑 − 𝑑0
𝑑0

, (1)

where, ε is the strain, and 𝑑−𝑑0 represents the change in lattice spacing
esulting from the presence of RS within the material.

Subsequently, local RS, 𝜎, is calculated from the measured strains, ε,
using Hooke’s law, Eq. (2), where 𝐶 is the stiffness coefficient. Further
details on the measurement and calculations involved can be found
in [61].

𝜎 = 𝐶𝜀 (2)

RS measurements are performed at six locations along the intersec-
tion of X = 0 and Y = 0 planes, at Z = 0, 1 mm, 2 mm, 3 mm, 4 mm,
5 mm, and 6 mm, along the red dashed line path depicted in Fig. 2(b).
Fig. 2(c) shows the upper-most measurement gage volume (centroid
at Z = 6 mm) in the sample. It should be noted that while obtaining
additional ND measurements of RS within the DED build region would
be preferable, shifting the probed volume to a higher position than
indicated would result in reduced signal quality, thus significantly
increasing measurement error. In this work, RS at the various locations
specified are obtained via two calibration approaches: (1) For each sam-
ple, a single unique 𝑑0 value (obtained at Z = 1 mm on a substrate with
no print) is used as the stress-free lattice spacing for all measurement
locations (hereafter denoted as ‘‘𝑢𝑛𝑖𝑞𝑢𝑒 𝑑0’’); (2) For each measurement
location, the value obtained from the corresponding specific 𝑑0 sample
location is used as the stress-free lattice spacing (hereafter denoted as
‘‘𝑠𝑝𝑒𝑐𝑖𝑓 𝑖𝑐 𝑑0’’). Variation in RS between the two calibration approaches
will help reveal any influence of chemical alteration within the material
during deposition. The measured residual stresses for both single- and
double-layer samples, plotted as a function of height, Z, are presented in
Figs. 12 and 17. While the described measurements benefit from being a
non-destructive process, and its ability to provide all three components
of normal stress within the specimen depth, the process does have
some drawbacks. Its usage requires complex and fragile equipment,
the measurements are time-intensive, and error bands are relatively
large compared to non-diffraction RS measurement techniques such as
slitting.

3. Coupling the thermofluidic and thermomechanical formula-
tions

This section describes the one-way coupling framework between the
thermofluidic and thermomechanical models to simulate metal DED
AM. The CFD-VOF simulation domain is initially set up based on the
expected size of each printed specimen. DED process parameters (given
in Table 2) and temperature-dependent thermofluidic material proper-
ties (obtained from [62] for SS 316L and summarized in Table 3) are
incorporated. The thermofluidic solution is obtained using the Flow-3D
solver [63].

The CFD-VOF model (shown in Fig. 3) consists of two rectangular
domains, meshed with a grid resolution of 400 μm, stacked one on top
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Fig. 3. CFD simulation of the single-layer sample, showing instantaneous temperature
istribution.

f the other. The DED substrate is modeled as a fluid region within
he bottom domain, with thermofluidic material properties of SS 316L
ssigned. The upper free surface of the substrate is located at the
nterface between the two domains. Thus, deposition occurs in the
pper domain, which is initially defined as air at ambient temperature
293 K) and pressure (100 kPa). The side and bottom walls of the
verall domain are constrained with symmetric boundary conditions.
aterial melting, layer formation, and solidification processes that
ccur during deposition are obtained by solving the mass, momentum,
nd energy conservation equations via the finite volume approach [64–

66]. Additionally, the VOF technique [53] is used for tracking the
interfaces between fluid states. In the CFD-VOF technique, each finite
volume cell is assigned a scalar, time-dependent fluid fraction function,
𝐹 , which holds a unique value between 0 and 1 for each fluid, and
defines the overall state of the fluid in the cell. Note that the term
‘‘fluid’’ in this context is general and refers to a material definition
that can be solid, liquid or gas, and/or different constituent material.
A value of 𝐹 = 1 represents a purely fluid region, while 0 represents a
purely non-fluid region. Thus, any cell with a value lying between 0 and
1 must contain a fluid interface. The interface free surface is obtained
by solving Eq. (3) for the largest variation of 𝐹 , where t represents time,
and 𝑣 represents the velocity vector of the medium within the control
volume.
𝜕𝐹
𝜕𝑡

+ ∇ ⋅ (𝒗𝐹 ) = 0 (3)

Based on the value of 𝐹 , the mass, momentum, and energy conser-
vation equations (Eqs. (4)–(6)) are solved for each cell at each time step
to obtain the thermofluidic solution.
𝜕𝜌
𝜕𝑡

+ ∇ ⋅ (𝜌𝒗) = 0 (4)

𝜕
𝜕𝑡
(𝜌𝒗) + ∇ ⋅ (𝜌𝒗⊗ 𝑣) = −∇𝑝 + ∇ ⋅ (𝜇∇𝒗) + 𝜌𝑔 + 𝒇 (5)

𝜕
𝜕𝑡
(𝜌ℎ) + ∇ ⋅ (𝜌𝒗ℎ) + 𝑞̇ = ∇ ⋅ 𝑘∇T (6)

Here, 𝜌 is the material density, 𝑝 is the pressure, 𝜇 is the dynamic
iscosity (specified as 0.08 g/cm-s), and 𝑔 is the acceleration due to
ravity. ℎ represents the specific enthalpy, 𝑘 is the thermal conductiv-
ty, T is the temperature, and 𝑞̇ is the heat flux rate. In the momentum
quation, 𝑓 represents the forces acting due to surface tension and
arangoni effects in the melt pool as described by Eq. (7) [67,68],
iven by,

=
[

𝛾𝜅𝒏 +
𝑑𝛾
𝑑t

(∇T − 𝒏(𝒏 ⋅ ∇T))
]

|∇𝐹 |

2𝜌
𝜌𝑚𝑒𝑡𝑎𝑙 + 𝜌𝑔𝑎𝑠

, (7)

where, 𝛾 is the surface tension, 𝜅 is the curvature, 𝒏 is the surface
normal vector, and 𝜌 is the volume averaged density. The laser heat
source is modeled as a Gaussian-distributed heat source. The amount
of thermal energy induced, 𝑞̇laser , at a given radial distance, r, from the
laser spot center is given by Eq. (8).

̇ (r) =
𝜂Plaser 𝑒

(

− 2r2

R2

)

, (8)
5

laser 𝜋R2
Table 3
Temperature dependent material properties of SS 316L used in this work [62].
Property Temperature (K)

293 1000 1500 2000

Thermal conductivity (W/m K) 12 25 32 20
Specific heat (J/kg K) 490 550 680 800
Coefficient of thermal expansion (×10−5) 1.5 1.8 2.1 2.1
Density (kg/m3) 7950 7650 7380 7380
Young’s modulus (GPa) 200 150 80 50
Poisson’s ratio 0.3 0.32 0.33 0.33

where, Plaser is the laser power, R is the laser spot radius, 𝜂 is the
absorptivity of the material (0.4 for the conditions in this work), which
depends on the laser wavelength [69,70].

A powder source is defined at the starting point of deposition, from
which a stream of particles of average size 100 μm at a rate of 2500
particles/s is introduced into the simulation domain, targeted towards
the substrate surface. Nozzle geometry has been shown to influence
powder flow behavior [71], albeit not considered in this work. The
governing equation that defines the motion of particles is given by
Eq. (9).

𝑚𝑖
𝑑2𝑥
𝑑𝑡2

= 𝑭 𝑐
𝑖𝑗 + 𝑭 𝑓

𝑖 + 𝑭 𝑔
𝑖 (9)

Here, 𝑚𝑖 denotes the mass of particle 𝑖, 𝑥 denotes the translational
displacement vector, 𝑭 𝑐

𝑖𝑗 represents the contact force acting on particle
𝑖 by another particle 𝑗, or a wall. 𝑭 𝑓

𝑖 represents the drag force due to
carrier gas flow, and 𝑭 𝑔

𝑖 represents the gravitational force acting on the
particle, given by Eqs. (10) and (11).

𝑓
𝑖 = 𝑚𝑖

18𝜇𝑔𝑎𝑠
𝜌𝑝𝑑2𝑝

𝐶𝐷𝑅𝑒
24

(𝒖 − 𝒖𝑝) (10)

𝑔
𝑖 = 𝑚𝑖

𝑔(𝜌𝑝 − 𝜌𝑔)
𝜌𝑝

, (11)

where, 𝜇𝑔𝑎𝑠, 𝒖, and 𝑅𝑒, are respectively the viscosity, velocity vector,
nd Reynold’s number of the gas flow, 𝐶𝐷 is the drag coefficient,

𝒖𝑝, 𝜌𝑝, and 𝑑𝑝 are the velocity, density, and diameter of the particle,
respectively. 𝑔 is the acceleration due to gravity and 𝜌𝑔 is the density
of the carrier gas.

Since direct in-situ temperature measurements during the printing
process were not performed due to equipment availability (e.g., high-
temperature thermocouple or infrared camera), the geometry of the
final build, obtained via 3D surface scans and volumetric images from
the reconstructed μCT scan, is used as reference for calibration and
validation. The combination of both 3D surface scans and X-ray μCT
scans provides accurate external geometry for model calibration, as
well as information on any voids/porosities present within the build.
Molten material flow behavior in the computational model depends
on gravity, buoyancy, Marangoni effects, surface tension, recoil pres-
sure, and vaporization. Heat transfer modes of conduction, convection,
and radiation are tuned, along with recoil pressure and vaporization
since they influence the geometric and thermal prediction. Moreover,
the CFD grid requires sufficient refinement to accurately capture the
evolving geometry.

Once a predicted CFD build geometry of reasonable agreement with
experimental data is obtained, the time-dependent geometric (𝐆𝐭) and
thermal (𝐓𝐡𝐭) dataset is exported for use in the FE thermomechan-
ical model. The thermomechanical model is initially set up using a
surrogate mesh that encompasses the entire build-substrate region (as
depicted in Fig. 4). Temperature dependent material properties are
applied for SS 316L [72–74] and the initial state of stress is specified
as 𝝈0 = 0 MPa. Two initial thermal conditions are specified: (1) All
nodes within the substrate are set to ambient temperature, (2) All nodes
within the material deposition region (above the substrate) are set to
material melting temperature (1700 K for SS 316L); before deactivating
the elements located within the build region. Note that these initial
conditions are overwritten with temperature boundary conditions as
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Fig. 4. Discretization of the thermomechanical model, showing boundary conditions.

he simulation progresses. Once the time loop is initiated, at each
ime step, the instantaneous geometric and thermal data (𝐆𝐭 and 𝐓𝐡𝐭)
re read from the CFD data. Elements instantaneously located within
he printed geometry are activated while elements that lie outside the
uild geometry and those that lie within the melt pool are simul-
aneously deactivated. Note that elements within the melt pool are
lso deactivated for two reasons: (1) Material in molten state (liquid
egion) does not significantly participate in stress development in the
olidified region (although shear forces, viscosity, and weight of liquid
an plausibly have minor influences on stress, it is deemed negligible
ompared to the far more significant thermal effects). (2) From a simu-
ation convergence perspective, since liquid material cannot withstand
eviatoric stress (neglecting viscosity), the elements in the melt pool
re unrealistically ’’soft’’ (as determined by the temperature-dependent
ohnson–Cook flow stress material model); this can result in divergence
f the solution, as even small forces acting on the molten material
an result in excessively large deformation. Hence, for computational
easibility, yet with negligible adverse effects, deactivation of melt-pool
lements is incorporated. Additionally, the active nodes are assigned
emperature boundary conditions (replacing the initial temperature of
700 K) based on a natural neighbor interpolation technique [75] using
𝐡𝐭 , obtained from the thermofluidic model at the particular instant
n time. This methodology of specifying an initial temperature before
ctivation, followed by temperature assignment immediately during
ctivation assures that there is no unrealistic material expansion due
o change in temperature from ambient to deposition temperature that
nfluences RS. The thermomechanical solution is then obtained for that
ime step.

Each time step in the FE thermomechanical model imports the
eometric (𝐆𝐭) and thermal (𝐓𝐡𝐭) data obtained from the thermofluidic
odel for the equivalent time step in order to predict the RS developed
ue to thermal–mechanical behavior of the material during deposition
nd subsequent cooling. The build volume in the thermomechanical
odel is discretized using linear, full integration hexahedral elements
ith a mesh as fine as 200 μm. Note that the mesh is actually quite
oarse relative to the size of the build, with around 20 elements
long the width and 5 elements along the height, but given that
he elements are of full integration formulation, the presence of 8
ntegration points within each element allows for step-wise variation
f stress between 40 points along the width and 10 points along the
eight. A mesh sensitivity analysis is conducted to study the variation
f stress distribution and magnitude with respect to element size via a
implified simulation for the same geometry described above. Herein,
o element activation/deactivation is considered. Instead, all nodes
bove the substrate are initially set to 1700 K and all nodes within
6

he substrate are set to 293 K. The specimen is then allowed to attain
hermal equilibrium considering ambient surroundings. The simulation
s performed with elements of size 2000 μm, 800 μm, 400 μm, 200 μm,
nd 100 μm. Fig. 5(a) shows the variation of longitudinal stress with
espect to element size, after the sample attains thermal equilibrium.
he stress profile converges as it reaches 100 μm. On the other hand,
ig. 5(b) shows that the computational time increases exponentially as
lement size decreases.

Hence, 200 μm mesh is deemed sufficiently dense to capture the
ariation of stress through the build while balancing computational
ime. The mesh encompasses the substrate and build regions, repre-
ented by [𝐄𝐒] and [𝐄𝐁] respectively, with rigid boundary conditions
zero translations, UX,Y,Z=0 and rotations, θX,Y,Z = 0) applied to planes
= 0 and Y = 38 mm of the substrate (Eq. (12)), replicating those seen
arlier in Fig. 1(a). Each node in the domain has one temperature and
ix displacement degrees of freedom.

UX = UY = UZ = 0
𝜃X = 𝜃Y = 𝜃Z = 0

}

∀ nodes ∈ Y = 0, Y = 38 mm,& Z ≤ 6 mm (12)

Thermal boundary conditions represented by Eqs. (13) and (14) are
mplemented at the initial time step.

= Tmelt ∀ nodes ∈ [𝐄𝐁] (13)

= Tambient ∀ nodes ∈ [𝐄𝐒] (14)

A coupled temperature–displacement solution is obtained at every
ime step using the quasi-static solver of Abaqus 6.14. The thermome-
hanical model computes the Cauchy’s stress tensor, 𝝈𝑡, at each time
tep in accordance with 3D Hooke’s law per Eq. (15).

𝝈t = 𝑪 ∶ 𝜺𝑒t (15)

𝜺t = 𝜺𝑒t + 𝜺𝑝𝑙t + 𝜺𝑇t + 𝜺𝑡−1 (16)

𝜺Tt = 𝛼(Tt − Tt−1), (17)

where, 𝑪 is the material stiffness tensor, and 𝜺𝑡 represents the total
strain in the current time step. 𝜺𝒆, 𝜺𝒑𝒍 are respectively the elastic and
plastic strains, 𝜺𝐓 is the thermal strain, Tt and Tt−1 are the current
and previous temperatures respectively, and 𝜺𝑡−1 denotes the total
strain from the previous step. Material plasticity is modeled via the
Johnson–Cook flow stress equation, given by Eq. (18)

f =
[

A + B(𝜀pl)n
]

[

1 + C ln
(

𝜀̇pl

𝜀̇0

)]

[

1 −
(

T∗)m
]

, (18)

where A is the quasi-static yield strength of the bulk material at room
temperature, B is the strain hardening modulus, and C is the strain-
rate hardening coefficient. 𝜀pl, 𝜀̇pl, and 𝜀̇0 are the plastic strain, plastic
strain rate, and the reference strain rate, respectively. n is the work-
hardening exponent, m is the thermal softening exponent, and T∗ is
the nondimensional temperature term given by Eq. (19), normalized
between the ambient temperature, T0, and the melting temperature of
the material, Tm.

Johnson–Cook plasticity model parameters obtained from milling
tests conducted by Chandrasekaran et al. [74] are summarized in Ta-
le 4. Tm is specified as 2000 K instead of 1700 K (melting temperature

of SS 316L [72]) to avoid numerical divergence caused by excessive
distortion of elements located within the near-molten material, that are
too ‘‘soft’’ to sustain deviatoric stress in the thermomechanical model.
These elements, contrary to melt-pool elements, participate in stress
evolution and cannot be deactivated.

T∗ =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

0 Tt≤𝑇0
(

Tt−𝑇0
Tm−𝑇0

)

T0 < Tt < Tm

1 Tt ≥ Tm

(19)
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Fig. 5. (a) Convergence of longitudinal stress profile through the depth of sample. (b) Computational time plotted as a function of element size.
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Table 4
Johnson–Cook flow stress model parameters used in
the thermomechanical model [74].
Parameter Value

A 305 MPa
B 1161 MPa
n 0.61
C 0.01
𝜀0 1 s−1
T0 293 K
Tm 2000 K
m 0.517

The thermomechanical solution at each time step converges once
he stress equilibrium conditions, described by Eqs. (20)–(22), are
atisfied.

⋅ 𝝈 = 𝟎 (20)

⋅ 𝒏 = 𝟎 on free surface 𝛤 (21)

= 𝝈T (22)

Subsequent time steps are simulated following the same procedure
ntil the build is complete. The predicted stress and distortion results
t any time step influence those predicted in the subsequent time steps,
esulting in a continuously evolving stress state that is coupled to
he thermal and geometric evolution. As mentioned, to validate the
redicted stress field, a comparison is made with the RS data acquired
ia ND measurements.
The overall computational framework that couples the thermoflu-

dic and thermomechanical solutions to predict geometric, thermal,
nd mechanical evolution during the AM process is summarized in
he flowchart shown in Fig. 6. The coupling algorithm is achieved via
atlab programming and Python scripting between the two software
latforms. The results obtained from the described one-way coupled
odel and their comparisons with experiments are discussed next.

. Results and discussion

The thermofluidic model predicts the geometric and thermal dis-
ribution evolution of the build during deposition. Fig. 7 shows the
7

olten region and thermal distribution along the transverse cross sec-
ion (section plane parallel to Section A-A in Fig. 2(a)) at the center of
he melt pool, at time, 𝑡 = 3 s. A value of 1 on the melt region scale
epresents material in liquid state and a value of 0 represents material
n the solid state. A value of 0.2 is assumed to be the mushy region
hreshold. Note that although the melting point of SS 316L is 1700 K,
he mushy zone extends below the 1700 K isotherm and well into the
ubstrate top surface, enabling a good bond.

The build surface topography acquired via the optical 3D surface
can and the X-ray μCT scans is used to study variations between exper-
mentally acquired data and geometry predicted via the thermofluidic
odel. In particular, note that for height of the single-layer build, as
een in Fig. 8(a) and (b), as well as with regard to the cross-sectional
areas illustrated in Fig. 8 (c–e), subtle variations are observed. Fig. 8 (c–
e) offer qualitative comparisons of the deposited bead’s cross-sectional
‘‘dome shape’’ at three longitudinal locations (Y = −6 mm, Y = 0, Y =
6 mm; refer Fig. 2(a)).

A quantitative comparison of cross-sectional areas for the same is
presented in Table 5. Comparing the prediction with the experimen-
tal data, note that maximum variations of about 24% and 16% are
observed at section Y = 6 mm based on the 3D surface scan and X-
ray μCT, respectively. This is actually due to a non-uniformity in the
physical cross-section wherein for the initial few millimeters along
the length, the build is physically smaller as compared to the middle
and latter-deposited regions, as evidenced in Table 5. The effect likely
arises as the result of a delayed build-up of powder flow through
the nozzle and/or possible inconsistencies in carrier gas flow rate. In
the thermofluidic model, however, variations in build cross-section
are relatively indiscernible, since the material flow rate is assigned
a preset value. Accordingly, sections at Y = −6 mm and Y = 0 are
more representative for comparison and validation indicating an av-
erage variation of 4.12% from the 3D scan and 5.17% from the μCT.
Additionally, note that there is a net average variation of 5.2% between
the 3D scan and μCT results between all three sections, indicating
some inconsistency between the scanning technologies. Whilst these
variations may quantitatively appear quite small, when observing the
actual ‘‘dome shape’’ of the bead (see Fig. 8 (c–e)), subtle differences in
geometry are evident. These can be attributed to one or more of several
sources of measurement error during the scanning process; incorrect
reference point calibration, temperature variations that influence the
optical sensor characteristics, and software errors for the 3D surface
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Table 5
Comparison of cross-sectional areas between the thermofluidic (CFD) prediction, 3D surface scan, and the X-ray μCT at three
transverse sections.

CFD prediction
(mm2)

3D scan (mm2)
[% Variation]

X-ray μCT (mm2)
[% Variation]

% Variation
3D scan vs.
X-ray μCT

Section Y = -6 mm 2.136 2.230 [4.40] 2.31 [8.01] 3.46
Section Y = 0 2.104 2.023 [3.85] 2.055 [2.34] 1.57
Section Y = 6 mm 2.176 1.654 [23.99] 1.83 [15.97] 10.56
Fig. 6. Flowchart of the one-way coupled thermofluidic–thermomechanical framework introduced in this work.
8
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Fig. 7. (a) Depiction of molten region in the thermofluidic simulation during deposition of the first layer at time, 𝑡 = 3 s. (b) Corresponding thermal distribution at the same
instant. Note that the mushy zone extends below the 1700 K isotherm.
Fig. 8. Comparison of (a) experimentally obtained build geometry (via 3D surface scan), and (b) computationally predicted build geometry (via CFD), for the single-layer sample.
(c–e) Comparison of cross-section areas obtained via X-ray μCT, 3D surface scan, and thermofluidic prediction for three sections at Y = 6 mm, Y = 0, Y = −6 mm; refer Fig. 2.
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scanner can result in inaccurate results [76]. On the other hand, μCT
scanning is a relatively sensitive process where small movements in the
lightweight sample during rotation of the platform, under-sampling,
erroneous definition of the rotation axis, and contamination of the
detector surface can result in false artifacts during reconstruction. Cone-
beam geometry defects are also an implicit source of error in the CT
process [77].

For the single-layer build, temperature distribution along the trans-
verse midplane, i.e., X=0 (or Section B-B in Fig. 2(a)), at a specific
ime frame (half way through the printing process at t = 5.6 s) in
he thermofluidic simulation, as well as the corresponding spatially
nterpolated and mapped temperature field in the thermomechanical
imulation, are shown in Fig. 9(a). Enlarged isometric views of the melt
ool in both simulations are presented in Fig. 9(b). The indentation
ear the melt-pool region in the thermomechanical model, Fig. 9(b)
bottom), is due to the elements that are part of the melt pool at that
articular instant being deactivated for reasons stated earlier.
The spatial distribution of von Mises stress predicted at the end of

he single-layer build along the longitudinal and transverse midplanes
s presented in Fig. 10. The peak RS at the build-substrate interface is
redicted to be ∼450 MPa. At regions far from the build, the model
9

a

redicts significantly lower magnitudes of RS, as expected, due to
elatively lesser heat penetration and accumulation. The framework
lso predicts variations in the magnitude and distribution of RS at the
uild-substrate interface along the length of the deposition. To better
nderstand the RS distribution within the build and substrate regions,
quantitative comparison of the transverse and longitudinal normal
omponents of RS plotted along multiple linear paths on the transverse
idplane (X = 0), spanning the length of the build and substrate, as
ell as the depth of the build and substrate, is presented in Fig. 11.
The predicted transverse (X) and longitudinal (Y) components of RS,

X and 𝜎Y respectively, extracted on the transverse midplane (Section
-B, or X = 0), along three horizontal paths (Z = 4.5 mm, 5.5 mm,
nd 6.5 mm), and a vertical path (Y = 0) are plotted in Fig. 11. In
greement with existing research [36], the peak tensile stress 𝜎Y (∼420
Pa) is much greater than the peak tensile stress 𝜎X (∼150 MPa), as
bserved when comparing Fig. 11(b) and (c). This is because the laser
can considered in this work runs along the longitudinal direction. A
imilar observation can be made by comparing Fig. 11(d) with (e); The
eak and average tensile stresses for 𝜎Y along the length of the build
t different depths (Z) are predicted to be greater than that of stress



International Journal of Mechanical Sciences 254 (2023) 108424

10

R. Mathews et al.

Fig. 9. (a) Comparison of thermal prediction along the longitudinal cross-section (Section B-B) from the thermofluidic model (top) during the DED process and the interpolated
thermal solution from the thermomechanical model (bottom) at the equivalent time step. (b) Enlarged isometric view of the melt-pool region from the thermofluidic model (top)
and from the thermomechanical model (bottom), showing the absence of melt-pool elements.

Fig. 10. von-Mises stress spatial distribution predicted at the end of deposition of the first layer along the longitudinal and transverse midplanes. Inset plot depicts Section A-A
and B-B on a DED sample.

Fig. 11. (a) Illustration of linear paths within the single-layer samples along which stresses are plotted. (b, c) Distribution of 𝜎X and 𝜎Y along path X = Y = 0. (d, e) Distribution
of 𝜎X and 𝜎Y along the various horizontal paths.
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Fig. 12. Comparison of two ND RS measurement methods and that predicted via the one-way coupled thermofluidic–thermomechanical framework at the end of deposition of
he first layer. Note that the ND measurement points shown by triangle and circle markers, and predicted gage-volume-averaged points shown by square markers represent the
ctual magnitudes after calculation, whereas the curves are 3rd degree polynomial fits to the said points. Error bars on the predicted profiles represent 95% confidence intervals

of variation of stress within the gage volume. Inset plots depict the path along which stresses are plotted.
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component 𝜎X. Fig. 11(e) also shows that 𝜎Y is greatest near the build-
substrate interface (∼Z = 5.5 mm). Given that a Gaussian heat source is
considered for the thermofluidic model, when considering the temporal
heat distribution observed in the thermomechanical model, a double
ellipsoidal temperature (and heat) distribution pattern is revealed as
seen earlier in Fig. 9. This is similar to the observations made earlier
by Goldak et al. [39]. As a result of the direction and movement of the
ouble ellipsoidal heat affected zone (HAZ), the normal components of
S transition from tensile to compressive along the depth in very dif-
erent ways. The 𝜎Y component gradually transitions from high tensile
o low compressive stress magnitudes when going deeper beneath the
uild-surface, yet the 𝜎Y component reveals a much sharper transition
o higher magnitude compressive stress at relatively shallower depths
eneath the build surface. This presence of tensile and compressive RS
s clearly necessary to attain force equilibrium within the specimen.
he very low magnitude of 𝜎X within the DED build is due to a near
lane-stress condition, while 𝜎Y is highly tensile due to resistance to the
hermal contraction during cooling. The longitudinal distribution of RS
resented in Fig. 11(d) and (e) is relatively uniform in the region Y =
5 mm to 5 mm, representing a pseudo-steady-state condition during
he build. Beyond these limits, there is an increase in tensile RS in
oth X and Y components plausibly due to factors like edge geometry
tress concentration, direct laser heating of the substrate, and/or other
rtifacts like porosities/voids. Similar to the observations made from
ig. 11(b) and (c), 𝜎Y reveals a transition beyond the build region to
elatively low magnitudes of tensile RS, whereas, 𝜎X reveals a transition
eyond the build region to compressive RS. The increased magnitude of
S observed at the end of the build (compared to the start of the build)
s due to larger thermal gradient (faster cooling) at the end, after the
aser heat source has been switched off.

To compare numerically predicted RS with experimentally deter-
ined RS (via ND), Fig. 12 shows the depthwise (Z direction) RS
rofiles within the single-layer sample. The ND measured RS values
btained using specific 𝑑0 values for each measurement location are
lotted in Fig. 12 as triangle markers with error bars (blue), whereas
11
he ND measured RS values obtained using only a single unique 𝑑0 for
he whole sample are plotted as circle markers with error bars (green).
o obtain a one-to-one comparison, the predicted result is also averaged
ithin the corresponding ND gage volume at each location before
lotting with square markers along with error bars (red). Note that the
rror bars for the predicted values indicate 95% confidence intervals
or the variation of stress within the gage volume. For all three cases,
mooth lines connecting the points are 3rd degree polynomial fits to
he points. 3rd degree fits are chosen based on the predicted depthwise
S profile shown in Fig. 11(b) and (c) wherein two inflection points
re observed. Consequently, the lines themselves do not represent the
xact stress profile within the build, but rather, they act as trend lines
o improve visual discernibility. A quantitative comparison between the
hree RS profiles is provided in Table 6, wherein, the root mean square
eviation (RMSD) for 𝜎X, 𝜎Y and 𝜎Z is given.
Firstly, note that the variation between ND RS obtained using

ocation-specific 𝑑0 calibration samples and that obtained using the
ingle unique 𝑑0 indicates that the material undergoes significant chem-
cal alteration during the DED process (similar to findings in earlier
ork [30]), caused due to solid phase change and/or impurity-induced
efects, resulting in an RMSD of ∼71.1 MPa with a maximum variation
f ∼110 MPa in measured RS. Also, note that the RMSD values for
X, 𝜎Y and 𝜎Z in the last column of Table 6, appear very similar with
agnitudes of the variation on the order of tens of kPA. This reveals

hat there is a relatively uniform influence of chemical alteration across
ll three normal components of stress, which is to be expected.
Secondly, for all three normal components of RS, the RMSD between

he numerical prediction and the measurement via single unique 𝑑0 is
ess than the RMSD using the location-specific 𝑑0 values. This is also
xpected since the one-way coupled thermofluidic–thermomechanical
odel in this work does not account for any chemical alteration of the
aterial during deposition. Accordingly, an average of about 50 MPa
f variation (difference between first and second columns in Table 6)
an be attributed to chemical alteration of the material. Additionally,
he unknown state of RS within the hot-formed substrate, generated
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Table 6
Root mean square deviation (RMSD) between prediction and two measurement methods of RS for the
single-layer build.

Prediction vs.
unique 𝑑0

Prediction vs.
specific 𝑑0

Unique 𝑑0 vs.
specific 𝑑0

RMSD (MPa)
𝜎X 109.460 149.987 71.064
𝜎Y 117.516 175.106 71.098
𝜎Z 37.236 84.293 71.075
Fig. 13. Temporal evolution of 𝜎X (d) and 𝜎Y (e) at locations shown in (a), during deposition of the first layer. (b1) through (b3) illustrate the three phases a point experiences
during the printing process. (c) shows the variation of temperature during deposition at the above-mentioned locations.
during its manufacturing process, before DED will influence the final
state of RS. Since the numerical model assumes a stress-free substrate,
however, this is another potentially significant source of error. It is
important to note, however, that the computational framework is fully
capable of incorporating an inherent residual stress field within the
substrate, as obtained either from experimental measurements or via
numerical simulation of the manufacturing process used to produce
the substrate. Discrete measurements of inherent RS distribution within
the substrate can be readily incorporated in this framework using the
iterative stress reconstruction algorithm (ISRA) to ensure a fully compat-
ible and equilibrated state of stress, as demonstrated in earlier work
by both the Mathews et al. [78] and Sunny et al. [79]. Moreover,
note also that, as seen in Fig. 12, the numerically predicted RS agrees
better with experiments in the region Z > 4 mm, as compared to Z <
4 mm. This corresponds to regions of fine and coarse meshes in the
model, respectively. Although there exists obvious variation between
12
the trend lines, it should be noted that the polynomial fits are extremely
sensitive to changes in individual data points. Consequently, relatively
small differences in predicted and measured stresses may manifest
as significantly larger variations in the trend lines. In addition, the
average experimental error in measured RS magnitude is ∼40 MPa,
here. This large experimental error is attributed to variations in the
microstructure through the build and substrate regions as well as the
relatively large gage volume (∼1 mm3). Despite the foregoing consid-
erations, the variation between the numerically predicted RS and the
experimentally measured RS is within the same order of magnitude
as the variation between the two experimental approaches taken for
the ND measurement (i.e., unique and location-specific 𝑑0 methods).
Consequently, the general trend and relative magnitudes of predicted
RS are considered reasonably accurate for providing important insights
into the development of RS within AM builds. The evolution of RS
during deposition of the first DED layer is illustrated in Fig. 13, and
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Fig. 14. Equivalent plastic strain (εp,eq) spatial distribution predicted at the end of deposition of the first layer along the transverse midplane. Inset plot depicts Section B-B on a
DED sample.
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is discussed next. As a preface to this discussion, note that a detailed
evolution of RS during metal AM is scarcely found in the existing
literature.

The evolution of 𝜎X and 𝜎Y at three points within the build and
three points directly beneath these in the substrate are plotted as a
function of time, in Fig. 13(d) and (e). The locations of the six points
(P1 through P6) are shown in Fig. 13(a). Also, Fig. 13 (b1) - (b3) show
nlarged views of point P1 at three phases in the deposition process.
hase I is the pre-heating phase where the point under observation does
ot undergo significant increase in temperature, but where reaction
tresses are generated due to heating (from deposition), and conse-
uently thermal expansion of material in the proximity of the point.
hase II, or the deposition phase, initiates when the temperature of the
oint starts to increase rapidly. During this phase, large compressive
tresses are developed due to resistance to thermal expansion. Conse-
uently, for 𝜎X tensile reaction stresses are developed in regions ahead
f the deposition, whereas relatively small magnitudes of compressive
tress are observed for 𝜎Y. In this period, molten material is deposited
n the free surface above P1. Although material is added, it does
ot participate in stress development until it solidifies (assuming the
nfluence of viscosity, Marangoni flow, and weight of molten medium
n stress is negligible). Phase III quickly follows as the laser heat source
nd deposition move farther away, and the region (containing P1 and
4) undergoes cooling via heat dissipation to the surroundings. During
his period, tensile stress develops due to thermal contraction before
inally reaching steady-state conditions. The variation of temperatures
t points P1 through P6 during the deposition process is shown in
ig. 13(c), depicting the three aforementioned phases for points P1 and
4. These different phases and their corresponding evolution of 𝜎X and
Y are plotted in Fig. 13(d) and (e), respectively. Note also that the
hree phases depicted in the figure correspond only to points P1 and
4. Nevertheless, P2 and P5, as well as P3 and P6, also experience
imilar thermal and mechanical evolution. In the transverse component
f RS (𝜎X), three inflection points can be observed, corresponding to the
hree phases mentioned above. In contrast, only two inflection points
re present in the longitudinal component of RS (𝜎Y). This is due to
arger influence of reaction stresses in the transverse direction (X) of
he build compared to the longitudinal direction (Y). For 𝜎X, the final
nflection point (at t = ∼5.5 s for P1) is a result of reaction stresses
eveloped due to material addition in regions beyond the observation
oint.
Points located within the build (P4 through P6) only start accu-

ulating normal stress from the instant it solidifies, following which
he stress at these points progresses along a similar trend observed for
oints directly beneath them. Accordingly, the RS evolution lines that
ontain P4 through P6 only appear in the plot at their respective time
f solidification. In the build region, magnitudes of RS developed are
ower than those within the substrate due to the relatively lower resis-
ance to thermal expansion/contraction as well as a near plane-stress
ondition. In summary, the RS developed depends on the rate of change
f temperature and resistance to thermal expansion/contraction.
Fig. 14 illustrates the equivalent plastic strain (εp,eq) along the

ransverse midplane at the end of deposition of the first layer. Inclusion
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n

f Johnson–Cook plasticity in the thermomechanical model reveals
evelopment of significant plastic strain, contrary to assumptions in
he existing literature [31]. Peak equivalent plastic strain of ∼0.061
s observed along the build-substrate interface due to the build-up of
tress in this region. Plastic strain is revealed in the entire bead as well
s notably into the substrate.
Simulating deposition of the second layer, atop the first layer,

nables prediction of the evolution of RS from the pre-existing state
t the end of printing the first layer. Here, the predicted RS at the end
f the deposition for the first layer is specified as an initial condition
or the second-layer deposition.

Fig. 15 shows the spatial distribution of von Mises stress along the
ongitudinal and transverse midplanes, Sections A-A and B-B respec-
ively. The longitudinal stress concentration region is shifted up (in
he Z direction) compared to the stress distribution at the end of the
irst layer (ref. Fig. 10). The peak magnitude of stress is approximately
he same as that observed at the end of the first layer, however,
he distributed region is expectedly larger. Additionally, there is a
oncentration of stress at the left side edge of the bead (in Fig. 15, the
oint at which deposition begins). This is due to direct laser heating
f the region before the second layer’s material deposition starts. The
istribution of transverse and longitudinal normal components of stress
long various longitudinal paths in addition to a vertical path on
he transverse midplane, at the end of printing the second layer, is
uantitatively depicted in Fig. 16. These stress profiles reveal a peak
ongitudinal component of stress of ∼400 MPa within the build. The
arge amount of variation on the upper-most path (purple horizontal
ine in Fig. 16(a)) is due to the irregular free surface at the top of the
uild.
The ND RS measurements performed on the double-layer sample

long the vertical path (X = Y = 0) within the sample, analogous to
hat of the single-layer case discussed earlier, as well as its comparison
ith the numerically predicted RS profile, are presented in Fig. 17. The
eader is reminded that each ND measurement represents an aggregate
eading with a ∼1 mm3 gage volume. Similarly, the numerically pre-
icted RS readings are also averaged within a 1 mm3 gage volume. A
uantitative comparison of the RS obtained via the two ND calibration
pproaches with the numerical prediction is presented in Table 7. Due
o the increased influence of laser heating, material addition and ther-
al gradients, the RMSD between ND measurements via both the single
nique 𝑑0 and location-specific 𝑑0 are larger as compared to the single-
ayer build. Similar to the single-layer build, the numerical prediction
grees better with ND measurement via unique 𝑑0. The RMSD between
he model prediction and the measurement via unique 𝑑0 is reduced in
omparison to the single-layer case. This can be attributed to a reduced
nfluence of inherent RS within the substrate during deposition of the
econd layer. Indeed, recall that for the first layer the inherent RS in the
ubstrate was presumed to be zero in the numerical model, however,
here may indeed be a RS field in the substrate which influences the
S after deposition of the first layer. When depositing the second
ayer, the model does consider the pre-existing inherent RS generated
uring deposition of the first layer, and hence the RMSD between
umerically predicted RS and that determined via ND for the second
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Fig. 15. Von-Mises stress spatial distribution predicted at the end of deposition of the second layer along the longitudinal and transverse midplanes. Inset plot depicts Section A-A
and B-B on a DED sample.
Fig. 16. (a) Illustration of linear paths within the double-layer samples along which stresses are plotted. (b, c) Distribution of 𝜎X and 𝜎Y along path X = Y = 0. (d, e) Distribution
of 𝜎X and 𝜎Y along the various horizontal paths.
layer is relatively lower. Interestingly, the RMSD between prediction
and measurement with the location-specific 𝑑0 is smaller compared
to the single-layer build. This is plausibly due to chemical changes
being manifested as variations in RS, the influence of which is reduced
when simulating multiple layers of deposition. Therefore, for builds
with several layers, it might be adequate to assume negligible material
property change due to chemical alteration during modeling of metal
AM.

Due to the structural and thermal evolution in the build during
deposition of the second layer, RS in the material also evolves from the
inherent RS distributed within the first layer. To observe this evolution,
Fig. 18 presents the temporal variation of RS during deposition of the
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second layer. In Fig. 18, (a) shows the locations of points at which
the evolution of stress is plotted as a function of time in figures (c)
and (d). Fig. 18 (b1) - (b3) show the temperature distribution at time
instants within the three phases during deposition. Herein, points P6
and P3 follow similar trajectories where the magnitude of stress starts
from a non-zero value (from previous deposition), and evolves during
heating, deposition, and cooling phases. A repeating pattern is observed
in points P5 and P2, as well as in P4 and P1. The evolution profiles
are more erratic compared to those of the first layer due to the initial
RS. Contrary to the first layer, points P4 through P6 participate in RS
evolution during the entire deposition process of the second layer. At
the end of deposition, the RS reaches a steady-state tensile condition
for both 𝜎 and 𝜎 .
X Y
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Fig. 17. Comparison of two ND RS measurement methods and that predicted via the one-way coupled thermofluidic-thermomechanical framework at the end of deposition of
the second layer. Note that the ND measurement points shown by triangle and circle markers, and predicted gage-volume-averaged points shown by square markers represent the
actual magnitudes after calculation, whereas the curves are 3rd degree polynomial fits to the said points. Error bars on the predicted profiles represent 95% confidence intervals
of variation of stress within the gage volume. Inset plots depict the path along which stresses are plotted.
Fig. 18. Temporal evolution of (c) 𝜎X and (d) 𝜎Y at locations shown in (a), during deposition of the second layer. (b1) through (b3) illustrate the three phases a point experiences
during the printing process.
Table 7
Root mean square deviation (RMSD) between prediction and two measurement methods of RS for the
double-layer build.

Prediction vs.
unique 𝑑0

Prediction vs.
specific 𝑑0

Unique 𝑑0 vs.
specific 𝑑0

RMSD (MPa)
𝜎X 53.562 103.757 86.281
𝜎Y 76.669 110.938 86.318
𝜎Z 21.216 77.387 86.285
15
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5. Conclusions

A temporally continuous, one-way coupled thermofluidic–ther-
momechanical framework to model metal additive manufacturing (AM)
processes is demonstrated in this work. The computational fluid dy-
namics (CFD) and finite element analysis (FEA) formulations are linked
to simulate powder-based directed energy deposition (DED) of stain-
less steel (SS) 316L. By establishing a continuous coupling in time,
the framework illustrates its capability to predict the evolutions of
geometric, thermal, and mechanical behavior during metal AM. The
coupling is carried out by mapping both the temperature distribution
and surface morphology predicted via the thermofluidic model at
progressive instants of time into the thermomechanical model. The
residual stress (RS) that manifests in the thermomechanical model upon
achieving a state of equilibrium constitutes the initial condition for the
temperature and surface morphology that is mapped at the subsequent
time step. In effect, the evolution of geometry, temperature, and RS
is obtained without making any of the simplifications seen in the
prior art to facilitate viable heat source modeling. Contrary to some
previously published investigations, this work demonstrates that the
inclusion of material plasticity reveals significant plastic flow of the
printed material, restricting RS build-up to magnitudes below the yield
strength of the material. Moreover, the thermal and RS evolution within
arbitrary AM components having highly non-linear geometries can also
be predicted with relative ease using the presented method.

Experimental validation of the modeling framework has been
demonstrated using single-bead, single- and double-layer DED samples,
that are subject to post-build optical 3D surface scanning and X-ray
μ CT, to respectively obtain the build surface topography, and infor-
mation on internal defects. Furthermore, neutron diffraction (ND) RS
measurements are performed at several locations within both samples.
Comparison of the experimentally acquired data against the demon-
strated framework’s predictions reveals general overall agreement.
Observed are maximum variations of 4.12% between the 3D surface
scan and thermofluidic model for the cross-sectional geometry criteria,
and ∼175 MPa between the ND measurement of RS and its prediction
by the one-way coupled thermofluidic-thermomechanical model.

Note that existing experimental techniques such as X-ray diffraction,
ND, slitting, etc., readily allow researchers to study the final state of
RS in AM components, yet the current technology makes it practically
infeasible to study RS evolution over the course of the AM process.
Thus the demonstrated modeling framework is particularly useful since
16
it provides rich ‘‘in-situ’’ information during the material deposition
process. Moreover, the framework is readily extensible to other metal
AM processes, such as selective laser melting/sintering, electron beam
melting, and wire arc AM, among others.
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Appendix A. X-ray micro computed tomography (𝛍ct)

A Nikon 225 kV X-ray μ CT system is used to inspect the interior
and surface profile of the builds. The system is composed of a Nikon
Microfocus 225 kV X-ray source, a moving stage, and an X-ray digital
detector, as shown in Fig. A.19. All the movements are controlled re-

motely either by computer software or through the machine’s console.
Fig. A.19. Photograph of the X-ray micro computed tomography (μCT) machine used in this work.
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Fig. A.20. X-ray μCT reconstruction results along Section A-A (Left) and B-B (Right) (refer Fig. 2) for both single-layer (Top) and double-layer (Bottom) samples.
Fig. B.21. (a) Photograph of the MPISI neutron diffractometer setup at the SAFARI-1 research reactor [60]. (b) Enlarged view of the primary and secondary apertures, depicting
the paths of the incident beam, diffracted/reflected beam, and the measurement vector, Q⃗. Note that all three vectors lie on the same horizontal plane.
The sample is mounted on the stage, directly in the path of X-ray travel.
A portion of X-rays that pass through the sample is absorbed, depending
on the material density and thickness, which reduces the amount of X-
rays that falls on the detector. The spatial variation in intensity at the
detector forms a projection image of the sample. Many such images
are obtained by rotating the sample about its centroid. Subsequently,
Nikon’s computer software reconstructs these projection images into a
3D volumetric image. The volumetric data can be sliced along different
planes to analyze interior features of the sample.

Section images along the center planes of both the single and
double-layer samples are shown in Fig. A.20. Images in this study have
a pixel size of 17.947 μm, acquired using a scanning energy level of 185
kV at 62 μA current. A porosity defect is observed in the single-layer
sample transverse midplane (Section B-B) at the left end of the build
(end of the deposition process).
17
Appendix B. Neutron diffraction technique

Fig. B.21 shows the Materials Probe for Industrial Strain Investiga-
tions (MPISI) neutron diffraction setup. The neutron beam generated
in the reactor, that travel through the primary aperture (emitter side),
is reflected about material lattice planes and passes through the sec-
ondary aperture (detector side), before being absorbed at the detector.
Fig. B.21(b) shows the paths of the incident and reflected beams and
the measurement vector, Q⃗, that bisects the incident and reflected
beams. Q⃗ represents the component of lattice spacing being measu-
red.

Fig. B.22 shows a schematic of the neutron diffraction/reflection
phenomenon (Bragg’s diffraction). The net change in direction be-
tween the incident and reflected beams, 2θ, is obtained by rotating
the secondary aperture about the center of rotation (CoR) i.e., the
centroid of the measurement gage volume located within the sample. A
distribution of the detected neutron count with respect to the secondary
aperture angle is obtained by performing measurements at various



International Journal of Mechanical Sciences 254 (2023) 108424R. Mathews et al.

n
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R

Fig. B.22. Schematic of Bragg’s diffraction process used for measuring material lattice
spacing.

angles. Subsequently, a Gaussian fit to the data is used to obtain 2θ,
the angle at which peak magnitude is observed. Lattice spacing, d, is
then calculated using Eq. (B.1).

λ = 2d sin θ (B.1)

where n and λ are the known neutron beam order and wavelength,
espectively.
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