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Availability Aware Online Virtual Network
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Abstract—With the rapid advancement of edge computing and network function virtualization, it is promising to provide flexible and
low-latency network services at the edge. However, due to the vulnerability of edge services and the volatility of edge computing
system states, i.e., service request rates, failure rates, and resource prices, it is challenging to minimize the online service cost while
providing the availability guarantee. This paper considers the problem of online virtual network function backup under availability
constraints (OVBAC) for cost minimization in edge environments. We formulate the problem based on the characteristics of the volatility
system states derived from real-world data and show the hardness of the formulated problem. We use an online backup deployment
scheme named Drift-Plus-Penalty (DPP) with provable near-optimal performance for the OVBAC problem. In particular, DPP needs to
solve an integer programming problem at the beginning of each time slot. We propose a dynamic programming-based algorithm that
can optimally solve the problem in pseudo-polynomial time. Extensive real-world data-driven simulations demonstrate that DPP

significantly outperforms popular baselines used in practice.

Index Terms—Virtual Network Function Backup, Edge Computing, Online Cost Minimization, Reliability Constraints

1 INTRODUCTION

Network Function Virtualization (NFV), which migrates
traditional network functions, e.g., firewalls, load balancers,
proxies, from dedicated hardware to Virtual Network
Functions (VNFs) running on general-purpose commercial
servers, has drawn tremendous attention recently. NFV has
introduced great flexibility, scalability, and elasticity to the
deployment and management of network services [1], [2],
[3]. Recently, there has been a rise in applications requiring
low latency, including augmented reality, real-time motion
estimation and compensation in videos, the internet of
things, and self-driving [4]. To support such applications,
deploying network services supported by VNFs at the net-
work edge is promising [1], [5], [6].

Although deploying VNFs at the network edge has
numerous potential benefits, it does raise new challenges.
In particular, edge servers are not as reliable as servers in
the cloud, making the network services more vulnerable to
failures [7]. While deploying backup VNF instances is one
of the ubiquitous paradigms to deal with such failures, it
significantly increases the system cost, which is undesirable
due to highly limited energy and resources at the network
edge. In other words, there is a trade-off between the relia-
bility of VNFs and the cost incurred.

The trade-off between cost and reliability is dynamic
due to the volatility of system states in edge environments,
i.e., resource price, failure probability, and request rates of
VNFs [8], [9]. Therefore, finding the sweet spot of the trade-
off is challenging for the following reasons. First, the cost
of deploying a VNF backup or primary instance depends
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on the time-varying prices of edge resources, e.g., central
processing unit (CPU), graphics processing unit (GPU), and
random-access memory (RAM) [8]. In addition, the failure
probability of each VNF instance is time-varying [9], [10].
That is, given the same number of backups, the reliability of
a VNF can change over time. Moreover, network functions
have different request rates at different time slots due to the
high mobility of users in edge environments [11], [12]. A
failure during a time slot with high request rate results in
greater damage compared to a time slot with a low request
rate. The relationship between cost and reliability in the
system is complex due to the interplay of the three time-
varying edge system states, namely, resource price, failure
probability, and request rate of VNFs. As a result, a static
VNF backup scheme is unable to achieve the optimal cost
while satisfying reliability requirements. The deployment
of VNF backup for high reliability has received substan-
tial research attention, resulting in the proposal of several
methods with varying objectives, such as in [13], [14], [15],
[16]. However, existing methods are inadequate for edge
scenarios as they lack the ability to adapt to real-time
changes in the edge system state. In this paper, we aim to
address these limitations by jointly considering the volatility
of system states, minimum availability requirements at each
time slot, and time-average availability requirements of each
VNE

For more realistic problem formulation, we make use
of system state characteristics observed from real-world
data. There are often peak periods and off-peak periods
for mobile Internet requests each day [12], [17], where peak
periods are when more people are likely to request network
services and off-peak periods are generally when most users
are inactive such as midnight and early afternoon. The
real-world data about the number of requests over time
of a video [18] are shown in Figure 1. It is evident that
the request numbers follow a periodic underlying trend.
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Fig. 1: Real-world request rates of a video over time.

It is neither independent and identically distributed (iid)
over time [19], [20] nor fully arbitrary without any pattern
[7]. Motivated by the observation, we generalize existing
work by assuming the request rate of each VNF consists
of a periodic trend and some random noise. The failure
probabilities of VNF instances and prices of edge resources
have similar structures, and detailed information about
these edge system states can be found in Section 3.3.

In this paper, we study the problem of online VNF
backup under availability constraints and time-varying
edge system states with the goal of minimizing the overall
system cost (OVBAC). There is a certain number of hetero-
geneous types of VNFs in the system. The cost of each VNF
during a time slot is the cost of edge resources required by
its primary instance and all backup instances during that
time slot. There are two types of reliability constraints for
each VNF. The first constraint is that the availability, the
probability of having at least one available instance, is no
less than a given threshold for each time slot. The second
constraint requires that the time-average availability of the
VNF weighted by the request rate is no less than another
threshold, which essentially limits the average availability
for each unit of the request of each time slot. With this
constraint, VNFs with higher request rates tend to have
more backups to prevent serious damage caused by their
failures. These two thresholds may vary for different VNFs.

We design an online algorithm based on the Drift-
Plus-Penalty (DPP) scheme for the proposed problem in
Section 4. DPP is designed for systems with statiionary
states [21]. The system states of the proposed problem are
not iid, and we prove the performance of DPP is near-
optimal for OVBAC in Section 4.2. Our main contributions
in this paper are summarized as follows.

e We formulated the problem of online VNF backup
under availability constraints to minimize the edge
system cost in Section 3 and proved the offline ver-
sion of the proposed problem is NP-hard.

e We developed an algorithmic scheme named DPP
and prove its performance in Section 4.1. Specifically,
DPP makes decisions in an online manner, which
needs to solve an integer programming problem (P2)
at the beginning of each time slot. We proved that
DPP achieves near optimal cost.

e We proposed a dynamic programming-based algo-
rithm to solve P2 in Section 4.2. The proposed algo-
rithm can solve P2 in pseudo-polynomial time.

2

e Our proposed scheme is evaluated by extensive real-
world trace-driven simulations under a wide range
of settings. The results highlight that the proposed
algorithm significantly outperforms popular baseline
algorithms used in practice.

The remainder of this paper is organized as follows.
Section 2 discusses related works. Section 3 formulates the
online VNF backup problem under availability constraints
for cost minimization. Section 4 proposes the DPP scheme
and provides its theoretical performance guarantee. Sec-
tion 5 presents performance evaluation results. Section 6
concludes this paper.

2 RELATED WORK

There are a lot of studies with various purposes, applica-
tions, and approaches for NFV.

VNF placement and chaining with various purposes
are well-studied, e.g., [13], [14], [15], [16], [27], [28]. In
[13], Sang et al. studied the problem of minimizing the
total number of VNF instances, and the authors proposed
two algorithms with performance guarantees. In [14], [15],
the authors investigated the VNF placement and chaining
problem for cost minimization. In [16], Liu et al. explored
the service function chain deployment and resource man-
agement jointly to minimize the system latency, and a game-
theoretic approach with a constant approximation ratio is
proposed. [29], [30] investigated the VNF placement prob-
lem in Edge environments, and [31], [32] study VNF in
data center environments. To solve the problems proposed
above, different approaches are introduced, e.g., integer lin-
ear programming [15], game theoretic-based methods [16],
and machine learning algorithms [33], [34].

Several previous studies have investigated the reliability
of virtual network functions [35], [36], [37], [38]. In [35], Fan
et al. addressed the problem of reducing resource consump-
tion while satisfying reliability constraints and proposed an
algorithm with polynomial time complexity. In [36], Zhang
et al. aimed to minimize backup resource consumption while
maintaining overall availability demands. They presented
an algorithm based on differential evolution to solve the
NP-hard problem they formulated. In [37], Taleb et al. in-
vestigate a system that deploys VNF backups in a reactive
manner by exploiting early failure detection. In [38], Jing et
al. addressed a budget-aware service provisioning problem
with the goal of minimizing costs. They developed an ap-
proximation algorithm with a provable approximation ratio
for the NP-hard problem they proposed. However, none of
the previous studies took into account the volatility of the
system.

Additionally, there are some pioneering works about
online VNF backup as listed in Table 1. In [7], Shang et al. ex-
plored the problem of maximizing the sum of VNF availabil-
ities while subject to a cost constraint in the presence of time-
varying failure probability rates, and an algorithm based on
competitive online optimization is designed. In addition, in
[22], Shang et al. investigated the offline problem of VNF
backup over the edge and cloud for cost minimization and
proposed an online algorithm to balance the load of servers.
In [23], Jing et al. investigated the SFC-enabled service
provisioning problem, and the authors proposed an offline
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3
Miminum Multiple
Paper Goal Method Online | Availability | Resource | Performance Guarantee
Guarantee Types
Maximize overall availability Competitive
7] under time average budget Online Optimization v X X O(log(9))
Minimize maximum load Competitive
[22] over edge servers Online Optimization Y X X O(log(IV1))
Maximize dynamic Primal-Dual Dynamic
[23] service admission rate Updating Technique Y v X 1+ Pmas
.. . . . Bounded
[24] Maximize the backup hit reward Online Bandit 4 X X Regret
Maximize a comprehensive . .
[25] backup reward Online Bandit 4 X X
Minimize the Offline Binary _2
[26] upper-bound latency Optimization X v X € 7|V log(bmax)
. Minimize overall cost . .
This Paper under availability constraints Drift-Plus-Penalty v v 4 Near Optimal

TABLE 1: Papers Related to VNF Backup

approximation algorithm and a digital twin-assisted online
algorithm based on the offline approximate solution. The
above papers [7], [22], [23], with diverse problem formu-
lations and objectives, disregarded real-world observations
when assuming system states, resulting in relatively high
competitive ratios. On the other hand, in this paper, we
model the system states based on real-world data, yielding
a provable performance guarantee that is close to optimal.
In [39], [40], Zichuan et al. investigated the online social wel-
fare maximization problem to maximize the overall revenue,
and the authors presented a multi-armed bandits-based
online learning algorithm. In [24], Chen et al. studied the
online VNF backup problem with stationary system states
to maximize the backup hit reward, and an online bandit
learning-based algorithm was proposed. In [25], Chen et al.
explored the service function chain backup problem with
stationary system states to maximize system latency, and the
authors proposed an algorithm leveraging the online bandit
learning technique. In [24], [25], [39], [40], system states
are from stationary iid distributions and learned by the
online bandit learning technique. Given that real-world data
reveals that system states are non-iid, this paper considers
a scenario that strikes a balance between arbitrary system
states and stationary system states. Specifically, motivated
by real-world data, the system states in this study are
modeled as periodic baselines with added random noise.

The online competitive optimization algorithms pro-
posed in [7], [22], [23] have been found to have large
competitive ratios. On the other hand, papers in [24], [25],
[39], [40] are based on online bandit learning algorithms,
which typically assume iid stationary system states. As
such, they are not suitable for handling the non-stationary
system states motivated by real-world data, which is a key
contribution of our paper. We apply the DPP scheme to the
formulated problem and prove the scheme is near-optimal
for our system with non-iid system states.

3 SYSTEM MODEL AND PROBLEM FORMULATION

We consider a VNF backup problem with time-varying edge
computing system states, i.e., request rates, failure probabil-
ities, and resource prices, under availability constraints for
VNFs. Some important notations are listed in Table 2.

VNFs at t=2

| — direction

@user att=2

Fig. 2: A simple system diagram for ¢t = 1 and 2.

3.1 System Model

We consider a system provider providing VNF services to
users over slotted time, ie., t € {1,2,---,T}, where T is
the number of operating time slots. At the beginning of
each time slot ¢, the service provider decides the number
of backups for each VNE. The system cost at time slot ¢
is a function of the number of backups of VNFs and the
prices of edge resources at the current time slot. Besides, the
availability of each type of VNF is a function of the number
of backups and the failure probability of the corresponding
VNF instance at the current time slot. The goal of the
system is to minimize the time average cost of the system
with availability constraints for the VNFs. A simple system
diagram is shown in Figure 2. The system shown in Figure 2
have three VNFs represented by different colors. VNF 1 and
VNF 2 have backups at t = 1, while VNF 3 only has a
primary instance. The dashed ellipse is the area covered
by the edge computing system. Users are labeled by the
colors of their requesting VNFs. Users’” moving is one of
the reasons that cause request rates for VNFs to be time-
varying. The backup number of VNF 1 increased to 2 at
t = 2 partially because VNF 1 has higher request rates.
VNFs: There are V different types of VNFs, and
we use V = {1,2,--- ,V} £ [V] to denote the set of
VNFs!. Deploying an instance of VNF v requires differ-
ent edge resources, e.g.,, CPU, GPU, and RAM. Assume

1. [x] £ {k € Z* : k < 2} where Z7 is the set of positive integers.
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there are I types of resources, where I is a relatively
small fixed number. Let s, ; be the size of the i'" type
resource required for deploying an instance of VNF v. Let
Sy = (8v,1,80,2, ", 51,,1)T be the collection of resource sizes
required by an instance of VNF v. There is a primary VNF
instance has to be deployed for each VNF v € V as required
by [7]. Let z! represent the number of backup instances of
VNF v deployed at time slot ¢. The feasible space of !,
is X, £ {0,1,2,---, X, }, which is motivated by the fact
that the number of backups of VNF v cannot be fractional.
X, is the maximum number of backup instances of VNF
v at each time slot. Similar to [41] considering edge task
offloading, the edge server has limited amount of resources.
Let S; be the total amount of i*" resource, and S represents

(S1, 82, ,Sr)T. Therefore, there is a constraint on the
total resources used at each time slot as follows:
Z rls, <8 fort e T. 1)
veyY

Moreover, we use x' to denote the collection of z¢,t € T,
ie, xt = {zljv € V} € X} x Xy x -+ x Xy. x' is the
online decision of the system that needs to be made at the
beginning of time slot ¢. For each VNF v € V), its request rate
is time-varying because users move in/out of the system
and behave differently at different time slots. We use r! to
denote the request rate of VNF v € V at time slot ¢. In
addition, we use r’ to denote the collection of rf, v € V, i.e.,
rt = {rt|v e V}.

Resource Price and System Cost: The edge re-
sources for deploying primary and backup VNF instances
have time-varying prices. We use p! to denote the unit
price per time slot of the i'" type resource at time slot
t. pt = (p},ph, - ,pt) is the collection of prices of edge
resources at time slot ¢. The system cost at time slot ¢ is the
cost of resources consumed for deploying backups. Note
that, p! is a row vector, s’ is a column vector, and p's,, is the
cost for deploying a backup instance of VNF v. The system
cost at time slot ¢, denoted by ¢(t), is as follows:

e(t) = Z z!p's,. 2)
veV

The goal of the system is to minimize the expectation of time
average system cost as follows:

min — Z c(t) 3)

tt
xtteT T =1

Availability Constraints: For each primary and
backup instance of VNF v € V), it has a failure probability of
! at time slot ¢. If some VNF instances are unable to meet
the QoS requirements due to various reasons, such as server
crashes and connection issues, they are considered failures.
For each VNF v € V, f! is time-varying as assumed in [7].
Moreover, we use f* to denote the collection of f!,t € T,
ie, f' = {fllv € V}. The failure probability of VNF v at
time slot ¢, denoted by F!, is the probability of having no
available instance of VNF v at time slot ¢ as follows:

Fy= (. @

Then, we define the availability of a VNF as the probability
of having at least one VNF instance available. The availabil-

T:{1727 7T}
v:{1727 7V}

Set of operating time slots
Set of different types of VNFs

Sv = (Su,1, " ,S0,1) Sizes of resources of VNF v
S = (51,52, ,51) Total amount of resources in the system
zt Number of backup instances of VNF v

Xy ={1,2,---, Xo}
x! = {z}lv €V}
XE2X XXXy

t _ &t
Ty _Tu+zr%

Space for zt,t € T

Decision at time slot ¢

Feasible space for xt,t € T

Request rate of VNF v at time slot ¢

iteT Periodic underlying trend of p!
Zpt,t €T LLD random variable
rt = {rtjv eV} Collection of r{,v € V

ph =Dl 4 2, Price of the i*" type resource at time slot ¢

piteT Periodic underlying trend of pf
zZptit € T LLD random variable
pt=(pl, - ,ph) Prices of resources at time slot ¢
fo=F5+ 25 Failure probability of VNF v at time slot ¢
fiteT Periodic underlying trend of f}
Zpt,t € T LLD random variable

f' = {filve v}

Collection of ff,v € V
Collection of system state at time slot ¢

al, Availability of VNF v at time slot ¢
Ay Minimum availability of VNF v
A, Minimum average availability of VNF v

System cost at time slot ¢
Set of {x! € X|al, > A,,Vv € V}

X(p') = X(y")

TABLE 2: Important Notations

ity of VNF v at time slot ¢, denoted by af, is equal to 1 — F,
ie.,

For each v € V and t € T, there is a constraint for the
availability of VNF v at time slot ¢ as follow:

al > A, YoeV,vteT. )

We refer to A, as the minimum availability requirement of
VNF v. We use X(f?) to denote the set of {x! € X|a! >
Ay, Vv eVand Y, oy zhs, < S}H X(f!)isthesetof x' € X
satisfying the minimum availability constraint in (5) and the
total resource constraint in (1). X (f*) is a function of f?,
because for different failure probability ff, the minimum
z!, € X, satisfying the minimum availability constraint in
(5) is different.

Moreover, there is a weighted time average availability

constraint for each VNF v € V as follows:

T
% Srtat > A7, ©)
t=1
The above constraint sets a limit for the time average of
rl - al rather than a!,. This is motivated by the fact that the
VNF with a high request rate is more crucial than that with
a relatively low request rate, and the constraint essentially
limits the average availability for each unit of the request
of each time slot. 7, is the average request rate of VNF

. . . _ T _ .
V over the time horizon, ie., 7, = % Do rt, and 7, is
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known in advance. 4,7, in the above inequality is the mini-
mum availability requirement for VNF v, which is specified
and known in advance. We refer to A, as the minimum
weighted time average availability requirement of VNF v.
Different VNFs have different reliability requirements. That
is, A,,v € V and A,,v € V can be specified to different
values based on the different availability requirements of
the VNFs.

3.2 Problem Formulation

Next, we state the problem we formulated above as an
online optimization problem, and we refer to the problem
as OVBAC, which is short for Online VNF Backup problem
under Availability Constraints. OVBAC is as follows:

min

1 T
xt,teT f ;E[C(t)]

st. a >AU,VUEV vteT,

—ZET@ Yv ey, )
X€X1XX2 'XX\/,VtET,
ngsvgs forteT.

veY

The goal of the problem is to minimize the average cost of
the system over time. The first constraint of OVBAC sets
a limit to the worst availability for each VNF at each time
slot. The second constraint of OVBAC sets a limit to the
worst weighted time average availability for each VNF. The
third constraint of OVBAC limits the maximum number of
backups that can be deployed for each VNF v € V. The
fourth constraint ensures that the utilized resources do not
exceed the available resources.

Note that X'(f') £ {x' € A} x X x - x Xy|al >
Ay,Yv € Vand Y oy ahs, < S} is the set of x' sat-
isfying x' € X and the minimum availability constraint
in (5). Therefore, we can replace the first, third, and last
constraints in P by x! € X(f*). We use y' to denote the
collection of time-varying system states at time slot ¢, i.e.,
y' = (r', p', f'). Therefore, let X (y") be equivalent to X (f*).

For each VNF v € V, we define a function H(x!,y') as
follows:
ho(t) = Hy(x',y") = A7y — 105, )
In addition, we define C(x!, y?) as follows:
c(t) =C(x',y') = Z z'p's,. ®)

veV

With X(f*), (7), (8), and P, the formulated problem is
equivalent to

R .
xg,ltlélT fZE[C x
(OVBACQ)
s.t. —Z]E yH] <0,Yw eV,
x' € X(y ),VteT.

At the beginning of each time slot ¢ € T, the service
provider observes y?, and chooses a VNF backup decision

5

x!, where x' € X(y'). Use p* to denote the optimal
objective value of OVBAC.

3.3 Assumptions

Periodic System States: y' is the collection of the
edge system states at time slot ¢. From Figure 1, the request
rate has a underlying periodic trend. Since the failure prob-
ability of a VNF instance increases as the request rate in-
creases, we assume the failure probabilities of VNF instances
are also equal periodic trends plus iid random variables [10].
Moreover, the prices of resources are functions of the utiliza-
tion ratios of the edge resources which is periodic [42]. The
prices of resources also have underlying periodic trends,
e.g., lower price during nighttime service hours [43], and we
assume the prices equal to periodic trends plus iid random
variables. Therefore, for each system state, we assume it
equals a periodic trend plus a random variable as follows.

For each 7! € r', we assume 7!, = 7, + z.. Let
= (e, ﬁ,) and zrt = (205 21, 2yt ). Assume
p7, *pz+Et for pz € p Letp (ﬁlaﬁZa"' 713[) and

Zpt = (zpt,zpt,~-~ , Zpt ). Assume fl = fl+ Ej for f} € f'.
Let f* = (flanv"' 7f ) and zgr = (Zfi‘vzfé‘, azf"/)
Moreover, let y! ( tptft) and zye = (2, Zpt7th)
and we have y! = §' + z,¢. We assume 7!, f!, and p! are

known in advance and periodic with period of D and zy:,
zpr and zy; are independent and identically distributed. We
formally state the assumption for system states in Assump-
tion 1.

Assumption 1. System states y' = y' + zy¢,¢ € T satisfy

« y'isperiodic with a period of D, and T is an integer
multiple of D.
e 2y is independent and identically distributed.

We do not require any information about the distri-
butions of the iid random variables, i.e., variables in zy:,
beforehand. In addition, when y! is time-invariant, y*!
simply independent and identically distributed. That is, our
system incorporates the case that some (possibly all) of the
system states are iid.

Feasibility of OVBAC: In what follows, we make an
assumption to ensure the OVBAC problem is feasible.

Assumption 2. Let xopt be the optimal decision made by
an optimal algorithm at each slot . We assume there exists
€ > 0 such that

. th VE[Hy (xh,, y")] < —€forv e V.
* TZt 1 E[C (opt>Y)]=p*.

Assumption 2 ensures the OVBAC problem is feasible,
and Assumption 2 is also required by [21]. In cases where
the minimum availability constraints cannot be satisfied due
to extreme scenarios, the problem becomes infeasible, and
the system must resort to cloud servers, which results in
increased latency.

Boundedness of h,(t): We assume the request rates
of VNFs are bounded. Since af, € [0,1] and r} is bounded,
we have h,(t) = A, 7, — rf)af, is also bounded. Then, we

have 1 3" ., h2(t) is bounded. Let B be an upper bound of
23 ey hE(2) as follows.
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Algorithm 1: HEDP-based DPP

1 Choose a parameter p for DPP;

2 whilet € T do

3 Call HEDP to get x*, the optimal solution of P2;
4 Set the online decision at time lot ¢ as x¢;

5 Update Q,(t),v € V using (9);

6 end

Assumption 3. |h,(t)| is bounded by h,, and § 3", oy, h2(t)
is upper bounded by B.

Assumption 3 is used for proving the performance of the
proposed algorithm.

3.4 NP-hardness

Next, we show the NP-hardness of the offline version of the
proposed problem, where T and y',¢ € [T are known in
advance.

Theorem 1. The offline version of OVBAC is NP-hard.

Proof. We consider a degenerated version of the problem
where there is only one type of VNE ie, V = {1} and
{x{}I_, are the decision variables. Moreover, we assume
i € X1 = {0,1}, and there is no minimum availability
constraint for each VNF i.e.,, no constraint (5). Moreover,
we assume there is only one type of resource, ie., I = 1.
Let al be the availability at time slot ¢ under 2! = 0, and
let afy be the availability at time slot ¢ under z{ = 1. We
have af = ri (1 — (f{)') and a} = ri (1 — (f{)?). Then, the
degenerated version of the offline OVBAC problem can be
stated as follows:

1z

o ot
T 2P
=

min
zt teT
1 P1
st (@ - ab)et > A2 A - Y ah (P1)
teT teT

zt e {0,1},vt e T.

If T and y',t € [T] are known in advance, P1 is the
classic minimum knapsack problem, and is NP-hard [44].
That is a degenerated version of offline OVBAC is NP-hard.
Therefore, the offline version of OVBAC is NP-hard. O

Since the offline version of OVBAC is NP-hard, it is even
more difficult to solve OVBAC in an online manner, where
y”,T > t are not known at time slot ¢.

4 ALGORITHM DESIGN FOR OVBAC

In this section, we design an algorithm for OVBAC and
analyze its performance. In Section 4.1, a drift plus penalty
scheme is presented for OVBAC, and the scheme needs to
solve a optimization problem (P2) at each time slot. The
theoretical performance guarantee of the proposed scheme
is provided in Section 4.1. In Section4.2, an algorithm named
HEDP for P2 is given.

4.1 The Drift Plus Penalty Scheme

In this section, we present the Drift Plus Penalty scheme
(DPP) for OVBAC.

Assume there are V' virtual queues that correspond to
the V types of VNFs. Let Q),,(t) be the backlog of the virtual
queue corresponding to VNF v at time slot ¢. The Q,(t +
1),v € V are updated as follow:

Qv(t + 1) = [Qv(t) + hq} (t)]Jra (9)

where [z]T £ max{z,0} for x € R.

The physical meaning of Q,(t) is the gap between the
weighted time average availability of VNF v before time
slot ¢ and the minimum weighted time average availabil-
ity requirement of VNF v. A large (), (t) means a large
S ho(r) = U2 A7, — 7747, and a small Q,,(t) means
asmall Y075 hy(7) = 02 Ay — rial.

DPP has a single tunable parameter p > 0. At each
time slot ¢, DPP chooses online decision x by solving the
problem, denoted by P2, as follows:

min i c(t) + > Qu(t)hu(t)
veY
st. xte X(yh).

P2)

P2 at time slot ¢ moves the current weighted availabilities
of VNFs from constraints to the objective function, and the
coefficient for the weighted availability of VNF v is Q,(t).
The main idea of DPP is as follows. When @, (t) is larger, the
weighted time average availability of VNF v before time slot
t is low, and P2 will yield a x* with large a!, to compensate
the weighted time average availability. On the contrast,
when Q,(t) is small, the availability of VNF v before time
slot ¢ is relatively high, and P2 will yield a x! with low cost
¢(t) to minimize the system cost. Eventually, @, (t) will be
stable at a certain sweet point which can balance the cost
and the availabilities. We can set Q),(1),Vv € V to their
corresponding stable values learned from historical data. A
detailed method for learning Q,,(1), Vv € Vis provided later
in Algorithm 2.

An algorithm named Heuristic Enhanced Dynamic Pro-
gramming (HEDP) for solving P2 is proposed in Section 4.2.
HEDP can find the optimal solution of P2 in polynomial
time. HEDP-based DPP sets the decision at time slot ¢ as the
optimal solution of P2 given by HEDP. We formally state
HEDP-based DPP in Algorithm 1.

Next, we prove the performance of HEDP-based DPP.
We first define a policy named y-only policy as follows. A
policy for OVBAC is called to be a y-only policy if decision
x! under the policy is a pure function (possibly randomized)
of y* and the pure functions of a y-only policy for different
slots are identical. We then show there exist a y-only policy
which is optimal for OVBAC as follows.

Lemma 1. There exist a y-only policy and € > 0 such that
for any 7 € [T — D], we have

T+D

1 S *

5 2 ElCE.y)=p
n (10)
) > E[H,X.y")] < —eVweV

t=7+1
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where X! is the y-only policy’s decision at time slot ¢.

The proof of Lemma 1 is found in our technical report
in [45], which is motivated by [21]. The main result of this
paper is as follows.

Theorem 2. If algorithm HEDP for P2 is optimal, under HEDP-
based DPP for OVBAC, we have

o limgoo 7 Y00, Ele(t)] < p* + B2
o limpoo 3, L B[R (1) <0, Vo € V.

Proof. Let a y-only policy be a policy for OVBAC which
chooses decision based on the current system state only.
Different form DPP, a y-only policy makes decisions based
on the current system state only. A y-only policy makes
decisions independent of Q,(t),v € V. From Lemma 1,
there exist a y-only policy such that

T7+D

— Z E[C =p
t T+1
T+D

7ZE ]7

t=7+1

(11)
—e,Yv eV

for any 7, where %t is the decision for slot ¢ under the y-only
policy. X" is used for proving the performance of DPP and
not been implemented. Note that x* be the decision for slot
t under HEDP-based DPP.

Define L(t) as L(t) £ vey Q2(t), which measures
the virtual queue backlogs of the system at slot t. Moreover,
define AL(t) as

AL(t) £ L(t + 1) — L(1).

Since B is an upper bound of 1 3~ ., h2(t), we have

— > @k

veEV

- ; ST Q)

vGV veVY
- Z Q2 - Z Q2
UEV UEV (12)
= Z ha(t) + > Qu(t)h
vEV veEY
<B+ Y Qut)h().
veyY
From (12), we have
AL(t) + pe(t) < B + pe(t) + 3 Qu(t)h
UEV
=B v )
+pC(x'y' +U§Q x',y") 13)
(a)
<B+pC(x,y") + > Qut)Hy(x'y").
veEY

(a) of (13) holds, because x' given by HEDP is the optimal
solution of P2. Summing (13) up over a period from %, to

7
to+ D — 1, we have
to+D—1 to+D—1
SOALWt) +p Y et
t=to t=to
to+D—1
<BD+pu Y CEX.y" (14)
t=to
to+D—1
+ Y0 Y QuHL(XL Y.
t=to wveV

Since |h,(t)| is bounded by h,, we have Q,(t) < Q,(to) +
(t — to)h,. Taking expectation of (14), for ¢ > to we have

to+D—1
> E[AL(t) + pe(t)]
t=to
to+D—1
<BD+ » puE[C(x'y")]
t=to
to+D—1
+ Y Y ER.HL &,y
t=to wveV
(a) to+D—1
<BD+pu Y E[CE,y")

t=to

(15)

to+D—1

+ZZ [Qu(t0)]

t=to wveV

(t — to)hy)E[H, (X', y")]

(b) D(D -1
<BD + Z h%% + uDp* < D?*B + uDp*.
veY

(a) of (15) holds because x' is given by a y-only policy
and is independent of Q,(t), and (b) of (15) holds because
of the properties of the y-only policy in (11). Let n is the
integer satisfying nD = T, i.e., n is the number of periods
of the system’s operation horizon. Summing (15) up over
toe{l,D+1,2D+1,--- ,(nD — D+ 1)}, we have

(BD + pp*)nD > > E[AL(7) + pc(7)]
T€[nD]
=E[L(nD)] ~ E[L(1)] + ufe[;m Ble(7)] (16)

(@)

>p Y E

TE€[nD]

(a) of (16) holds because L(t) and L(1) are defined to be
non-negative. Dividing both sides of (16) by punD, we have
5 % Eenl=7 3 Bl
TE[nD] TG[T
oy s BD L LO)
% pI
Letting T — oo proves the first part of the theorem, i.e,,

[L(1)]-

17)

BD
lim — ) Ele(t)] <p"+—.
i g yomee <o

Next, we focus on the last part of the theorem, i.e.,
lim7 o0 7 S E[hy(t)] < 0 for v € V. From (16), we have
E[L(nD)] < (BD + pup*)nD. (18)
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(18) is equivalent to (19) as follows:

5 S E[Q3nD)] < (BD + pp)nD.

(19)
veV
Since E[Q?(nD)] > E2[Q,(nD)], from (19), we have
E[Qu(nD)] < /2(BD + pp*InD,Yo € V. (20)
Dividing (20) by n1" and letting n — oo, we have
n—oo nD TLD
For any t = nD + 7,7 € [D], from 21, we have
t—o0 t n—00 nD
From [21], [46], (22) implies
1z
im — <
Jim o ;E[hv(tﬂ <0,Yo eV
which proves the last part of the theorem. O

Note that Theorem 2 holds is irrelevant to the setting of
Q,(1),v € V. Since p* is the optimal solution of OVBAC and
(1 is a parameter of DPP, limy_, o = Zthl Elc(t)] < p*+ %
in Theorem 2 means that if 7" is large, the objective value of
OVBAC under HEDP-based DPP can be arbitrarily close to
p* by setting a relatively large . In addition, for any finite
T, we have

1 & BD
T > Ele(t)] < p* + - if Q,(1) = 0,Yv € V.
t=1

The proof the above statement is similar to the proof
of Theorem 2, so we omit it. On the other hand,
lim7 o0 7 S 7, E[hy(t)] < 0,Yv € V in Theorem 2 means
that the weighted time average availability constraints of
VNFs will be satisfied under HEDP-based DPP if T' is large.

When we implement HEDP-based DPP, Q,(t) will be
stable at a sweet point after a certain number of time slots.
After Q,(t) being stable, the cost will be near-optimal and
the weighted time average availability constraints will be
satisfied. By presetting (),,(1),v € V to its stable backlogs,
simulation results show the weighted time average avail-
ability constraints will be satisfied and + S Ele(t)] <
p* + B2 will hold for finite 7" (see Section 5).

Next, we provide a way to learning stable virtual queue
backlogs at the beginning. Assume we have historical data
of the system states of length 7" = nD time slots, where
n € NT.If % ¢ N*t, we only use the latest L%JD
slots’ data. Let y’ be the j* slot’s system state of the
historical data. We set Q,(1) = 0,Vv € V. We apply DPP
to the problem and repetitively feed the previous data to
the system. Let J be the length of data that has been
fed to the system. The learning algorithm terminates when
Z;-]:J,D+1 Qu(j) < % Zj:.]fKDqu Qu(j), where K € N*
is a parameter. Then, we set the initial queue backlogs to be
5 Z;-]:FDH Qv(j),v € V. We formally state the algorithm
for leaning the stable queue backlogs in Algorithm 2. Note
that, Algorithm 2 is executed before the start of the system;
thus, it will not affect the decision time at each time slot.

Algorithm 2: Leaning stable queue backlogs

1 SetJ =1,
2 while Jv € V such that
Z}]:J—DH Qu(j) = % Z}J:J—KDH Qu(j) do
3 SetJ=J+1;
4 Let y/7" be the current system states;
5 Call HEDP to get the optimal solution of P2;
6 | Update Q,(J +1),v € V using (9);
7 end
8 J is the number of learning iterations;
9 Setting Queue backlog of VNF v at the beginning as

53 i Qulj) forv e V.

4.2 Algorithm Design for P2

In this section, we design an algorithm named Heuristic
Enhanced Dynamic Programming (HEDP) algorithm for P2.
By substituting the expressions of h, (t), ¢(t), and X (y*) into
P2, P2 can be rewritten as follows:

1 1 = 1+z:’)
min -y Z zipls, + Z Q. (t) (AUT'U -y (1 —(f) ))
veY veY
st. zbe{0,1,---, X, },YweV

(1-()"") 2 A e,

Z mf,sv <8S.

veV
(P3)
Define f, (z!) as follows:
1+:L’f,
fo (}) = pp'soal+Qu (1), (f1) 23)

+Q1} (t) (Avf’u - th; ) .

The objective function of P3, denoted by Ops, is equivalent

to
Ops3 = Z fv (l‘f,) . (24)
veV
For each VNF v € V), let X! be the minimum z such

that the current availability is no less than the minimum
availability A4,, i.e.,

X' 2 min {va e N| (1 - (qu)l*””f’) > Av} . (25)

From the monotonicity of availability a, the minimum
availability constraints will be satisfied for any x! > X!.

Therefore, the first two constraints of P3 is equivalent to

o e (XX 41, X}, Vo € V. (26)
P3 is equivalent to minimize Op3 in (24) subjecting to
> ey 2hsy, < S and the constraints in (26). We then de-
sign a dynamic programming-based algorithm for P3. We
can prove that the problem is NP-hard by showing an
induction form knapsack problem. We assume S; and s;
are integers. If S; and s; are not integers, we can change
the units of resources to make S; and s; integers. Let
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Algorithm 3: HEDP for P2

1 Compute Z* by (29);
2 if 32, oy &hs, < S then

3 | Return 2';

4 else

5 | fors; € {0,1,---5;},i € [I]do

6 | Update h(1,s) by (27);

7 end

8 fork={2,3,--- ,V} do

9 for s; € {0,1,---S;},i € [I] do
10 | Update h(k, s) by (28);

11 end

12 end

13 | Get optimal x' by tracking back matrix h(k, s);
14 | Return the optimal x’;
15 end

h(k,s) = h(k,s1, - ,s1),k € [V],s € {Z'|0 < s < S}
be the optimum of

k
rnifn qu(xi)
x v=1
st ab e{X,, -, X}, € [k]

k
ts, <
T,8y < 8.
v=1

Define h(k,s) = oo if there exists s; < 0, where h(k,s)
represents the optimum of P3 if there are only the first k
types of VNFs and the total amount of resource is s =
(1,82, -+ ,81). Whenk =1, for s; € {0,1,---,5;},i € [I],
we have

(P4(k, s))

if P4(1,s) is feasible

00, otherwise.

h(l,s) = {optlmum of P4(1,s),
(27)

When k > 1, for s; € {0,1,---,5;},4 € [I], we have

h(k,s) = {h(k —1,s —z}sk) + fulzr)}.

(28)
Then we have the optimum of P3 is h(V, S) by the definition
of h(k,s), and we can get the optimal solution by tracking
back the calculations already performed.

If constraint ), ey x‘; S, < S is omitted, P3 will be much
more easier to solve. We provide a heuristic enhancement to
the above dynamic programming-based algorithm in what
follows. We first derive the optimal solution of P3 under the
assumption that constraint ) ., 2ls, < S is omitted. Since
each variable in (24) and (26) is not coupled with others,
the optimal solution of P3 is equivalent to the collection of
optimal solutions of minimizing f,(z!) subjecting to z!, €
(XL, XU +1,---,X,} for v € V. Let & be the optimal
solution of P5 as follows:

min  f, (xh)
x'l)

min
zhe{X?!, -, X,}

(P5)
st af e {XU X+, X, )
We have :i‘tf), the optimal solution of P5, is equal to
&, & argmin{f, (v)|z € {X5, X5, +1,-, X} (29)

9

Let X! £ (2%,2%,---,2%,). Then, at the beginning of each
slot ¢, we first compute x'. If >, @ls, < S, %' is
the optimal solution of P3; Otherwise, call the dynamic
programming-based algorithm proposed above. We for-
mally state the heuristic-enhanced dynamic programming-
based algorithm in Algorithm 3.

Next, we consider the time complexity of the dynamic
programming subroutine. For the case that / > 1, HEDP
maintains a I 4+ 1 dimensional matrix h(k, sq,--- , sy). Usu-
ally, I is a small fixed number, e.g., I = 3 when CPU, GPU,
and RAM are the bottleneck resources. Since the algorithm
runs in an online manner, the time complexity for comput-
ing an online decision at each time slot needs to be low.
The time complexity for computing each h(k,si,--- ,sr) is
upper bounded by X = max{X,|v € V}. When I = 1,
the time complexity of HEDP is O(VSX). For the case
that I/ > 1, we have the time complexity of the dynamic
programming method is O(V S?X), where S is the mean of
Siyi € {1,2,--- I} and ST > Hle S;. In addition, since
the time complexity for computing X! is O(XV), we have
the time complexity of HEDP is O(VS'X) + O(XV) =
O(V ST X) as shown in the following theorem.

Theorem 3. HEDP can get the optimal solution of P3 in
O(V S X) time complexity.

The optimality of HEDP comes from the definition and
dynamics of h(k, s), and the complexity comes from the size
of h(k,s). The time complexity for the HEDP-based DPP to
computing an online decision at each time slot is pseudo-
polynomial, which is efficient.

5 SIMULATION

In this section, we evaluate the performance of the proposed
algorithm over a wide range of settings. In this paper,
we implement our simulations using MATLAB R2017b in
an HP Pavilion 15-cbOxx laptop with 16GB RAM and i7-
7700HQ CPU running of Windows 10 OS.

5.1 Simulation Setup

For the simulation setup, we consider a system with 20 types
of VNFs, i.e.,, V = 20. Moreover, let the maximum number
of backups of each VNF be five, ie., X, = 5,Vv € V, as
did by [7]. Let each time slot represent an hour. Set D =
24, which means the underlying trends of system states are
periodic with a period of a day. We set 7' = 120. That is,
the system lasts for 5 days. We first get requests rates of
length 24 time slots by taking the average of the 6-period
real-world values; then, we smooth the 24-slots values by
taking an average with its closest 5 values; finally, we get
the waveform of average real-world 24-hour request rates
as shown in Figure 3. Let r be a periodic waveform where
each period of r is equal to the waveform in Figure 3. We
generate 7., v € [V] based on the pattern in Figure 3 as
follows. We let 7! = B, + C,, - r(t — ¢, ), where B, and C,
are real numbers and ¢, € [0,1,---,D — 1] is a randomly
generated phase shift. Motivated by the fact that different
VNFs have different peak hours, ¢, is different for different
VNF v € V. There is a positive correlation between f* and
I’ since the failure probability increases as the requests rate
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Fig. 3: Waveform of average real-world Fig. 4: Queue backlog of VNF 1 v.s. time
slots under p = {50, 70}.

24-hour request rates.

increases [10]. Therefore, we assume the periodic trend of
failure probability of VNF v is a function of the request rate
rt. To be more specific, let f! = D, + E, - !, where D,,, E,
be two real numbers such that f/ = D, + E, - 7 is in the
range of [0.1,0.15]. We assume z;: is randomly drawn from
[0,0.05], and the failure probability of each VNF instance is
in the range of [0.10,0.20], as assumed by [3]. We set the
minimum availability for each VNF to be 0.95, ie., A, =
0.95,Vv € V. The price of each VNF instance, i.e., p:‘] - Sy,
is randomly drawn from [1,2] dollar for v € V. The unit
of cost in the following simulations is a dollar if it is not
specified in particular. Similar to [24], we set I = 1, and
sy is randomly drawn from integers ranging between two
and four units. Additionally, the total capacity of the system,
S, is set to 200 units. Moreover, the weighted time average
availabilities for VNFs are in the range of [0.990,0.998], i.e.,
A, is in the range of [0.990,0.998]. The settings of other
parameters, e.g., i, 2, B,, A,, and C, vary in different
simulations and will be illustrated in detail in the following
sections.

5.2 Baselines

We compare the performance of HEDP-based DPP with
three types of baselines as follows.

The first baseline is the BSPS algorithm proposed in [24].
In particular, at the beginning of each time slot ¢, the BSPS
algorithm estimates the average system states using online
bandit learning, and then solves the online problem by
assuming the total time slots, T, equals the current slot
number t. As our system is aware of the system states at
the beginning of each time slot, we assume that the BSPS
algorithm utilizes the actual system states rather than the
estimated average system states at each time slot. Further-
more, as the BSPS algorithm requires solving an integer
optimization problem at the start of each time slot, we
assume that it utilizes the commercially available GUROBI
solver [47] to resolve the issue at each time slot.

The second baseline is named Relaxation and Rounding
(RR). Relaxation and Rounding has been widely used for
VNF placement and backup problems with integer vari-
ables [15], [48], [49]. RR is an offline algorithm where system
states y*, ¢ € T are known in advance. Since HEDP-based
DPP runs in an online manner where future system states
are unknown, RR needs a stronger assumption compared

Fig. 5: Number of iterations to converge
and queue backlog v.s. parameter y.

to our algorithm. RR first relaxes the integer constraints of
z!, Vv € V,t € T. Without the integer constraints, OVBAC
becomes a convex optimization problem, and we apply a
convex optimization solver, e.g. cvx [50], to get the optimal
solution of the relaxed OVBAC. Since the optimal variables
of the relaxed OVBAC are not integer, we then round the
optimal variables to integers. We use threshold rounding
method for it, where there is a threshold named = € (0, 1).
Under the threshold rounding, available z is rounded to [z
if the fractional part of z is larger than the given threshed.
Also, the minimum availability constraint for each VNF
has to be satisfied. If the minimum availability constraint
is violated, we directly round the corresponding variable
to the least integer greater than it. Moreover, by tuning
parameter 7, the weighted time average availability will be
satisfied. To be more specific, we choose 7 as the minimum
value in {0,0.1,0.2,--- ,1} such that the weighted time
average availability constraint is satisfied.

The third type of baseline, named Single Slot scheme
(SS), breaks down the weighted time average constraints
into constraints for each time slot. In other words, SS breaks
down the weighted time average constraints to constraints
for each time slot, which can be regarded as a static algo-
rithm. We consider two different algorithms, SS51 and SS2,
with the same basic idea of SS. SS1 assumes time slots
are independent, and it chooses the decision at each time
slot by minimizing the cost at the current slot subjecting

to rial > 7,AL v € V. If there is no z! can satisfy
ryal, > 7,Al, SS1 sets x! to 5, the maximum allowed

number of backups. SS2 assumes time slots are independent,
and it chooses the decision at each time slot by minimizing
the cost at the current slot subjecting to a!, > Al . If there is
no 7!, can satisfy a!, > A!, SS2 sets z! to x,, the maximum
allowed number of backups.

5.3 Presetting Queue Backlogs

For the following simulations, we automatically learn stable
values of Q,(1),Vv € V using Algorithm 2 with K = 10,
and preset @, (1),v € V to the corresponding stable values.
We randomly generate y' of length 10D as the previous
data. First, we set o = {50, 70}. Set A,,, B, to the values such
that 77, is in the range of [40, 48] and z,: is randomly drawn
from [—4,4]. Figure 4 shows the virtual queue backlog of
VNF 1 versus the number of learning iterations. As we can

Authorized licensed use limited to: SUNY AT STONY BROOK. Downloaded on November 04,2023 at 17:23:23 UTC from IEEE Xplore. Restrictions apply.

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Mobile Computing. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TMC.2023.3282156

11

110

—e— DPP
—=— RR

—e— DPP —— SS1
1001 —=— RR —— SS2

B0yt

80
60

50

—e— BSPS

995

990

Time Average Cost

985

Time Average Availability

—4— SS1
—— SS2

—e— BSPS —e— DPP

—e— BSPS

—— SS1
—+— S5S52

Time Complexity (ms)

40
0.990 0.991 0.992 0.993 0.994 0.995 0.996 0.997 0.990 0.991 0.992 0.993

Availability Limit A,

Fig. 6: Time average cost of the system
v.s. time average availability limit.

Availability Limit A,

Fig. 7: Time average availability wv.s.
time average availability limit.

0.994 0995 099% 0997 200 225 250 275 300 325 350 37.5  40.0

Number of VNFs

Fig. 8: Time complexity of online algo-
rithms v.s. number of VNFs.

—e— DPP

—a— RR

—4+— RR(0.1)
—— RR(0.2)

0.998{ —— DPP
—a— RR

~
o

0.996

o
a

0.994

w
a

0.992

Time Average Cost

Time Average Availability

45 0.990

—+— RR(0.1)
—— RR(0.2)

56.00

55.99

Time Average Cost

o
o
©
N

55.96

0.990 0.991 0.992 0.993 0994 0.995 0.996 0.997 0.998

Availability Limit A,

Fig. 9: Time complexity of online algo-
rithms v.s. number of VNFs.

see from Figure 4, the queue backlog of VNF 1 will be stable
after a given number of learning iterations. Also, we show
the relationship between the number of iterations needed
for the queue of VNF 1 to be stable and the parameter of
HEDP-based DPP, i.e., u. As we can see from the black line
in Figure 5, the number of iterations needed for the queue of
VNF 1 to be stable is linear to parameter . In addition, the
black line in Figure 5 shows that the stable queue backlog
is linear to parameter (. Since we have %Zle Elc(t)] <
p*+ BD f5m Theorem 2, there is a trade-off between the
cost of the system and the number of learning iterations. As
1 increases, the performance bound of HEDP-based DPP
becomes better, and the number of learning iterations will
increase.

5.4 Simulation Results

In this section, we evaluate the performance of the proposed
algorithm. We first compare the performance of HEDP-
based DPP, BSPS, RR, SS1 and SS2 under different settings
as follows. We set A,,v € V to be 0.9 and set B,, C, to
the values such that 7, is in the range of [40,48]. z. is
randomly drawn from [—4, 4]. In addition, ¢, is randomly
draw from {0,1,---,D — 1} for v € V. The iid random
components of systems states are generated as follows.
zrt,v € V are randomly drawn from [0, 8]. Figure 6 shows
the cost of HEDP-based DPP, BSPS, RR, SS1, and SS2 under
A, = {0.990,0.991,---,0.998},Vv € V and p = 50. As
we can see from Figure 6, the time average cost of HEDP-
based DPP is less than that of the classic offline algorithm

Fig. 10: Time complexity of online algo-
rithms v.s. number of VNFs.
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Availability Limit A,
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Fig. 11: Time Average Cost of the DPP
Algorithm v.s. Parameter (.

RR and significantly less than that of online algorithms SS1
and SS2. In addition, HEDP-based DPP outperforms BSPS.
BSPS assumes T" = t at each time slot ¢, and the time average
constraint has to be satisfied for 1" equals each ¢, which is
similar to the SS scheme. To be more specific, on average,
the cost of HEDP-based DPP is 6%, 19%, 28%, and 42% less
than that of RR, SS1, BSPS, and SS2, respectively. Since RR
is a widely accepted offline algorithm where future system
states are given and our algorithm is an online algorithm,
our algorithm has a satisfactory cost. The costs under DPP,
RR, SS1, and SS2 increase as A, increases, which reflects
the trade-off between the system cost and availability. In
addition, Figure 7 shows the weighted time average avail-
ability of VNF 1 under HEDP-based DPP with u = 50, BSPS,
RR, S51, and SS2 v.s. the weighted time average availability
limit A, = {0.990,0.991,---,0.998}. From Figure 7, the
weighted time average availability constraints are satisfied
under our algorithm, RR, and SS2. Figure 7 can validate that
the weighted time average availability constraints under fi-
nite 7" can be satisfied by DPP by presetting queue backlogs
to corresponding stable values. In addition, we compare the
time complexity of HEDP-based DPP with ;1 = 50, BSPS,
SS1, and SS2 under different numbers of VNFs. In particular,
we set the capacity of the system, S, to be six times the
number of VNFs. The reason why we omit RR is that RR
is not an online algorithm. As shown in Figure 8, The time
complexity of HEDP-based DPP is comparable to that of
BSPS using the commercial GUROBI solver, both of which
take tens of milliseconds, and they are considered efficient.
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The SS1 and SS2 algorithms have low time complexity due
to their heuristic nature, but their performance is relatively
poor. The time complexity of HEDP-based DPP and BSPS
increases as the scale of the system increases.

From Figure 6, the performance of the offline algorithm
RR is comparable to HEDP-based DPP, where RR knows
future system states precisely. Motivated by the fact that it
is impossible to have a perfect system states predictor, we
assume the offline algorithm RR makes decisions based on
future states with prediction errors. In particular, let RR(0.1)
be RR with a prediction error of 0.1 where each future sys-
tem state is generated by multiplicating the corresponding
system state and a factor randomly drawn from [0.9,1.1].
Similarly, RR(0.2) is RR with a prediction error of 0.2 where
each future system state is generated by multiplicating the
corresponding system state and a factor randomly drawn
from [0.8,1.2]. As we can see from Figure 9, the costs
of RR, RR(0.1), and RR(0.2) are higher than the cost of
DPP. Figure 10 shows that RR(0.1) and RR(0.2) may violate
the weighted time average availability constraints. That is,
RR can not meet the weighted time average availability
constraints in the case that future systems have prediction
errors. Next, we set A, to be 0.995, and other parameters
are the same as above. We compare the time average cost
of HEDP-based DPP under p = {10,20,30,40,50}. As
shown in Figure 11, the time average cost of HEDP-based
DPP decreases as v increases, which matches the trade-off
between cost and parameter ;1 stated in Theorem 2, ie.,

T *
% Zt:l Elc(t)] < p* + %'

6 CONCLUSION

In this paper, we have studied the online VNF backup
problem under reliability constraints in edge environments
to minimize the time average system cost. We made use of
system state characteristics observed from real-world data
to facilitate the problem formulation. We have proved the
offline version of the formulated problem is NP-hard. We
proposed an online stochastic scheme named DPP for the
problem and proved the proposed scheme for the problem
is near-optimal. In particular, the system cost under the
proposed scheme can be arbitrarily close to the optimal
system cost of the problem if the time horizon goes to
infinity. At each time slot, the proposed scheme needs to
solve a combinatorial problem. We proposed a dynamic
programming-based algorithm that can solve the optimiza-
tion problem optimally in pseudo-polynomial time. Simula-
tion results based on real-world data have shown that the
proposed scheme significantly outperforms the baselines. In
particular, the proposed online scheme beats a classic offline
algorithm used in practice. In this paper, we modeled the
system states as periodical baselines plus iid random noises.
One interesting future work is investigating a more general
scenario where the random noises are non-iid.
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