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Geometric phase for nonlinear oscillators from perturbative renormalization group
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We formulate a renormalization-group approach to a general nonlinear oscillator problem. The approach is
based on the exact group law obeyed by solutions of the corresponding ordinary differential equation. We
consider both the autonomous models with time-independent parameters, as well as nonautonomous models
with slowly varying parameters. We show that the renormalization-group equations for the nonautonomous case
can be used to determine the geometric phase acquired by the oscillator during the change of its parameters. We
illustrate the obtained results by applying them to the Van der Pol and Van der Pol-Duffing models.
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I. INTRODUCTION

It was shown in Refs. [1-3] that classical dissipative sys-
tems with a limit cycle admit the notion of a geometric phase
accumulated when the system’s parameters undergo a slow
change. This geometric phase is analogous to the Hannay
angle [4] in classical Hamiltonian systems with adiabatic
invariants, and to the Berry phase [5] in quantum mechan-
ics. In this work, we show how to calculate this phase for
models describable with nonlinear oscillators based on the
renormalization-group (RG) approach.

In the case of classical and quantum Hamiltonian systems,
the adiabatic theorem [6] dictates that the system remains on
an invariant torus during the slow evolution of its parameters
and either the Hamiltonian equations for the action-angle
variables [7] in the classical case or the Schrodinger equa-
tion in the quantum case determine the dynamics on this
torus. Then it can be shown that geometric contributions to
appropriately defined phase shifts appear [8]. These shifts are
independent of how exactly the change in systems parameters
is parametrized with time and only depend on the trajectory
that the system executes in the parameter space, hence the
name ‘“geometric.”

The description of the geometric phase for classical dis-
sipative systems with a limit cycle follows the same route
as its counterpart for Hamiltonian systems. The very exis-
tence of a stable limit cycle replaces the adiabatic theorem
for the Hamiltonian systems, and if one can find a way to
describe the dynamics of the limit cycle, they can also obtain
the geometric phase [9]. In the case of classical dissipative
systems, there have been studies based on either numeri-
cal experiments [10] or their Hamiltonianization [11], with
subsequent switching to appropriately defined action-angle
variables.

In this work, we show that the renormalization-group
theory for nonlinear oscillators provides a natural way to
transition from the underlying differential equations to the
“coarse-grained” description of slow amplitude evolution
along a limit cycle, and extract the geometric phase.
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The possibility to apply the renormalization group as
discovered in the quantum field theory, in particular, its for-
mulation due to Bogoliubov and Shirkov [12], to problems
in mathematical physics was noted in Ref. [13], and inde-
pendently in Ref. [14]. The renormalization-group method
turned out to be a powerful way to regularize secular terms
in the perturbation theory for dynamical systems, and study
their asymptotic behavior, see Refs. [15,16] for pedagogi-
cal discussions, and historical context. As demonstrated in
Ref. [17], the method is extremely versatile and can in prin-
ciple replace most known methods of asymptotic analysis,
such as multiple-scale analysis, time-averaging techniques,
and so on. Several examples of the application of the method
are given in Refs. [18,19]. The geometric meaning of the
renormalization-group procedure as a determination of the
envelope of perturbative solutions was given by Kunihiro in
Ref. [20]. The mathematical foundations of the method based
on the invariant manifold theory, as well as its relation to
Wilsonian-type RG, were expounded in Ref. [21].

While the ideas expounded in early works on the subject
are invaluable, the ways in which they were applied to spe-
cific problems sometimes appear ad hoc. In particular, while
dealing with the RG equations to linear order in a small pa-
rameter is straightforward in various approaches, higher-order
corrections are extremely cumbersome, and are obtained in
nonsystematic ways. This issue was addressed in Ref. [22]
via the so-called “proto-RG,” in which the RG equations are
made to be second order in time derivatives, but can then be
easily iterated order by order. Previously, similar goals were
accomplished in Ref. [23] using a Lie-group based approach,
which appears similar in spirit to the one of this work.

In this work, we present a formulation of the
renormalization-group procedure for nonlinear oscillators
based on the exact group law obeyed by the solutions of the
corresponding differential equations, similar to the approach
of Refs. [13,21]. As a result, we are able to show that
the nonlinear oscillator models are perturbatively
renormalizable to any order. The renormalization-group
equations are obtained directly from the linear in time secular
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terms at the prime frequency of the unperturbed oscillator in a
completely mechanistic way. We then use these equations to
calculate the geometric phase shifts for nonlinear oscillators.

The rest of the paper is organized as follows: In Sec. II
we present a general formulation of the renormalization-group
treatment of nonlinear oscillators. In Sec. III we show how to
determine the geometric phase for classical dissipative sys-
tems from the renormalization-group equations. In Sec. IV
we apply the developed formalism to two well-known models:
Van der Pol, and Van der Pol-Duffing oscillators, and calculate
the geometric phase accumulated during a slow change in the
limit cycle. We summarize our results in Sec. V.

II. PERTURBATIVE RENORMALIZATION GROUP FOR
NONLINEAR OSCILLATORS

In this work, we are going to study the asymptotic behavior
of a nonlinear oscillator, defined via the following equation of
motion:

J+ o’y = et)f(y, ). (1)

In the above equation, a dot over a function implies differenti-
ation with respect to time ¢, and f(y, y) is an analytic function
of both of its arguments. For simplicity, at this point we have
introduced a single time-dependent small parameter €(z). In
actual applications we will consider systems with at least two
small parameters, such that the system can be driven though
a closed cycle on nonzero area in the parameter space and
possibly accumulate a geometric phase in this process. The
frequency of the oscillator can also be made time dependent
and serve as a parameter to generate a geometric phase.

It is well known that the naive perturbation theory for
model (1) developed in powers of € is in general singular
because of the appearance of secular terms, whose magnitude
grows with time. This invalidates the perturbation theory at
sufficiently long times. We will resort to the renormalization-
group approach to improve the perturbation theory.

Below we present a formulation of the perturbative RG for
nonlinear oscillators, which stems from a group law obeyed by
the exact solutions of the corresponding differential equation.
Similar general treatments have already been implemented
in the literature for the general problem of renormalization-
group reduction [21,22]. In this work we focus on giving a
detailed account of how to apply the method to nonlinear os-
cillators, suggesting a way to construct perturbative solutions
in such a way as to obtain the corresponding RG equations by
a completely mechanistic application of the perturbation the-
ory to the needed order. The procedure appears to be even
simpler than the proto-RG of Ref. [22]. We did check that
for the specific problems considered in this work the two
approaches yield the same results. Furthermore, we general-
ize the RG approach to treat situations with time-dependent
coefficients in nonlinearities to study geometric phases.

A. Adiabatic renormalization-group equations

First, we formally neglect the time-dependence of € in
Eq. (1). This way we obtain the RG equations that contain
only an instantaneous value of €. In this sense, we are going

to perform the RG analysis of the following model:

J+ o’y =ef(,y). (2)

We refer to the corresponding RG equations as adiabatic.
Nonadiabatic corrections to them, which are linear in €, are
obtained in Sec. I B.

Let us introduce a notation for a solution of equa-
tion Eq. (2), y(t, to; (%), y(t9)), which specifies the initial
time fq, the observation time ¢, as well as the initial conditions,
¥(t), ¥(to). For brevity, we will also use the notation y(¢) for
this solution, in which the initial time and the Cauchy data are
suppressed, but implied. In particular, y(ty, fo; y(fo), y(tp)) =
y(to).

If a unique solution exists, it must satisfy the following
group law for ¢ > t; > ty:

v, t; (), y(t)) = y(t, to; ¥(to), ¥(to)), 3)

which states that, if the values of y(t1, to; y(ty), Y(t9)) = y(t1)
and y(t, tp; y(t0), y(to)) = y(t;) are used as the initial condi-
tions for evolution starting at 71, then for r > ¢, the system will
follow the same trajectory as y(¢, fo; y(fo), ¥(tp)). The group
law (3) can be used to improve the perturbation theory much
the same way it is done in the conventional RG schemes in
field theory [24,25].

It is easy to see that the very existence of the group law
implies that

dy(t, ti;y(t), y(11))
dty o

The validity of Eq. (4) is apparent from Eq. (3), in which 7,
does not appear on the right-hand side. Equation (4), valid for
general #;, in particular holds for #;, — ¢:

dy(t, ti;y(t1), y(t1))
dt

The crucial observation is that the validity of Eq. (5), en-
forcedforalltimest, is sufficient for both Eq. (4) and the group
law (3) to hold. Indeed, Eq. (5) follows from the following
Taylor expansion of y(¢, t; y(¢1), y(t;)) near ; = t:

y(t, t;y(t), y(t1)) = y(t1) + y(@)(E — 1) + O((t — 11)?).
(6)

The derivative of the right-hand side with respect to #; van-
ishes for + — 1| for any 7 if and only if the initial conditions
for y(¢, t1; y(t1), y(t1)) are chosen along an actual solution for
y. Then it is clear that Eq. (5) is equivalent to the group law
(3), since finite evolution along an actual solution of the ODE
can be accomplished through a number of infinitesimal steps,
for each of which Eq. (5) ensures that one moves along the
actual solution.

Given that Eq. (5) ensures the group law (3), it can be
chosen as the basis for the perturbative RG treatment of a
dynamical system. This same equation results from the ap-
plication of the theory of envelopes [20,21,26]. The left-hand
side of Eq. (3) can be obtained from the perturbation theory
for ¢, close to ¢, since the secular terms are small. Equation (5)
then can improve the perturbative expansion, as described
below.

To set up the perturbative RG for a nonlinear oscillator,
we need the general form of its perturbative solution in the

0. 4)

|11~>t =0. (5)
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vicinity of t = #;. We show in the Appendix that a perturbative
solution to Eq. (2) of order O(e"™) can always be written in
the following form:

Nmax > Mmax

Y. n)=Ae + N

n=1,m=0,m#1

nysre %\ imot
€"YI*E(A, A%)e

+ ) €A AT — )™ +ce. ()

n=1,m=0

In this solution, with two unknown A, A*, we singled out
nonsecular terms oscillating at the prime frequency of the
unperturbed (¢ = 0) oscillator, Ae, and A*e~™. Note that
while the frequency is unperturbed, all orders of the per-
turbation theory can contribute to A, A*, depending on how
the initial conditions are implemented. The second term on
the right-hand side of Eq. (7) is a sum of nonsecular terms
of the perturbation theory with the corresponding oscillating
exponentials. The summation index n labels the order of the
perturbation theory, and m label the oscillation modes. The
value of mpy,y is determined by npn,, and a specific form
of the perturbation, f(y,y). The sum over m possibly in-
cludes a constant term with m = 0, but excludes the prime
frequency, m = 1. The prime frequency is not included since
the nonsecular terms oscillating at @ have already been taken
into account in the first term on the right-hand side, and its
complex conjugate. The third term on the right-hand side is a
sum of all secular terms to a given order. The prefactors of the

J

Mmax s Mmax

d .
— | At )ela)l + Z

dn n=1,m=0,mz1

Since Eq. (10) must hold for all of ¢ after the limit #{ — ¢
is taken, we can equate to zero derivatives with respect to
of all the pre-exponential factors. In particular, for the prime
frequency terms e, we obtain

Nmax

d d
—At) = —— "YSC(A(t), A*(f);t — ¢ ,
ar (t1) dl1|:EIE w1 (At), A™ (1) 1)i|

n= tH—t

(1)

as by construction nonsecular terms are absent at the prime
frequency: Y® = 0. Only secular terms linear in 1 — ¢; will
contribute to the right-hand side of Eq. (11) because of the
t; — t limit.

For notational convenience, we define
YA, AT~ 1)

F(A,A") = —1i )
( ) t—t d[l

12)

which is a function of amplitudes A, A*, but not their deriva-
tives. Then we obtain the desired RG equation in the form of

At) =) €"F(At), A*(1)). (13)
n=1

Equation (13), supplemented with Eq. (12), is the most
general RG equations in the present context, while Eq. (9) re-
lates the renormalized solution of the differential equation (1)

oscillating exponentials are polynomials in ¢, which we chose
to be functions of ¢ — ¢, such that the secular terms vanish at
Hh=t.

The crucial feature of solution (7) is that in the nonsecular
terms the coefficients Yp,c(A, A*) are independent of f; if
the secular coefficients Y o' (A, A*;t —t;) are polynomials of
(t — t1) (rather than of 7 and #; separately) of degree larger
or equal to one. It will become apparent below that this fact
ensures that the RG equations for the renormalized amplitude
A(t) do not contain time explicitly, and the expression for the
renormalized solution does not contain secular terms. These
two statements define renormalizability in the present context.

In order for y(t,t;) of Eq. (7) to coincide with
y(t, t1;y(t1), y(t1)) in the vicinity of ¢, we need to impose the
initial conditions on y(¢, 1) as a function of its first argument:

dy(t, )

i = y(t1). (®)

t—t

vt 1) = y(t),

At this point we can assume that Egs. (8) have been solved,
and as a result two ¢;-dependent amplitudes A(t,), A*(t;) were
found. Importantly, this procedure never has to be carried
out explicitly. If expressed through these amplitudes, y(t;)
trivially satisfies

Nmax s Mmax

Y1) =AW + D €EAM), AN1))e™ M, (9)
n=1,m#1

while the “local” group law (5) implies that

EYREAM), A (1)) + Y €V (A(), AN(1)it — 1)e™ + c.c. =0. (10)

n=1,m=0

t—t

(

to the renormalized amplitudes A(r), A*(¢). One can view
Eq. (13) as a way to eliminate the secular terms from the
perturbation theory by renormalizing the initial conditions
[17].

Since Eq. (13) is obtained from the secular terms at the
prime frequency, a comment on the fate of the secular terms
at other frequencies is in order. Because of the hierarchical
structure of the perturbation theory, the secular terms at non-
prime frequencies appear only as a consequence of the secular
terms at the prime frequency in lower orders of the pertur-
bation theory, see the Appendix for details. This means that
once Eq. (13) is enforced, and the secular terms at the prime
frequency are eliminated, there is no need to consider secular
terms at other frequencies, they are gone automatically. This
can be explicitly seen below using the example of the Van der
Pol oscillator: once one enforces Eq. (36) for the renormalized
amplitude to a given order of the perturbation theory, Eq. (10)
is automatically satisfied for the nonprime frequency terms,
explicitly given in Eq. (35).

The RG equations derived above are one of the main results
of this work. They are extremely simple to implement. At each
order of the perturbation theory, while A, A* are still consid-
ered to be constants, one must choose the arbitrary coefficients
of the general solution of the homogeneous equation in such a
way as to ensure that the prime-frequency solution vanishes at
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t = t;. As shown in the Appendix, this guarantees the form
of the perturbative solution stipulated in Eq. (7), and RG
equations (13) and (12) are trivially obtained.

B. Nonadiabatic renormalization-group equations

Below we will consider a situation in which the small pa-
rameters in a nonlinear oscillator problem are time dependent,
but this time dependence is slow, € /w < €. Having in mind
applications for calculation of geometric phases for oscilla-
tors, we will assume that these small parameters are taken
through a cycle in the parameters space, and the duration of
the cycle 7. is such that ét, < €, even though wt, > 1.

For time-dependent €(¢), the RG equations will receive cor-
rections, which can be expanded in powers of €. In calculating
these corrections, we restrict ourselves to the linear order in
nonadiabaticity, since only such terms lead to the appearance
of geometric phases. We neglect the small higher-order deriva-

J

ye.n)=Ae"+ Y

n+k>1,m=0,m#1

Gnékan/fi(A’ A* )eimwt + Z

tives of € for the same reason. Under these conditions, one
can obtain the nonadiabatic corrections in much the same way
as the adiabatic ones were obtained. We expand the time-
dependent small parameter as

e(t) ~ e(t) + (t —n)én), (14)

and treat € as a new time-independent small parameter. The
resultant equation one has to solve is

i+ o’y = [e(t) + (t — t)EMDIF O, Y), (15)

in which #; should be viewed as a parameter.

It is clear from the preceding considerations, as well as
from the Appendix, that the perturbative solution to Eq. (15)
will have the same general form as prescribed by Eq. (7),
but €” replaced with €”¢*, with non-negative integers n, k
satisfyingn + k > 1:

€"EFYIC (A, A%t — 1)e™ 4 c.c. (16)
n+k>1,m=0

Functions Y, with k = 0 in Eq. (16) coincide with Y, introduced in Eq. (7). For the purpose of calculating the geometric
phases, we only need the k = 0, 1 terms in Eq. (16). We will also neglect the O(e"¢) terms with n > 0, even though these can be

easily obtained, if needed.

The form of Eq. (15) shows that functions Y,,, can be obtained from Yj¢,, = Y1,,, which define the adiabatic RG equations,
and the corresponding renormalized solution for y(¢) to O(e) order. We obtain

i 1 : r 2im r
Yo = <% + z(t —t1)>Y1slec’ Yormer = (¢ —1)YR5, Yoy = mmg- (17)
Since only the linear in # — #; part of ¥jf contributes to the RG equations, we obtain
) i€
A= €"F,(A,A*) + —F| (A, A"). 18
; (A A"+ —Fi(4,A%) (18)
In turn, the full renormalized solution, yg(¢), of the original model (1) is
iw n * imwi . 2im Te; * imw
YR() =A@ + D EVIEA®R), A1) €y m1/1,,;°4(A(r),A 1)) + c.c. (19)

n=1,m##1

RG equations Eq. (18), and the equation for the renormalized
solution (19) for the nonlinear oscillator equation are one of
the main results of this work. We emphasize that all of func-
tions Y5, Yo, and the corresponding F, defined by Eq. (12)
are obtained from simple perturbation theory. This makes the
entire construction extremely easy to implement.

We would like also to comment briefly on the case in which
the frequency of the oscillator is time dependent, providing
only the corresponding correction to the RG equations. In this
case a naive generalization of the approach we used for time-
dependent €, Eq. (14), would not work, since w(¢;) would
make it to the oscillating exponentials in the perturbative
solution, and enforcing the group law (5) would lead to an
explicit time-dependence in the obtained RG equations.

Instead, for a time-dependent w(¢), to obtain the adiabatic
perturbative solution from Eq. (7) one must perform the fol-
lowing replacement in the phases of oscillating exponentials:

wt—>/ dt'w(t), (20)

m#1

(

while all the prefactors should be considered functions of the
instantaneous value of w(¢). It is easy to show then that the
equation for the O(e%®) nonadiabatic correction at the prime
frequency is given by

j}na + wzynu = _id)Aeifl dr'w(t) + c.c. (21)

Using the same logic that led from Eq. (15) to the RG equa-
tion (18), we can write immediately that in the presence of a
time-dependent frequency the RG equation becomes
10}
2w

Note that the obtained O(¢’®) result is consistent with a
well-known fact [7] that, for a simple harmonic oscillator,
the ratio of its energy to its frequency is an adiabatic invari-
ant. This implies that the combination JA(#)|>w(t) should not
change with time for € = 0, and thus F,(A, A*) = 0, which is
consistent with Eq. (22).

In specific examples, one may need to go beyond
the O(e%) and O(¢®») orders in the nonadiabatic RG

A=F.(A AN+ Z’—EFI (A, A) — —A. (22)
w
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equations. We encounter a case where one needs to iterate
beyond O(’@) in Sec. IV A for the Van der Pol oscillator
with a time-dependent frequency. We illustrate the procedure
for that specific case.

III. GEOMETRIC PHASE FOR NONLINEAR
OSCILLATORS

In this section, we show how to use the formalism devel-
oped in Sec. II to describe the geometric phase for a nonlinear
oscillator with a limit cycle. In Sec. IV A below we apply this
formalism to Van der Pol-type oscillators.

Upon using the polar form A = re’? /2 (note the factor of
1/2), Eq. (18) can be used to write equations for is magnitude
and phase, whose general form is

dr

dt
Here € = {¢1, €3} should be thought of as a vector of small
parameters, which change adiabatically through a cycle in the
parameter space, but we will keep a single name € for these
parameters.

In coordinates (r, ), the equation for a limit cycle can be
written as f(R(e), €,0) = 0, where R(¢) is the radius of the
cycle. If the parameters are changing adiabatically, the devi-
ations from the cycle will be small. Following the approach
taken in Ref. [10], we introduce the variable z = r — R(e€).
Then up to the first order in z and € we get

dz

= f(r €6 46 = Q(r, €, €) (23)
= f(r, €, ¢€), i 7, €, €).

do
o= Qe 0) 42260+ - e 0).  (29)

It can be shown [10] that there is a vector function &(e, €) such
that up to the first order z can be written as z = € - &(e, ¢€).
Therefore, we see that z = 0 up to the first order in €. Substi-
tuting it into Eq. (24), we get an equation for &:

0= &f/(R.€.0) + f{(R.€.0) — R.. (26)
Substituting & in Eq. (25) we get

d@ . R; _fe/(Rs 61 0) ’ . ’

i Q(e,0)+ € iR, €, 0) Q.(,0)+ € Q.(,0).
(27)

The first term in the right-hand side of Eq. (27) describes the

accumulation of the dynamical part of the phase, 64y,, such

that
Bdyn =/ dt'Q(e(t), 0). (28)

The dynamical phase in general scales linearly with the time
it takes the system to complete a cycle in the parameter space.
In turn, last two terms correspond to geometric phase:

6 —f(R—;_fé(R’e’o)Q’( 0) + Q4 0)> d
geom — fr/(R,G,O) €, ACH - de.
(29)

This contribution to the phase does not depend on the total
time of travel along a closed path in the parameter space, as

long as this time is not too short. We can write

Opeom = f 9= f [a1(©der + a©de],  (30)

where a;(€) and a;(e€) are read off from Eq. (29).

Of physical interest is the accumulation of phase along a
closed curve, y, in the parameter space, in which case the
curve is a boundary of some region G: y = dG. To compute
the geometric phase, we utilize Stokes’ theorem in Eq. (30):

Ggeom = % Y= / xdey Ndey, 31
y G
where
8612 3611
2 32
X de; e (32)

is the analog of the “Berry curvature” in the present problem
[5]. Calculation of this curvature for Van der Pol-type oscilla-
tors is the primary goal of the following section.

IV. VAN DER POL AND VAN DER POL-DUFFING
OSCILLATORS

To illustrate the results obtained in Secs. II and III, we
consider the Van der Pol-Duffing (VdPD) oscillator, defined
via a differential equation for its displacement, y(¢):

§+ oy =pnl —yy— By (33)

In this equation, the term with ? describes the linear force
acting on the oscillator, the one proportional to 8 is a non-
linear correction to the force, and the coefficient proportional
to p is a nonlinear dissipative-like term. This term provides
dissipation for |y| > 1, but leads to generation for |y| < 1.
It is well known that the nonlinear dissipative term leads to
the existence of a limit cycle in this model, which roughly
corresponds to the trajectory in the phase space for which the
dissipation and generation exactly balance each other out. The
Van der Pol (VdP) oscillator model is obtained from the VdPD
one by setting 8 — 0. It is worth keeping in mind that, since y
is chosen to be dimensionless in Eq. (33), « and 8'/? have the
same units as the frequency w. In this work we are interested
in the nonautonomous version of VdP and VdPD oscillators,
in which parameters w, u, and 8 have time dependence, albeit
very slow one.

Recently, a way to study the geometric phases in dissipa-
tive systems was proposed by their “Hamiltonianization” in
Ref. [11]. In this work, we adopt the perturbative renormal-
ization group to study changes in the limit cycle of the VdPD
oscillator under slow time evolution of its parameters, and to
determine the associated geometric phase. We will start with
the VAP model to reproduce some known results using the
RG. Later we will turn to the VdPD model and show that in
that case the curvature in the parameter space is singular and
scales as 1/u>.

A. Perturbative renormalization group
for the Van der Pol model

While developing a perturbative expansion in w for the
solution of Eq. (33) with 8 = 0 (VdP model), we always work
up to the lowest order to which the desired phenomenon—
geometric phases in our case—appear. It turns out that, for
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the VAP model, going to O(u?) order is sufficient, as will
be discussed below. The corresponding expressions for the
perturbation theory solution are most easily obtained using
some software for symbolic computation, of which we used
Wolfram Mathematica.

J

1. Adiabatic renormalization-group equations

It is apparent from Eqs. (13) and (12) that the adiabatic RG
equations are determined by the linear in (¢ — #;) secular terms
at the prime frequency. To obtain these terms, we organize the
perturbation theory as

y(t, 1) = yot) + uyi(t, 1) + ©ya(t, 1), (34)

where
}70 — Aela)t +A*€_lwt,
43

1 2N\ it iA 3iwt
yi = =@t —t)HA — |A]D)e” + —e" +c.c,,
2 8w

i 2 4 1 2 2 4 iwt
V2= —@(I—II)AQ—SIAI + 71A] )+§(t—t1)A(1—4|A| +3|AI%) )e

1 3i .
_ A32 A2 — (t—t A31—A2 3la)t_
+< P (+||)+16w( DAT(1 — |A[7) )e

The linear in ¢t — #; secular terms at the prime frequency in
each order of the perturbation theory are underlined.

The equation for the renormalized amplitude A(#) can be
obtained from Egs. (35), using Egs. (13) and (12):

A= %A(l AP - &

2
AQ2 = 8IAPP +TIAY.  (36)
16w

Upon using the polar representation A = re' /2 (note the fac-
tor of 1/2), the equations for r and 6 become

i’:%r(4—r2),

: W 4 2

O =—— (7" =327 + 32). 37
256a)(r re+32) (37

These equations lead to the well-known results [27]: the VdP
model has a limit cycle of radius » = 2, defined as r for which
=0, and at the limit cycle the correction to the frequency,
given by 6 evaluated for r = 2, is —u?/16w.

It is instructive to consider the RG equations in the vicinity
of the limit cycle, since it provides physical picture behind
the needed nonadiabatic corrections to the equations. For » =
24+ 8r, §r < 1, we obtain

8r = —udr,
2 2
: W 3up
0=—L_ % 5 38
160 8w (38)

Equations (38) show that u plays the role of the relaxation rate
back onto the limit cycle, and 1/u is the corresponding re-
laxation time. Therefore, an O(1°®) nonadiabatic correction
to the equation for 7 will produce a deviation from the limit
cycle amplitude 6r o w/w. In turn, this will lead to O(u, @)
correction to the frequency of the oscillation, linear both in u
and . This means that one needs to also take into account
O(u@) nonadiabatic corrections to § to have a consistent
treatment. These corrections are discussed below.

LASeS"w’ +cc (35)
192w? A

2. Nonadiabatic renormalization-group equations

The leading nonadiabatic corrections to O(u’f) and
O(1°@) orders can be simply read off Eq. (22):

F= E;’(4 —r) - ﬁr,
8 2w

2

256w
As discussed above, the equation for 6 needs to be corrected
with O(pw) terms. For the present case, these can be easily
obtained by noting that the solution to the VdP model obtained
from amplitude A with O(u’@) corrections by construction
solves the original equation to up to O(u?) and O(u’®) order.
We can iterate RG equations to order O(uw) by substituting
the solution up to O(uw) order into the nonlinear term, and
collecting the O(uw) secular terms, and only the part of those
that makes a contribution to the 6 equation. The result is

6 =

T =322 430+ L@ ). (39
16w

F=Brao - 2
8 2w
2 2
; H 4 2 4—r. Koo
b= — 74— 3272 432 LY
2560 " A T R T L
(40)

At this point we can apply the general equation (29) to € =
(., w) to obtain near the limit cycle, r = 2:

emm=/mmu+%wm @1)
with
7
a, = 0, ay, = @ (42)

The corresponding curvature is

Xvdp = 0,0y — 0@y = S 43)

The above results are different in sign as compared with those
obtained in Ref. [11] using Hamiltonianization of the VdP
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model. We have confirmed our results via numerical simula-
tions. To this end, we numerically solved Eq. (33) with 8 =0
for a long enough time, including a cycle of changing u and
w along a circle in the parameter space. During the cycle, the
two parameters were changed according to

() = po + w[cos (271%) - 1},

o(t) = wg + Sdw sin (27[%), (44)

with 0 < 1o, dw, T™' <« wy. Note that 1(0) = pg, so both
parameters change continuously. Under such circumstances,
for large enough 7', one expects the geometric phase to be
given by

egeom A dwd i xvap (Mo, wo). (45)

The evolution time before the cycle must be long enough
for the limit cycle to get established, and long enough as com-
pared with the relaxation time toward the limit cycle, 1/u. To
extract the geometric part of the phase, we consider evolution
for the same cycle traversed in the two opposite directions,
since the difference between the corresponding phases will
not contains the dynamic part, Eq. (28). Equation (54) corre-
sponds to a path traversed in the counterclockwise (positive)
direction. Since the change in the phase in both cases is
very small, we pick a particular period of oscillation after

the geometric part of the phase as

g = Y-~ (46)
2
The numerical results are presented in Fig. 1, which shows
that the phase defined in Eq. (46) saturates at the theoretical
value for the geometric phase (45) (in both sign and magni-
tude) for long enough cycle in the parameter space.

B. Perturbative renormalization group for the Van der
Pol-Duffing model

We now turn our attention to the Van der Pol-Duffing
model. We consider Eq. (33) with w(t) = const. and 8 # 0.
As will become clear shortly, there is a singular in @ contribu-
tion to the Berry curvature that scales as xyap < 8/ w?. We will
limit ourselves to obtaining only such singular contribution
solely for the sake of clarity of presentation. Obtaining other
terms in the curvature presents no difficulty using the present
approach. We note that keeping only the singular term in the
Berry curvature is consistent if 8/% > 1, while the condition
that the system does not deviate from the limit cycle too much
is given by B/w? « 1. Therefore, the results obtained below
are valid for u? < B < w?.

The needed perturbation series takes the form

y(t, 1) = yo(t) + uyio(t, t1) + Byoi (¢, t1) + uByn (, 1),

the cycle is completed, and determine the time stamp when (47)
y(t) = 0. Given the time stamps ¢, and ¢_ that correspond to
counterclockwise and clockwise directions, we can calculate where
|
Yo = Aeiwl‘ +A*efia)l’
1 : A3
Y10 = 5 — 1AL — [AP)E + el 4 e,
2 w
Yoi = (¢ — AP + A gy
2w 8w? o
1 3i )
Y= (——20 —AIAPB = 2AP) + == — 1)’ AJAP(1 — |AP) )
4w 2w
+ 3 (1=2|A%) + 3 (t — A1 — 4|41 )3 + —— A% +c.c. (48)
3w 1603 24a)3
The secular terms at the prime frequency are again underlined.
We can read off both the adiabatic and nonadiabatic RG equations from Eqgs. (18) and (12):
3
A= —A(1 — AP + ﬂAIAI - MﬁAlAI (3—2/AP )+ A(l — |A]? )— p AIAI . (49)

Switching to the polar representation, A = re’ /2, we obtain
the following equations for 7 and 6:

o 2 upB 3 > 3,3 3

r_gr(4—r)—mr 6—-r)— 16w2r

.38, M 2

0 =— —(@4 —r°). 50
R TI (50)

(

These equations have the form described in Eq. (23), so we
can use the results of Sec. III for € = (u, B). In general,

BOgcom = /(audu +agdp). 51

As we mentioned before, we retain only the terms in the
connection and curvature that are singular in the limit © — 0,
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9/0geom

10! 102 102 10*
Two
27

FIG. 1. Phase accumulated during a cycle in the (u, ) space as
a function of the time to complete the cycle, T (blue squares). The
parameters used for the simulation are wy = 2, dw = 0.2, u = 0.1,
du = 0.01. Geometric phase calculated using Eq. (45) iS Ogeom =
1.98 x 107, Green circles: the geometric phase obtained for the
longest cycle, wyT = 2 x 103, and different values of u = 0.2, 0.05,
and unchanged values of §u, dw, wy.

so in this sense

38
a,~0, ag _2M603. (52)
For the curvature we obtain
3 B
Xvdpd = aﬂaﬂ - aﬂaﬂ = zm (53)

We confirmed the result for the curvature in the parameter
space in the case of the Van der Pol-Duffing model via numer-
ical simulations identical to those for the Van der Pol model,
but with B replacing w as one of the parameters whose change
drives the accumulation of the geometric phase. That is, the
cycle in the parameter space was parametrized according to

w(t) = po + w[cos (h%) - 1},

B(t) = wo + 8 sin (2;1%). (54)

Numerical results are presented in Fig. 2.

V. DISCUSSION

In this paper we presented a formulation of the
renormalization-group treatment of nonlinear oscillators. It
allows us to improve the perturbation theory for the oscillator,
which contains secular terms. Our approach is based on the
exact group law (3) satisfied by the solution of the differential
equation (2) describing a nonlinear oscillator.

The way of deriving the renormalization-group equa-
tions from a (singular) perturbative solution of a nonlinear
oscillator problem is essentially algorithmic and is sum-
marized by Eqgs. (22) and (12). We demonstrated that the

g/egeom

10° 10! 102 103 10*
wT
2

FIG. 2. Geometric phase accumulated during a cycle in the
(u, B) space as a function of the time to complete the cy-
cle, T (blue squares). The parameters used for the simulation,
in appropriate units, are 8 = 0.005, 68 = 0.001, u =0.01, 6 =
0.0005, w = 1. Geometric phase calculated using Eq. (53): Ogcom =
1.31 x 107*. Green circles: the geometric phase obtained for
the longest cycle, T = 10°, and different values of (i, 8) =
(0.015, 0.01125), (0.02, 0.02), (0.025, 0.03125), for which 8/u? =
50.

nonlinear oscillator models are perturbatively renormalizable
in the Appendix.

We used the obtained RG equations to consider the ap-
pearance of geometric phase in dissipative oscillator models
with limiting cycles. Specific examples of application of the
developed formalism included the Van der Pol and Van der
Pol-Duffing oscillators. The results for the geometric phase
obtained using the renormalization-group treatment were in
good agreement with numerics.

The present treatment of the nonlinear oscillator problem
is inspired by previous works, especially Refs. [17,20]. It
shows that the perturbative RG for nonlinear oscillators can
be a practical tool to calculate geometric phases in dynamical
systems with limit cycles. Our treatment can be shown to work
perfectly well for the models mentioned in Ref. [22] as those
for which the approach of Ref. [17] requires refinements.
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APPENDIX: RENORMALIZABILITY OF THE
NONLINEAR OSCILLATOR

In this Appendix we show that a perturbative solution to
model (2) can be written in the form given by Eq. (7), which
shows renormalizability of the nonlinear oscillator model. We
also present a simple constructive way to obtain that form of
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the perturbative solution in practical calculations. In particu-
lar, that form naturally arises when one obtains the solution
via some symbolic calculation software, like Wolfram Mathe-
matica.

For clarity, we reproduce Eq. (7) here:

Nmax s Mmax

Y. n) =Ae + >

n=1,m=0,m#1

Gnan:qg (A, A*)eimwt

Mmax >Mmax
+ ) A AT — )™ tec. (Al

n=1,m=0

We now solve the original problem with time-independent
parameters order by order in €:

J+ o'y =efy). (A2)

In doing so, we have in mind a perturbative expansion in the
vicinity of t = #;. The unperturbed solution is

yo = Ae 4+ A*e ™ (A3)
The two unknown amplitudes A, A* are sufficient to match any
Cauchy data, so we are free to eliminate all arbitrary constants
appearing in higher-order terms to our liking.

The first-order correction is obtained by substituting yg
into the nonlinearity in the right-hand side of Eq. (A2). The
function f(y, y) is assumed to be analytic in both of its argu-
ments and to admit a Taylor expansion in them around y = 0,
y = 0. Thus we will think about it as a polynomial of y and
y. To linear order in €, we can write y = yy + €y;, with an
e-independent y;, which satisfies the following equation:

Fr4 o'y =) fulA AN +coc. (A4)

m=0

The specific form of the coefficients f,(A, A*), of course, de-
pends on the specific nonlinearity in the problem. The solution
of inhomogeneous equation (A4) is a sum of the general solu-
tion of the homogeneous equation, and a particular solution of
the inhomogeneous equation. The former has the same form
as (A3) but with some new constants C; and Cj, while the
inhomogeneous solution contains secular terms at the prime
frequency as well as regular terms at all other frequencies:

. i -
yi(t) = Cre' — —fire' + Z f
20 i

ﬁe’m’”’ +c.c.
—m?)w

(A5)

In the above expression we explicitly separated the secular
term at the prime frequency. We can now choose the arbitrary
constant C; in such a way as to make the secular term vanish
att = t;, which amounts to setting
i
Ci = —fi(A,A")n. (A6)
2w

This brings the first order of the perturbation theory to the
form specified by Eq. (A1). We show below that iteration of
the above procedure for the first-order perturbation theory is

guaranteed to bring the entire perturbative series to the form
of Eq. (Al).

We repeat the procedure outlined for the first-order pertur-
bation theory to any order in €. Since

d A A .
E((I -1 )Iezmwt) =1t —1 )l—lelmwt + imo(t — 1 )letmwl
(A7)

contains prefactors in front of the oscillating exponentials
that are functions of (¢t —#;) only, the general term in the
inhomogeneous solution appearing in higher orders of the
perturbation theory (labeled with ) will be obtained from

Fn 4+ @2y, = B (A, At — 1)) ™, (AB)

in which both / and m are non-negative integers. We empha-
size that the right-hand side of Eq. (A8) is meant to represent
a typical inhomogeneity appearing to order €”. In general the
inhomogeneity will contain several terms with different m, [,
all of which can be treated in the way described below.

For m # 1, we can seek a solution to Eq. (A8) in the form
of y,(t) = P,y (t — t;)e™*, where P,,;(t — t;) is a polynomial
of (¢ — 1), satisfying

Bt + 2imoFy + (1 = m)&* P = Byt = 1)’ (A9)

Because of a nonvanishing term without a time derivative in
the left-hand side of Eq. (A9), it is clear that P,(t — ;) is a
polynomial of degree /:

!
Pu(t —t1) =Y pilt — ).

k=0

(A10)

Then
B _ 2imiB,,
(T—me? P T T e

and for k < I — 2 we obtain a recursive relation

pi (Al1)

(k+2)(k + Dprsa + 2imo(k + Dpry1+(1 — m>)w? pr=0.
(A12)

The recursive relation terminates at k = 0, determining
uniquely all the coefficients. We thus conclude that the non-
prime frequencies terms in the perturbation series all have
prefactors in front of the oscillating exponentials that are poly-
nomials of (r —#;) only (as opposed to depending separately
on t;, t), and conform to the form prescribed by Eq. (Al).

Turning our attention to m = 1, we note that if we seek a
particular solution in the form of y, () = Py;(t — t;)e'”, then
P, satisfies

Py +2ioPy = Byt — 1), (A13)
and thus Py; is a polynomial of degree / + 1:
I+1
Pyt —t) =Y pilt — ). (Al4)
k=0
In this case
iBy;
P11 = —m, (A15)
and for k < [ we have a recursion relation
(k + Dkpiy1 + 2iwkpy = 0. (A16)
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This recursion relation terminates at k = 1, leaving py un-
determined. The coefficient py can always be set to zero by
choosing an appropriate solution of the homogeneous equa-
tion, the way it was done in Egs. (AS) and (A6). Therefore,
we conclude that the prime-frequency terms in the pertur-
bative solution, apart from the solution to the homogeneous
equation, Eq. (A3), have prefactors in front of the oscillating
exponentials that are polynomials of (¢ — #;), which also van-
ish at# = 1, such that there are no regular terms, only secular,
in the perturbative solution at the prime frequency. This proves
that (A1) or (7) represent a general perturbative solution to

the nonlinear oscillator model and also provides a constructive
way to obtain this solution by choosing the coefficients of the
solution of the homogeneous equation at every order of the
perturbation theory in such a way that there are no regular
terms, only secular, at the prime frequency.

We also would like to point out that recursion relations
(A12) and (A16) show that all the higher-order secular terms
are fully determined by the linear in (¢ — #;) ones appearing at
the prime frequency in each order of the perturbation theory.
It is no wonder than only these linear in (# — #;) secular terms
at the prime frequency fully determine the RG equation (18).
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