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The through-diffusion and membrane behavior testing procedure using a closed-system apparatus has been widely
used for concurrent measurement of diffusion and membrane efficiency coefficients of low-permeability clay-
based barrier materials. However, the common assumption of perfectly flushing conditions at the specimen
boundaries could induce errors in analyses of the diffusion coefficients and membrane efficiencies. In this study,
an innovative pseudo three-dimensional (3D) analytical method was proposed to evaluate solute distribution along
the boundary surfaces of the soil-porous disks system, considering the non-perfectly flushing conditions. The
results were consistent with numerical models under two scenarios considering different inflow/outflow
positions. The proposed model has been demonstrated to be an accurate and reliable method to estimate solute
distributions along the boundaries. The calculated membrane efficiency coefficient and diffusion coefficient based
on the proposed analytical method are more accurate, resulting in up to 50% less relative error than the traditional
approach that adopts the arithmetic mean value of the influent and effluent concentrations. The retardation factor
of the clay specimen also can be calculated with a revised cumulative mass approach. Finally, the simulated
transient solute transport matched with experimental data from a multi-stage through-diffusion and membrane
behavior test, validating the accuracy of the proposed method.

©2023 Institute of Rock and Soil Mechanics, Chinese Academy of Sciences. Production and hosting by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/

licenses/by-nc-nd/4.0/).

1. Introduction

For low-permeability clay barrier materials that are typically
used in containment systems, e.g. bentonite with hydraulic
conductivity less than 5 x 1011 m/s, solute diffusion and the existence
of membrane behaviors in the clay have an important impact on the
long-term barrier performance (e.g. Rowe, 2012; Malusis et al., 2020).
The through-diffusion and membrane behavior test, among other
testing methods, is widely accepted as one of the most accurate and
reliable approaches that allow measurement of the effective diffusion
coefficient (D*) and retardation factor (Rd4) of the solute, as well as
membrane efficiency (@) of the specimen (e.g. Fritz, 1986;
Shackelford et al., 2013; Tang et al., 2014, 2015; Musso et al., 2017;
Fritz et al, 2020).

The through-diffusion and membrane behavior test usually is
conducted in a closed-system apparatus, in which a cylindrical soil
specimen is enclosed in a rigid-wall cell between two pieces of porous
plastic disks that connect to two reservoirs containing different solute
concentrations (i.e. with perfect flushing condition) to establish a
chemical gradient across the soil (e.g. Malusis et al.,, 2001; Bohnhoff
and Shackelford, 2015; Meier and Shackelford, 2017; Sample-Lord
and Shackelford, 2017, 2018; Dominijanni et al., 2018; Fu et al,, 2021;
Tong and Sample-Lord, 2022). During the test, the testing solutions
(e.g. a chemical solution with two different concentrations) flush
across the porous plastic disks at a constant flow rate that is precisely
controlled by a closed flow-pump system. Using this setup, the testing
solutions only flush along the boundary with advective flow through
the specimen prohibited (Malusis et al., 2001). The through-diffusion
and membrane behavior test typically is performed until both steady-
state conditions for diffusion coefficients and membrane efficiency

are achieved. The cumulative flux of the solute that diffuses across the
specimen from the high-concentration boundary to the low-
concentration boundary is monitored over time and used to calculate
the D* (e.g. Shackelford, 1991) and w (e.g. Malusis et al. 2001).

In a through-diffusion and membrane behavior test, the top and
bottom boundaries of the specimen are circulated with chemical
solutions with different concentrations (Ac) that can generate a
constant chemical gradient across the specimen. During the test,
solute diffuses from the top boundary (i.e. the higher-concentration
side) to the bottom boundary (the lower-concentration side),
resulting in a decreased concentration along the top boundary (the
top influent concentration, co, reduces to the top effluent
concentration, cieff), and an increased concentration along the bottom
boundary (the bottom influent concentration, cob, increases to the
bottom effluent concentration, cheff). Under a certain concentration
gradient, the diffusion and adsorption properties of the solute in the
soil specimen can be determined using the steady-state (time-lag)
method, whereby the cumulative diffusive mass flux of the solute (Q,
mg/m?) from the bottom outflow is calculated based on measured
solute concentration in the effluents and plotted as a function of
cumulative elapsed time (t') (Muurinen, 1990; Shackelford, 1991). D*
and Rq can then be calculated by using a best-fit linear regression to
the steady-state portion of theQ{ —t' curve (Shackelford and Lee,
2003):

Q
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where Q is the diffusive mass flux of the solute as measured in the
bottom reservoir; Ac is the concentration difference between the
average concentrations of the two porous plastic disks; ne is the
effective porosity of the soil specimen; 2H and A are the thickness and



cross-sectional area of the soil specimen, respectively; and L is the
inflow-to-outflow distance.

Membrane behavior of the bentonite is quantified by the
membrane efficiency, w (0 < @< 1), with unity representing an ideal
semi-permeable membrane with selective restriction of a certain type
of solute (e.g. anion exclusion in bentonite) and zero representing no
selective restriction (Mitchell, 1993). If the specimen exhibits
membrane behavior, a differential pressure (AP) will develop due to
the applied concentration gradient (Malusis et al.,, 2001). During the
test, water pressures at the top and bottom boundaries are monitored
to determine AP (= P: - Pv), and the steady-state values of boundary
water pressures are used to calculate w (Malusis etal,, 2001):

w = AP,/Arr = AP,/(VRTAc) 2)

where A is the theoretical maximum chemico-osmotic pressure
difference across the specimen in accordance with the Van't Hoff
equation (Barbour and Fredlund, 1989); AP. is the measured
differential boundary water pressure across the specimen; v is the
number of ions per molecule of the solute (e.g. 2 for potassium
chloride (KCI)); R is the universal gas constant (8.314 J/mol K); and
T is the absolute temperature (assumed to be 293 K for room
temperature in this study).

In both diffusion and membrane behavior evaluations, an
accurate measurement of Ac is essential. In previous studies, both
midpoint and average solute concentrations are generally calculated

solutions at each boundary (ctave = (o + Cteff) /2; Cb_ave = (CDtw + Choett) /2)
(e.g. Shackelford, 2013a, b; Malusis and Daniyarov, 2016; Shackelford
et al, 2016). However, errors may arise due to the actual solute
concentration profiles within the porous plastic disks being unknown,
resulting in inaccurate interpretations of w and D*.

In this paper, a pseudo three-dimensional (3D) analytical model
of steady-state solute flux is proposed in consideration of non-
perfectly flushing boundary conditions by simulating cylindrical-
shaped apparatus. The relative errors for the proposed methods are
investigated numerically in comparison with a previously established
method. A transient simulation is also conducted to measure
breakthrough curves of an example using the determined parameter
values from the proposed method.

2. Theory

2.1. Geometry of 3D models

A three-dimensional (3D) model is established to illustrate the
solute distribution in a soil-porous disks system under steady-state
conditions by a typical through-diffusion and membrane behavior
testing apparatus. The geometry of the model comprises a cylindrical
soil specimen sandwiched between two identical cylindrical porous
disks with an identical diameter of 2R. As shown in Fig. 1, the
thickness of the soil specimen and the thin porous disks are 2H and h,

by taking the arithmetic mean of that of the influent and effluent respectively.
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Fig. 1. Planarized diagram of the model of a soil specimen and porous disks in a typical through-diffusion and membrane behavior test.

To validate the analytical model and evaluate the impact of the
inflow and outflow locations on the solute distribution in the system,
a 3D numerical model is established with the COMSOL Multiphysics®
software. The origin of the Cartesian coordinate system is located at
the centroid of the cylindrical soil specimen. In addition, two identical
cylinders are added to the external surface of each porous disk that
represents the inflow and outflow ports connecting the porous disk to
the influent and effluent reservoirs. The diameter (rs) of each
connecting port is set to be 1/100 to that of the soil specimen, to
minimize the size impact (thatis, 3.5 x 10-* m), and a depth of 3.2 mm.
The axes of all cylinders are parallel to the z-axis, and the ports that
connect the porous disk to the influent and effluent reservoirs are set
on the x-z surface.

Two scenarios considering different inflow-to-outflow distances
(L), denoted as M1 and M2, are shown in Fig. 2. In the M1 scenario, the
connecting ports are located at the two opposite ends of the surface

of each porous disk (i.e. L = 2R), representing an ideal scenario in
which the testing solution flushes evenly through the entire surface
area that results in a relatively lower concentration gradient across
the porous disk. In the M2 scenario, the connecting ports are located
at 1/3 and 2/3 of the diameter on the surface of each porous disk (i.e.
L = 2R/3), representing the actual testing apparatus used in most of
the experimental studies (e.g. Malusis et al., 2001; Shackelford et al.,
2016; Tong and Sample-Lord, 2022). The geometrical parameters of
the two scenarios are generally consistent with the specimen
dimensions reported by Kang and Shackelford (2009, 2010), as
summarized in Table 1.

Table 1. Parameters of the 3D numerical model with two different scenarios.

Scenarios Inflow/outflow locations R (m) h (m) L (m)

24
(m)

Opposite ends of the

M1 diameter

0.035 0.01 0.0032 0.07



M2 1/3 and 2/3 of the diameter ~ 0.035 0.01 0.0032  0.0233
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Fig. 2. Geometries of 3D numerical model with (a) M1, and (b) M2 scenarios

(dimension in m).

2.2. Flow in porous disks

To simulate the testing solution flushing across porous disks,
flow circulation is established at the top and bottom surfaces of each
porous disk. In this study, the influent at the top porous disk is a
chemical solution with a source concentration of co, whereas that at
the bottom porous disk is deionized water (DIW). The advection
within the soil-porous disks system is expressed in the form of Darcy’s
law (Javandel et al., 1984; Bear and Verruijt, 1987):

V(kVu) = Vv, =0 (3)

where u is the pore-water pressure; k is the permeability assumed to
be 1 x 10 m/s and 1 x 10-2 m/s for the porous disk (e.g. a porous
disk commonly used in the experimental studies; TO-6, GenPore, PA,
USA) and soil specimen (e.g. a high-quality sodium-bentonite)
adopted in the models, respectively; and va is the apparent velocity
(i.e. Darcy velocity) of the flow through the porous disks. In the
numerical model, the advective flow is driven by the pressure head of
the influent, uo. The boundary conditions are set as follows:

ulsm,l = ulsin,b = U (4)
uls,, =0 (5)
nVu| Sims = nVu| Simp = 0 (6)

where n is the normal vector to the corresponding surface and should
be distinguished from porosity. Definitions of the boundaries can be

found in Fig. 1.

2.2.1.  Flow distribution

In the analytical model, the advection is allowed to occur in the
porous disks, whereas that in the soil specimen is inactivated due to
the low permeability as well as representing the closed-system setup
in the through-diffusion and membrane behavior tests. To simplify
the simulation, the flow area within the porous disks is set to be
infinite to avoid Bessel equations in the analytical solutions, assuming
negligible impact from the geometrical boundary of the porous disk
to the water pressure distribution. Thus, the distribution of water

pressure can be calculated by

_ (L—2x)2+4y? L-1s
u= [0.5 + 0.51n< /7(H2x)2+4y2> /in( - )] U 7)
For each half of the porous disk, the seepage lines appear to be

circles that center on the y-axis (i.e. the centerline between the
influent and effluent ports), according to Eq. (7):

x?+y?—2vy=1%/4 (8)

where v is the y-axis coordinate of the center of each circular seepage
line. Since any given point on this x-y plane, except for the influent and
effluent source, only belongs to one seepage line, the v value is unique
and can be determined by Eq. (8). The intersection of each seepage
line and the y-axis is yo. Note that the y x yo will always be positive
since the seepage lines will never cross the x-axis. The flow nets of the
proposed analytical model and numerical models are shown in Fig. 3.
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Fig. 3. Flow nets of the (a) Analytical (infinite) model, and numerical models of the

(b) M1, and (c) M2 scenarios (dimension in m).

In the numerical model, the flow nets of the two scenarios are
significantly different, as shown in Fig. 3b and c. For example, the flow
net of the M1 scenario is relatively uniform, similar to the flow nets in
the central area of the M2 scenario and the analytical model (with
infinite flow area). The outer flow nets of the analytical model and the
M2 model are much wider and sparsely distributed, corresponding to
the longer flow path and larger cross-sectional width, as shown in Fig.
3a and c. However, the outer seepage lines of these two models are
also significantly different, since the circular flow lines in the M2
model are compressed by the boundary of the porous disk, resulting
in a higher flow density in the modeled area.

2.2.2.  Effective flow rate

The centerline of the porous disk (i.e. the y-axis) is regarded as
the critical axis for the flow rate determination. Since no geometrical
boundary is defined for the analytical model, the area within the range
of yo = [-R, R] is regarded as the effective flow area. Based on this
definition, the effective flow area of the M2 model is much smaller
than the actual surface area of the porous disk, as shown in Fig. 3a.
Then, the effective flow rate of the analytical model, q, which is the
total flow rate passing yo = [-R, R] is equivalent to the effective influent
and effluent fluxes due to mass balance:

arctan(2R/L)

9= Zkuoh In(L/rs—1)

9

The values of g in the M1 and M2 scenarios based on the
analytical model are 9.5 x 10-5up m3/s and 1.91 x 10-*uo m3/s with k =
0.1 m/s and h = 0.0032 m, respectively, whereas that based on
numerical models are 9.49 x 10uo m3/s and 2.27 x 10*uo m3/s,
respectively. For the M1 scenario, the simulated flow rate matches
perfectly with that calculated in the analytical model, since the
boundaries of the former are identical to the seepage lines of the
latter. In this case, the assumption of the infinite flow area for the
analytical model has no impact on the results. However, the calculated
flow rates based on the analytical models are significantly different
from that based on the numerical M2 model. For the M2 scenario,
some of the outer seepage lines are compressed into the surface area
of the porous disk, resulting in a relatively higher total flow rate. In
this case, a correcting factor of 0.84 is needed to match the actual flow
rate to the proposed analytical model in M2.

2.3. Steady-state solute distribution in the soil specimen and
porous disks
The steady-state solute distribution in the soil specimen- porous
disks system is established based on the steady-state advection-
dispersion equations (Javandel et al., 1984; Bear and Wegnet, 1987)
and the continuity equation of the solute flux at the interfaces
between the soil specimen and porous disks:

-v,Yc + V(n,D,Vc) = 0 (10)

V(n.D*Vc) =0 11
« 0 ]

neD a_z |z=iH = Tlpr B_; |z=iH (12)

where c is the solute concentration in pore water; and np and D, are
the porosity and diffusion coefficient of the porous disk, respectively.

Egs. (10) and (11) represent the solute distribution in each
porous disk and the soil specimen, respectively. Eq. (12) represents
the flux continuity between porous disks and the soil specimen.
Dirichlet boundaries are adopted for the inflow boundaries of the
porous disks where the testing solutions (i.e. salt solutions or DIW)
are injected at constant concentrations (Sin: for the top porous disk
and Sip for the bottom porous disk). Neumann boundaries are
adopted for the outflow boundaries (Sou) with an open boundary with
zero diffusive flux. The rest of the boundaries (Simp for porous disks
and Sim;s for the soil specimen) are set as no-flux (impermeable) and
Neumann boundaries due to =zero-advection. The boundary
conditions are expressed as follows:

C|sm = Cot = Co (13)
clsm’b =Cop =0 (14)
nD*Vcls, == nDpVC|Sim,p =nD,Vcls, =0 (15)

Since the solute distribution in the soil-porous disks system is
antisymmetric, the sum of the solute concentration of any two
mirrored points with respect to the central cross-sectional plane of
the specimen can be considered as the source concentration co. Thus,
only the upper half of the model (i.e. the upper porous disk and the
upper half of the soil specimen) is analyzed herein. The central cross-
sectional plane of the soil specimen is considered as the new
boundary (i.e. z = 0), on which the solute concentration is constantly
equivalent to the average of the top and bottom influent

concentrations:
c(x,y,z) + c(x,y,—z) = 2c(x,y,0) = ¢ (16)

To simplify the derivation of analytical solutions of the solute
concentration profile in the soil specimen-porous disks system, the
horizontal diffusion of the solute in the soil specimen is also ignored.
A detailed discussion of the negligible impact of the horizontal
diffusion is provided in the Supplement. The governing equation of
solute distribution in the soil specimen is simplified as

2_o a7

The solute distribution in the porous disk is critical in the entire
transport process through the soil-porous disk system:

¢ = 0.5¢y + [c.(x,y) — 0.5¢,] (18)

z
H
where ci(x,y) is the function of the solute distribution in the top porous
disk that needs to be solved.



Horizontal diffusion within porous disks is neglected due to the
relatively high flow rate that is commonly used in the through-
diffusion and membrane behavior tests (i.e. 21.6 mL/d). Considering
the relatively small thinness of porous disks used in typical through-
diffusion and membrane behavior tests, (i.e. 3.2 mm, Kang and
Shackelford 2009, 2010), the solute transport in porous disks can be
further reduced to be a two-dimensional problem (Zou et al., 2016).
The testing solution is assumed to be sufficiently mixed along the
vertical direction (z-axis) in porous disks so that no concentration
gradient exists along z-direction:

v, neD* dc

(19)

ny, nyh 8z

Using boundary conditions shown in Egs. (13-15), Eqg. (19) can
be written as follows:

c(x,y) = [0.5 + 0.5exp (— n;:;* Jx 3—:)] o (20)

where IX is the part of seepage lines that connect to the influent port,
as shown in Fig. 3a. The integral in Eq. (20) represents the time
required for the advective flow to reach an objective point from the
influent port. Combining water pressure distribution (Eq. (7)) and
Darcy’s law (Eq. (3)), Eq. (20) can be estimated as

neD*L2In(L/1s—1)

c.(x,y) = 0.5¢, + 0.5 exp [— T

()| co (21)

where 7 is the dimensionless arriving time of the solute at an objective
point, which can be written as

(2L2+8u2)(x+0.5L+v(pfv(pm)

@ # )
v (22)
(v—>oo, thatis,y, = 0)

T(ny) = x  4x® 1

L 303 3

Note that ¢ in Eq. (22) is the angle from the positive y-axis to the
characteristic radius of an objective point on the seepage lines, as
illustrated in Fig. 3a. By this definition, ¢ is negative when the
characteristic radius rotates clockwise to the positive y-axis. @i is the
¢ value of the inflow point with the same v to the objective point to
maintain the same seepage line. Thus, the expressions of ¢ are
proposed as

arctan {ﬁ} G < 1)
p=tarean{ S} (130 22720) 23)
} (x >0 v>y> 0)

tm x<0 v<y<o0

arctan {ﬁ

The value of ¢ ranges from -m to m, and may exceed the typical

range of -1t/2 to 1/2 as the arctan function returns when 2R is larger

than L (i.e. M2). Finally, the hypothetical source radius rs can be
eliminated with the substitution of Eq. (9) into Eq. (21):

neD*L? arctan(2R/L)

c(x,¥) = 0.5¢, + 0.5 exp [— pre

e @4
The 3D concentration distribution in the soil-porous disk system
can be obtained by combing Eq. (24) with Eq. (18).

3. Analysis and discussion

Fig. 4 shows the distribution of steady-state solute concentration
(ct) for both the M1 and M2 scenarios, with the upper half and lower
half in each plot representing the results from the analytical and
numerical models. Simplifications of the diffusion process were kept
in the numerical model used in this section, and further validations
using original 3D numerical models are provided in the Supplement
(Figs. S1 and S2). In the simulations, the advection process is driven
by a constant water head, and the values of the pressure head of the
influent (uo) are set to be 2 x 10 m and 2 x 107 m to provide flow
rates similar to that in the actual experimental tests; the value of n.D*
is 1 x 101 m%/s in the simulation. The c: value gradually decreases
from the inflow port to the effluent port in all cases, while the
decreasing rate is relatively faster in the lower flow rate scenarios (i.e.
Fig. 4b and d).

As illustrated in Fig. 4a and b, the results from the analytical and
numerical models for the M1 scenario are identical, indicating that
Egs. (21)-(24) are adequately reliable for describing the solute
concentration distribution on the boundary surface of the specimen
in a through-diffusion and membrane behavior test when the flow net
is accurate. Thus, no further modification is needed for the analytical
model in the determination of effluent and mid-point concentrations
if the testing setup is identical to the M1 scenario.
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However, the results from the analytical and numerical models
for the M2 scenario are significantly different, as shown in Fig. 4c and
d. The solute concentration distributions calculated based on the two
models are similar in the inner circular area (with a diameter
connecting inflow and outflow ports), indicating that the advection
term calculated based on Eq. (7) is reliable in this area. However, in
the outer area, taking the central line (i.e. y-axis) as a reference, the
solute concentrations calculated by the analytical model are always
higher, mainly due to the further underestimated length of seepage
lines when the flow rate has already been underestimated. For the M2
scenario, a factor of 0.84 is needed to modify the calculation of ctmid
for the actual flow rate to recover the central flow rate when using Eq.
(24):

Cemig = 0.5¢9 + 0.5 exp [—W Co (25)
_(a M1)

The effluent concentration can further be estimated by averaging
the total effluent flux. The intersection of the seepage lines and the y-
axis (yo) is used for the characterization of flux and terminal effluent
concentration of the seepage lines. Since the coordinate of the effluent
port is the same for each seepage line and cannot be used to
distinguish the seepage lines, the dimensionless arriving time 7 (Eq.
(22)) of solute at the effluent port can be considered as twice that at
the y-axis, according to the symmetric characteristic of the seepage
lines. A modification is also needed for the M2 scenario as the solute

concentration in the outer area in the analytical model could have

been overestimated. Combining Eq. (7) and Eq. (24), the effluent
concentration can be expressed as follows:

R exp[—ZneD"L2 qgflfH_l arctan(ZR/L)‘r(O,yO)]

Cteff __
oo 05+0.5 f—R L+4y2/L) arctan(2R/L) dyo (27)
0 ( /L) /
_{ a MY
% ={o3q M2 (28)

Modification factors in Egs. (26) and (28) need to be calibrated
separately for test apparatus with L/R values other than that of M1 or
M2. The cymia and ceerr calculated by the analytical model (Egs. (25)-
(28)) compared to that from the numerical model are shown in Fig. 5.
For the M1 scenario, the values of cymia and cuerr from the analytical
model and the numerical model are identical, as shown in Fig. 5a.
However, ctmia calculated based on the traditional approach (i.e. using
the arithmetic mean of the influent and effluent concentrations at
each boundary to represent the cymia) may result in a relative error of
a few percentages even when the flow rate is extremely high (e.g. 1 x
10 m3/s with h = 0.0032 m). For the M2 scenario, ctmia is more
insensitive to the decrease of ctetr due to the relatively higher velocity
ratio through the mid-point compared to the total flow rate. Thus,
using the arithmetic mean of the influent and effluent concentration
to calculate the diffusion coefficient may not be adequately accurate.
The analytical model, on the contrary, fits the numerical results well
for both ctmid, and crerr with proper flow rate modifications.

A dimensionless factor, qH/(n.D*L?), representing the relative
degree of the advection across the porous disk over the vertical
diffusion through the soil specimen, is shown as the top x-axis in Fig.
5. For a given scenario, gH/(n.D*L?) is the merely parameter that



influences the steady-state concentration, according to Eq. (24) and
the nondimensionalized governing equations. Thus, Fig. 5 can be used
as design charts for determining effective diffusion coefficient D*
based on measured flow rate q and effluent concentration at the top
boundary c.. Fig. 5 and the proposed analytical solutions are
applicable for any closed-system diffusion and membrane behavior
test that is applied to low-permeability, high radius-to-height ratio
soil specimens, and thin porous disks. Note that the flow rate (q)
values in Fig. 5 are the measured values and need no modification
when Fig. 5a and b are used as design charts.
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Fig. 5. Comparison of cterr and cymia values of analytical and numerical models for (a)

the M1, and (b) the M2 scenarios.

The relative errors of the effective diffusion coefficient calculated
based on the traditional method (Eq. (1), the arithmetic mean of
influent and effluent concentrations), and the proposed analytical
solution (Eq. (27)) compared to the values used in numerical analyses,
are shown in Fig. 6. The analytical solution functions perfectly with
relative error ranges between +0.01% for the M1 scenario and -20 to
10% for the M2 scenario. On the contrary, relative errors of the
traditional method are generally several percentages off and increase
rapidly with the decrease of cterr, as the M2 scenario is relatively more
difficult to achieve perfect flushing due to the low concentration zone
in the outer area. Overall, the performance of both the traditional
method and the proposed analytical method are acceptable for the M1
scenario (with relative errors between -10% and 10% for most
conditions) with the proposed solution (Eq. (27)) performing
excellently. However, the relative error of the two methods for the M2
scenario is significantly larger. The relative error of the traditional

method exceeds -10% when cueft/co is less than 0.92 and increases to
nearly -75%, indicating that the calculated D* may only be 1/4 of the
theoretical value. For the proposed analytical method, the relative
error is controlled within -20% to 10%, which is within an allowable
relative error of +10% when cterr/co is higher than 0.7, demonstrating
a significant improvement in the analysis.
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Fig. 6. Comparison of relative error in calculated effective diffusion coefficients based

on the traditional method (Eq. (1)) and the analytical solution (Eq. (27)).

In a through-diffusion and membrane behavior test, the
retardation factor R4 of the soil specimen can be determined using a
cumulative mass approach similar to that of the column tests
(Shackelford, 1995; Shackelford and Hong, 2020), corresponding to
the scenario when the average pore concentration of the entire testing
specimen (i.e. the soil specimen and porous disks) being 0.5¢o at
steady-state. A detailed estimation example will be presented in the
subsequent section.

4. An application example and model verification

To validate the analytical model, an application example is
conducted by applying the model to an experimental data set from a
multi-staged through-diffusion and membrane behavior test
conducted by Tong and Sample-Lord (2022). The soil specimen used
in the experiment was a GCL-grade polymer-enhanced bentonite (i.e.
BPC-3.2). The testing solution was potassium chloride (KCl) with
concentration ranges of 5-400 mmol/L. Chloride (Cl') is selected as
the indicator solute. The connecting ports in the testing setup are
located at approximately 1/3 and 2/3 of the specimen diameter,
similar to that in the M2 scenario in the proposed model. The porosity
(ne) and the thickness (2H) of the BPC-3.2 specimen were 0.9 and 1.8
cm, respectively. The flow circulation rate was 21.6 mL/d for 5-100
mmol/L stages and then increased to 39.5 mL/d for the 200 mmol/L
and 400 mmol/L stages to compensate for the long testing duration.
Due to mass balance, the solute mass introduced to the system (co)
will be distributed in three ways: (i) diffuse through the soil specimen
and appear in the bottom effluent solution (cver), (ii) retained in the
top boundary and appear in the top effluent solution (cterr), and (iii)
retained in the soil specimen. Thus, the sum of the steady-state values
of cvefr and cuerr is considered as the actual co for each stage.

The effective diffusion coefficient (D*) is determined by using
Egs. (27)-(28) via MATLAB® programming. Total cumulative mass



with respect to the flow rate and influent/effluent concentrations are
plotted with the elapsed time. Linear regressions of the steady-state
portion of the Qu—t are conducted, in which Q. is defined to be the
absolute value of the intercept with the y-axis that represents the
retained solute mass per cross-sectional area of the soil specimen
during each stage:

¢
ifo (Coyefr + Crer) At = %Co -Qu (29)

Then, the retardation factor (Ra) of the solute in the soil specimen
can be expressed as

=% _c
Ra =" (co—a) (30)
where ¢; is the influent concentration at the top boundary from the
previous testing stage.

Table 2. Results of diffusion coefficient, membrane efficiency, and retardation factor
presented by Tong and Sample-Lord (2022) and calculated based on the proposed
model.

Note: QL in Rq calculation is adjusted based on the solution circulation rate in each
stage.

Values of diffusion coefficient, membrane efficiency, and
retardation factor that estimated based on the experimental data
from Tong and Sample-Lord (2022) using two different boundary
solute concentration methods are presented in Table 2. The values of
D* estimated based on the proposed method (Eq. (27)) increase with
increasing pore-water concentration in the specimen, generally
consistent but slightly higher by 25%-40% than that reported by Tong
and Sample-Lord (2022). The values of w calculated based on the
proposed method are approximately 15%-35% lower than that based
on the arithmetic mean method, and the difference between the two
methods decreases with increasing pore-water concentration. The
values of R4 generally range from 2 to 3.5 for all stages except for the
5 mmol/L stage, indicating a relatively small adsorption behavior of
chloride onto the bentonite that is consistent with results reported by
Shackelford and Redmond (1995) and Chen et al. (2020). For the 5

mM stage, the Rq value is less than 1, which is possibly impacted by
ID*(10-10 m2/s) w . . )
Target co |Actual co R the remaining Cl- from the flushing period.
(mmol/L)(mg/L) | ceer/co (AP. (kPa) gg.)) To verify the accuracy of the proposed method, a transient model
Ref.  [Ea. (27) Ref.  [Bq. (25) of solute transport in each stage is also simulated based on the M2
scenario, considering the full thickness of the soil specimen and all
5 183.5 0.878 [1.69 [2.55 1239 (058 [0.5 0.75 o o . .
directions of solute diffusion, with all of the conditional parameters
10 l438.2 0852 |bas |3a3 1173 lo2s oz b 57 adopted from the steady-state portion of the testing data using the
proposed method (Egs. (27) and (30)), as shown in Table 2. In this
20 900.4 0.809 [3.27 [5.27 1059 [0.11 [0.09  [3.26 case, transient solute transport is achieved by replacing the right-
hand-side term in Egs. (10)-(11), zero, by Rsdc/dt. The seepage field
50 2496.7 0.821 [(3.19 (4.7 9.33 0.046 (0.038 [2.2 in the simulation is assumed to be steady-state, and the boundary
pressure is increased at the 230th day (i.e. within stage 250 mmol/L)
100 5139.5 0.807 318 537 .03 0.015 0.012592.03 to better simulate the realistic transport process. Values of D* from
Table 2 (i.e. Eq. (27)) are adopted for each stage. R4 is set to be 1 for co
200 7705 0.853 [3.93 [6.24 8.43 0.009 0.008 [3.54 .
=5 mmol/L and 2.5 (equivalent to the average value of the R4 for all
the other stages) for the rest of the stages.
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Fig. 7. Comparison of simulated and measured Cl- concentrations in the effluent from a polymer-enhanced bentonite specimen in a through-diffusion and membrane behavior

test.

The analytical results based on parameters calculated using the
proposed method (Egs. (27) and (30)) are compared with the
experimental data (after Tong and Sample-Lord, 2022) and plotted in
Fig. 7. The overall correlation indices (R?) between the simulated
breakthrough curves and the measured data are 0.991 and 0.813
(0.994 if neglecting the abnormal 4800 mg/L cp.rr data at 214th day)
for top and bottom effluent curves, respectively. The high correlation

indices illustrate that the simulated breakthrough curves match well
with the measured data, especially for the last two stages in which the
flow rate is doubled. Effluent concentration from the bottom of the
specimen slightly increased during the 228-230 day of the test, due
to the increment of KCI concentration from 100 mM to 200 mM at the
top of the specimen. Then rapidly decreased with the increased flow
circulation rate comparing the previous stages, and increased again



as the solute diffused through the soil specimen until reaching steady-
state. The excellent simulation results captured for this process are
shown in the enlarged plot in Fig. 7. The aforementioned example
demonstrated that the proposed method can be used to simulate the
boundary concentrations and obtain more accurate transport
properties out of through-diffusion and membrane behavior tests,
and further provides more accurate predictions of barrier

performance of low-permeability containment materials.

5. Conclusions

In this study, an innovative pseudo-3D analytical method is
proposed to evaluate the impact of non-perfectly flushing boundary
conditions on the diffusive transport and membrane behavior of soil
specimens in a through-diffusion and membrane behavior test. Two
scenarios (M1 and M2 scenarios) with different positions of
cylindrical inflow/outflow ports that connect the porous stones and
reservoirs are considered in the analyses. The following conclusions
can be drawn:

(1) The accuracy of the proposed advection model was
demonstrated by comparing the analytical model to numerical
models under two scenarios with two different influent-to-effluent
distances. In the two scenarios, the flow distribution of the M1
scenario was consistent with that from numerical models, while that
for the M2 scenario resulted in a relatively larger error in the outer
area of the porous disk.

(2) The solute distribution of the M1 scenario based on the
analytical model, including the midpoint concentration for the
measurement of membrane efficiency (w), fits well with that based on
the numerical model, whereas that for the M2 scenario requires a
correcting factor of 0.84 due to the more dispersed seepage lines.

(3) Diffusion coefficient (D*) values determined based on the
proposed analytical method (with proper modification for M2) are
highly accurate, reducing the relative error caused by the traditional
method (i.e. using the arithmetic mean of the influent and effluent
concentration to calculate concentration difference in Eq. (1)) by up
to 50%. To validate the proposed model, the simulated boundary
concentrations are compared with that measured from a multi-stage
through-diffusion and membrane behavior test and are used to
calculate D*, Rq and w using parameters from the steady-state portion
of each testing stage.

(4) A transient simulation using the established parameters
fitted the measured breakthrough curves of the example excellently,
further verifying the accuracy of the proposed analytical model. Thus,
the proposed model can be used to obtain accurate transport
properties from the through-diffusion and membrane behavior tests.
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