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The winter central Arctic surface energy budget: A model evaluation using observations from the MOSAiC campaign

Amy Solomon1,*, Matthew D. Shupe1, Gunilla Svensson2, Neil P. Barton3,4, Yurii Batrak5, Eric Bazile6, Jonathan J. Day7, James D. Doyle3, Helmut P. Frank8, Sarah Keeley7, Teresa Remes5, and Mikhail Tolstykh9

This study evaluates the simulation of wintertime (15 October, 2019, to 15 March, 2020) statistics of the central Arctic near-surface atmosphere and surface energy budget observed during the MOSAiC campaign with short-term forecasts from 7 state-of-the-art operational and experimental forecast systems. Five of these systems are fully coupled ocean-sea ice-atmosphere models. Forecast systems need to simultaneously simulate the impact of radiative effects, turbulence, and precipitation processes on the surface energy budget and near-surface atmospheric conditions in order to produce useful forecasts of the Arctic system. This study focuses on processes unique to the Arctic, such as, the representation of liquid-bearing clouds at cold temperatures and the representation of a persistent stable boundary layer. It is found that contemporary models still struggle to maintain liquid water in clouds at cold temperatures. Given the simple balance between net longwave radiation, sensible heat flux, and conductive ground flux in the wintertime Arctic surface energy balance, a bias in one of these components manifests as a compensating bias in other terms. This study highlights the different manifestations of model bias and the potential implications on other terms. Three general types of challenges are found within the models evaluated: representing the radiative impact of clouds, representing the interaction of atmospheric heat fluxes with sub-surface fluxes (i.e., snow and ice properties), and representing the relationship between stability and turbulent heat fluxes.
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1. Introduction

To produce useful forecasts and projections of the Arctic system, it is necessary to accurately simulate the transfer of energy through the coupled ocean-sea ice-snow-atmosphere system. This transfer of energy happens at the snow/sea ice/ocean–atmosphere interface and is described physically by the surface energy balance (SEB). The SEB is a function of the surface storage term, surface radiation, turbulent flux, and conductive ground flux. To simulate this balance, and the evolution of the Arctic system, it is necessary to adequately simulate the processes that determine the evolution of the atmospheric boundary layer, such as, cloud processes, turbulence, conduction through snow and sea ice, and the coupling between these processes.

It is challenging to evaluate and improve the simulation of Arctic boundary layer processes, especially in the central Arctic in winter due, in part, to limited observations. A notable exception is the Surface Heat Budget of the Arctic campaign (SHEBA; Moritz et al., 1993; Perovich et al., 1999; Uttal et al., 2002), a year-long drift experiment that took place in the Beaufort and Chukchi Seas from October 1997 to October 1998. Here we provide a brief overview of how SHEBA observations have been used to identify biases in simulations of the Arctic system as...
background for this current study. Observations taken during SHEBA have been used to identify wintertime biases in regional climate models (Tjernströ̈m et al., 2005; Rinke et al., 2006; Wyser et al., 2008), and global forecast systems (Beeley et al., 2000; Brunke et al., 2006; Simjnovski et al., 2011). A significant finding from these studies was that 5 out of 6 regional climate models were unable to simulate the decrease in turbulence for very stably stratified boundary layers due to a constant diagnosed transfer coefficient in the sensible heat flux parameterization (Tjernströ̈m et al., 2005). In addition, in very stable conditions the radiative flux divergence near the surface may be as important as the sensible heat flux divergence (see Kondo et al., 1978) and may require increased model resolution near the surface. It was found that errors in the surface heat flux were often at least as large as the net heat flux itself. Five of the models produced 2–4 m s\(^{-1}\) near-surface wind speed errors during wintertime (Tjernströ̈m et al., 2005). In addition, in an evaluation of wintertime flux algorithms, Brunke et al. (2006) found that, while fluxes for the unstable regime were generally within the range of observed values, sensible heat flux for stably stratified boundary layers was an order of magnitude too large in 3 of the models, with only one algorithm adequately simulating the decrease in turbulent heat flux for bulk Richardson numbers greater than 0.25.

The recent studies of Sedlar et al. (2020) and Inoue et al. (2020) demonstrate that current state-of-the-art regional climate model simulations over the Arctic Ocean constrained with fixed surface conditions and atmospheric nudging still have large biases in atmospheric boundary layer and cloud processes, specifically the phase partitioning between cloud liquid water and ice, and the resultant impact on the atmospheric boundary layer (e.g., Koltzow et al., 2019; Tjernströ̈m et al., 2021). Clearly, climate models and forecast systems are still challenged to simulate a number of fundamental aspects of the Arctic climate system.

A recent year-long drift experiment called the Multidisciplinary Drifting Observatory for the Study of Arctic Climate (MOSAiC; see Shupe et al., 2022), which took place from October 2019 to October 2020, was designed to address these challenges. The stated goal of the MOSAiC campaign is to enhance understanding of central Arctic coupled atmosphere-ice-ocean-ecosystem processes to improve numerical models for sea ice forecasting, extended-range weather forecasting, climate projections, and climate change assessment. MOSAiC took place 22 years after SHEBA over thinner and more dynamic sea ice. Similar to SHEBA, MOSAiC was a drift experiment, where an icebreaker was docked along an ice floe, thereafter the icebreaker and constellation of instruments surrounding the ship drifted with the ice floe over an annual cycle. Both campaigns took intensive measurements of all components of the surface energy budget, as well as, atmospheric boundary layer, cloud, snow, sea ice, and ocean properties (among other components) at a number of different sites. However, MOSAiC had sites 10–20 km from the icebreaker in order to make observations at multiple locations across a domain the size of a “floating climate model grid box.” Also, different from SHEBA, the MOSAiC campaign took place on the Atlantic side of the Arctic, where strong winds accelerate the Trans-polar drift of the sea ice and its transport through Fram Strait, and warm, moist air masses from the North Atlantic are advected into the Arctic. SHEBA took place in the Pacific sector of the Arctic Ocean, with less influence from lower latitudes and slower ice drift. Also, during MOSAiC, the sea ice approximately 40 km around the Central Observatory was residual first-year ice (Krummen et al., 2021), while SHEBA took place over multiyear sea ice. However, observations of sea ice thickness during SHEBA ranged from 0.3 to 8 m and a wide variety of ice types was observed (Perovich et al., 2003). Also, both SHEBA and MOSAiC took place during anomalous atmospheric conditions; SHEBA took place during the 1997–1998 ENSO event and MOSAiC experienced the strongest polar vortex on record after February 2020 (Lawrence et al., 2020).

In this study we take advantage of these new observations to assess model simulations of the Arctic system from a coupled perspective in order to evaluate the atmospheric processes that impact the surface energy budget and feedback to the ocean and sea ice. It is only in a coupled system that models can simultaneously simulate the impact of cloud-driven radiative effects, turbulence, and precipitation processes on the surface layer and growth of the sea ice. Wintertime observations (here defined as the period without solar radiation during MOSAiC, 15 October, 2019—15 March, 2020) are used to evaluate coupled processes unique to the Arctic, such as: The representation of liquid-bearing clouds at cold temperatures; the representation of a persistent stable boundary layer; and the limiting impact of atmospheric variability on sea ice by snow. Short-term forecasts are used in this study to identify potential errors in the representation of “fast” processes, such as cloud feedbacks and surface fluxes, that cause biases in climate model projections of Arctic climate change. The relative importance of these processes in the models is studied from the perspective of the surface energy budget.

The MOSAiC campaign and observations used in this study are described in Section 2. Section 3 describes the models used in this study. Results of the model intercomparison are presented in Section 4. In Section 5 we discuss findings and present our conclusions.

2. Observations used in this study

MOSAiC observations started in October 2019 when the Alfred Wegener Institute icebreaker, R/V Polarstern (Knust, 2017), was docked along an ice floe in the North Laptev Sea. Krummen et al. (2020) showed that the sea ice within 40 km of the ship was generally younger and thinner than surrounding ice and it was formed in a polynya event north of the New Siberian Islands at the beginning of December 2018. They determined that those sea ice conditions were due to the interplay between a high ice export in the late winter preceding MOSAiC and high air temperatures during the following summer, which yielded
the longest ice-free summer. For Siberian shelf seas this resulted in the longest ice-free summer since the beginning of observations, 93 days.

Polar night (here defined as 15 October–15 March) started shortly after the instruments were set up. A storm passed over the MOSAiC site after the campaign was completely set up in mid-November, bringing high winds that caused leads to form throughout the camp and observational network. Twelve cyclones were observed during the Polar night. These cyclones advected warm, moist air masses from lower latitudes toward the MOSAiC location (Rinke et al., 2021). For example, in late February, a storm passed over the MOSAiC site producing persistent strong winds and a mid-winter warming to \(-10^\circ\)C. Prolonged quiescent periods were also observed, with high pressure systems during late-December and early-March producing weak winds and extreme cold temperatures, down to \(-42.3^\circ\)C on March 4, 2020. More context for the atmospheric variability is discussed in the MOSAiC atmosphere overview paper (Shupe et al., 2022).

A Central Observatory (CO) was set up on the MOSAiC floe within 2 km of the Polarstern. The CO included a “Met City” where a 10-m and 30-m tower were set up to measure temperature, relative humidity, and winds at different heights, along with a number of other measurement systems. A distributed network was set up with numerous semi-autonomous stations and buoys up to 25 km from the Polarstern. Three sites with comprehensive measurement of the ocean/ice/-atmosphere system were called “L-sites” and were initially positioned 13–23 km from Polarstern at nominally 120° intervals. Using measurements from the L-sites and the Met City together allows for estimates of variability on the scale of a climate model grid box. Using the range of observed values in the comparison against models addresses the question of how representative the CO is of the area covered by the gridbox of the models. The constellation of the Polarstern, the CO, and the distributed network drifted freely from mid-October until mid-May when the Polarstern had to leave the MOSAiC floe to exchange crew and resupply in Svalbard. Therefore, MOSAiC was passively drifting for the entire period of this study, 15 October, 2019 to 15 March, 2020. This period includes all of Legs 1 and 2 and the first 3 weeks of Leg 3.

MOSAiC observed all components of the climate system (ecosystem, biogeochemistry, ocean, atmosphere, cryosphere). Of interest to this study are coincident measurements of the snow-ABL cloud physical systems that were measured at the Central Observatory/Met City and the 3 L-sites. Surface characteristics and surface energy budget observations were taken by Atmospheric Surface Flux Stations (ASFS) that measured all components of the surface energy budget at the 3 L-sites (Cox et al., 2021a, 2021b, 2021c; Shupe et al., 2022) and a 10-m tower (Cox et al., 2021d) and broadband radiation suite (Riihimaki, 2021) at Met City. Cloud properties, including the liquid water path (LWP) and ice water path (IWP), were derived from a multisensor approach that combined Ka-band Cloud Radar, microwave radiometer, micropulse lidar, ceilometer, and radiosonde observations (Shupe et al., 2015; Shupe, 2022) all made onboard Polarstern. See Table 1 for details about the MOSAiC observations used in this study.

Winds at the 3 L-sites were measured at a height of 3.8 m. The Monin–Obukhov similarity theory (Monin and Obukhov, 1954) is used to scale winds to 10 m for comparison to models. Following the boundary layer scheme used in the CICE model (Hunke and Lipscomb, 2008), stability functions from Kauffman and Large (2002) are used for unstable boundary layers and stability functions from Jordan et al. (1999) are used for stable boundary layers. Using measurements from the Tower as a test, the scaling increases winds linearly as speeds increase, for example, 13 ms\(^{-1}\) wind speeds at 4 m are increased to 14.5 ms\(^{-1}\) at 10 m. Sensible heat flux at 10 m is assumed to be the same as at 3.8 m based on the assumption of constant flux in the surface layer. Hourly averaged values

### Table 1. MOSAiC observations used in this study

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Measurements</th>
<th>Location</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNDRAD: radiometers</td>
<td>Upwelling broadband longwave and shortwave surface radiation</td>
<td>Met City</td>
<td>Sengupta et al. (2021) doi:10.5439/1025192</td>
</tr>
<tr>
<td>ICERAD: radiometers</td>
<td>Downwelling broadband longwave and shortwave surface radiation</td>
<td>Met City</td>
<td>Riihimaki (2021) doi:10.5439/1608608</td>
</tr>
<tr>
<td>10-m tower: sonic anemometer</td>
<td>Temperature, winds, relative humidity, sensible heat flux at nominally 10-m</td>
<td>Met City</td>
<td>Cox et al. (2021d) doi:10.18739/A2VM42Z5F</td>
</tr>
<tr>
<td>ASFS: radiometers, sonic</td>
<td>Temperature, relative humidity at nominally 2-m, Winds and sensible heat</td>
<td>L-sites</td>
<td>Cox et al. (2021a, 2021b, 2021c) doi:10.18739/A20C45M1J</td>
</tr>
<tr>
<td>anemometer</td>
<td>flux at 3.8 m, Upwelling and downwelling broadband longwave and shortwave</td>
<td></td>
<td>doi:10.18739/A2CJ87M7G</td>
</tr>
<tr>
<td>Combined: Ka-band ARM Zenith</td>
<td>Cloud liquid and ice water paths derived from multiple measurements and</td>
<td>Polarstern</td>
<td>Shupe (2022) doi:10.5439/1871015</td>
</tr>
<tr>
<td>Radar, Microwave radiometers,</td>
<td>a cloud classification algorithm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Micropulse lidar, ceilometer,</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>radiosonde</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
are used in this study. The MOSAiC dataset has a cadence of 10 min and hourly averages at each site are set to missing if any 10 min average within the hour is missing.

3. Models used in this study

Seven different operational and experimental forecast systems are used in this model intercomparison study; the NOAA-PSL Coupled Arctic Forecast System (CAFS; Solomon et al., 2023), the ECMWF Integrated Forecast System (IFS; Haiden et al., 2019), the Météo-France ARPEGE-GELATO forecast system (ARPEGE; Bazile et al., 2020), the Russian Hydrometcentre SL-AV forecast system (SL-AV; Toltstyk et al., 2018), the German Weather Service forecast system (DWD; Zängl et al., 2015), the experimental configuration of the HARMONIE-AROME forecast system (H-AROME; Bengtsson et al., 2017), and the U.S. Navy-ESPC forecast system (NAVY; Barton et al., 2021). Details for the forecast systems are provided in Tables 2 and 3. Modeling centers provided timeseries for this study at the grid point closest to the location of the MOSAiC Central Observatory or the 4 grid points surrounding the Polarstern, which are used to interpolate to the Polarstern location.

Since the majority of these model systems are used for operational forecasting, each modeling center contributed forecasts with different maximum lead times, cadences of the model output, averaging time, and for one model, the hour of initialization. Fortunately, all model output except for the Navy-ESPC model, which has 3-hourly output after the first 12 h, can be sampled hourly. Each model has different output frequencies and averaging procedures; however, it is possible to use hourly averaged fluxes for all models except one although the number of samples in averages varies. In addition, it is possible to use instantaneous variables for a number of atmospheric fields for all models except one. These differences need to be taken into consideration when interpreting the results.
consistent lead time across all model output provided for this study is 2 days. Therefore, diagnostics in this study use hourly output for the first 2 days in order to have the same number of samples from each model and focus primarily on biases in statistics for the winter season.

Statistics used in this study are primarily based on probability distribution functions (PDFs) and cumulative distribution functions (CDFs). The statistics of each distribution are described in terms of mode, mean, median, skew, and kurtosis calculations. A mode is defined as a local maximum. CDFs are used to calculate the cumulative frequency of occurrence for a range of values, for example, the cumulative frequency of occurrence when downward longwave radiation is less than a threshold value. The mean of the distribution is calculated as \( \mu = \sum x f(x) \), where \( x \) is the variable and \( f(x) \) is the probability distribution. The median is calculated as the value of the field where the CDF is 50%. The standard deviation of the distribution is calculated as \( \sigma = \sqrt{\sum (x - \mu)^2 f(x)} \).

Skew (S) is a measure of the distributional asymmetry, typically referred to as the weight of the tails, and is the third standardized moment of the distribution. It is calculated as \( S = \sum (x - \mu)^3 f(x)/\sigma^3 \). For a Gaussian distribution \( S = 0 \). A skewed distribution is not Gaussian. A negatively skewed PDF has mode > median > mean (heavier left tails), while a positively skewed distribution has mean > median > mode (heavier right tails). Kurtosis (K) is a measure of the sharpness of the distribution and is calculated as \( K = \sum (x - \mu)^4 f(x)/\sigma^4 \). For a Gaussian distribution \( K = 3 \). The excess kurtosis (KE) is then \( KE = K - 3 \). KE less than zero indicates a distribution that has a flatter distribution than a normal distribution, while KE greater than zero indicates a distribution that is sharper than a normal distribution with less values in the tails relative to the peak. Estimates for all of these moments are sensitive to the sample size and number of bins used in the PDFs. Since this study uses a relatively small sample size (153 forecasts, each with 48 hourly samples), the statistics used in this study are estimates that provide insight into the different representation of processes in the models.

4. Results

4.1. Surface energy budget in the wintertime Arctic

An objective of this study is to assess how model biases in turbulent and radiative fluxes impact the net surface energy budget. To do this it is necessary to develop diagnostics that show the biases in these processes and the relationships between processes, since this determines the evolution of the surface energy. Assuming a negligibly thin snow/ice layer at the interface with the atmosphere (storage is negligible for averages greater than an hour), the steady state surface energy budget (SEB) is

\[
SH + LH - RADNET = COND, \tag{1}
\]

where \( COND \) is the net conductive surface flux (or hereafter conductive flux), \( RADNET \) is the net surface radiative flux, \( SH \) is sensible heat flux, and \( LH \) is latent heat flux (using the standard definitions, \( SH, LH, \) and \( COND \) positive upward and \( RADNET \) positive downward). This balance assumes there is no freezing or melting of ice/snow at the interface. In the Arctic in wintertime when there is no solar radiation and latent heat flux is small, this equation can be approximated with

\[
COND \approx SH - LWNET. \tag{2}
\]

LWNET is equal to the downward surface longwave flux (LWD) minus the upward surface longwave flux (LWU). Where \( LWU \) is equal to:

\[
LWU = \varepsilon \sigma T^4, \tag{3}
\]

where \( \varepsilon \) is the bulk emissivity, \( \sigma \) is the Stefan-Boltzmann constant, and \( T \) is the surface skin temperature.

As will be demonstrated throughout this article, LWNET is one of the more important controlling factors for the wintertime Arctic surface energy budget over sea ice. We therefore start the evaluation of the forecast systems with LWNET, then the components of LWNET: LWD together with liquid and ice water paths (LWP and IWP), since cloud properties control the surface downward longwave radiation; LWU together with surface temperature, since the 2 are directly related. We then focus on the variables that are used by sensible heat flux parameterizations (surface wind speed and near-surface stratification) before evaluating sensible heat flux biases. After that we focus on 3 process-oriented diagnostics to evaluate the biases in the components of the SEB from a process perspective, and the relationship between the components of the SEB.

4.2. Surface longwave radiation biases

Probability Density Functions (PDFs) of wintertime LWNET for the MOSAiC campaign and the 7 forecast models at the Polarstern location are shown in Figure 1. The observed range across the 4 MOSAiC sites is shown with gray shading in all PDFs. The observed distributions show the well-known bimodal distribution in the Arctic with a peak in the \(-30 \) to \(-50 \) Wm\(^{-2} \) range for the clear-sky regime, where outgoing longwave radiation exceeds downward longwave radiation, and a second peak in the range of \(-10 \) to \(0 \) Wm\(^{-2} \) for the cloudy sky regime, where there is near equilibrium between cloud-emitted downward longwave radiation and surface-emitted upward longwave radiation (see Persson et al., 2002; Stramler et al., 2011). For this study, the “clear-sky” mode of this distribution is defined as net longwave radiation less than \(-25 \) Wm\(^{-2} \), which includes some very thin clouds that have very little impact on atmospheric radiation. The opaque cloudy sky state is defined as LWNET greater than \(-15 \) Wm\(^{-2} \). This state is typically composed of optically thick clouds that contain liquid water (Shupe and Intrieri, 2004), but can also include deep cloud ice layers with heavy snowfall. The thin cloud regime is defined as LWNET between \(-25 \) and \(-15 \) Wm\(^{-2} \), and typically includes clouds with little to no liquid water, but enough condensed mass to weakly impact atmospheric radiation reaching the surface. Using Gaussian functions for the clear-sky and cloudy modes separately, the thin cloud regime is where the cloudy distribution goes to zero to
approximately 2 standard deviations and explains 30% of the cloudy occurrences (results not shown). These cloud state definitions are used for the observations and the models in the following analysis.

PDFs of LWNET from the 7 forecast systems using hourly averaged output for 0–2 day lead times from daily forecasts relative to observations are shown with colored lines in Figure 1. For clarity, all figures showing PDFs are

Figure 1. Probability Distribution Functions (PDFs) of model hourly averaged net surface longwave fluxes, in units of Wm$^{-2}$, using 1 h to 2 day lead times. The gray shading in both plots shows the range of the observed distributions using hourly averaged measurements from the 4 MOSAiC sites. Individual model distributions (shown with colored lines as indicated in the legends) are separated into 2 plots in order to clearly distinguish differences; (A) CAFS, ARPEGE, H-AROME, SL-AV; (B) IFS, DWD, NAVY. Clear-sky periods are defined in this article as net longwave fluxes less than $-25$ Wm$^{-2}$. Cloudy sky periods defined as net longwave fluxes greater than $-15$ Wm$^{-2}$.
divided into 2 panels. It is difficult to see the variability with all model PDFs on one figure. Therefore, all top figures show the 2 models with the bimodal LWNET PDF and the 2 models with the unimodal LWNET PDF between the 2 observed modes. All bottom figures show the 3 models that underestimate the cloudy mode but have a clear-sky mode close to observations. Figure 1A shows that only 2 models have a bimodal distribution similar to observations (CAFS and ARPEGE) and 2 models have a unimodal distribution with a peak between the observed clear-sky and cloudy modes (SL-AV and H-AROME). Figure 1B shows that 3 of the models have a more dominant clear-sky mode and an underestimate of the cloudy mode (IFS, DWD, and NAVY). In addition to underestimating the cloudy distribution, these 3 models produce clear-sky distributions shifted toward larger negative LWNET magnitudes, while the distributions shown in Figure 1A have less negative skew than MOSAiC observations, indicating fewer clear-sky values less than −50 W m⁻² but these distributions are within the observed range.

Looking at downward longwave flux (LWD) and upward longwave flux (LWU) separately (Figures 2 and 3) reveals some of the processes that cause the differences in LWNET across the models. The numbers in the legends for the clear and cloudy distributions show the percent of the total sample used in the PDFs. The observed distribution of LWD shows a bi-modal distribution with a clear-sky mode that peaks at 165 W m⁻² and a cloudy mode that peaks at 225 W m⁻² (Figure 2A and B). The observed distribution of LWU is unimodal with a peak at −200 W m⁻² and is negatively skewed (Figure 3A and B). This skew is primarily due to the clear-sky occurrences with the coldest surface temperature (Figure 3A and C). Interestingly, even though CAFS and ARPEGE have similar LWNET distributions, the LWD and LWU distributions show...
notable differences. A ~ 20 Wm$^{-2}$ overestimate in the magnitude of both ARPEGE LWD and LWU clear-sky events results in LNET values close to CAFS and the observations. In Figure 2A, CAFS and ARPEGE have a cloudy mode with LWD that is shifted to values 15–20 Wm$^{-2}$ lower than observed. However, looking at Figure 2C and E, it is clear that the shift in the ARPEGE LNET distribution is due to a clear-sky distribution that is shifted to larger values and a cloudy distribution that is shifted toward smaller values, which produces a unimodal distribution between the 2 observed modes.

4.3. Relation between LNET biases and water paths
The relation between LNET biases and water paths can be seen in Figure 4, which shows the number of occurrences for liquid and ice water paths greater than 10 gm$^{-2}$ in 7 gm$^{-2}$ bins, LWP and IWP, respectively. Observed maximum and minimum 1 min averages within each hour are shown with grey shading in both panels. Figure 4A shows that all models except one dramatically underestimate the maintenance of liquid in clouds at cold temperatures. CAFS, IFS, and SL-AV produce realistic LWP occurrences in the 13 gm$^{-2}$ bin (Figure 4A). CAFS and IFS produce realistic distributions up to approximately 150 gm$^{-2}$. ARPEGE produces too much cloud ice in all bins. This explains how LNET can be similar to observations and CAFS even though this model does not maintain liquid in clouds at cold temperatures.
4.4. Relation between surface radiation biases and surface temperature

In this section, we evaluate surface temperature biases in relation to the longwave radiation results shown in Figures 1–3. Consistent with the LWU PDFs, CAFS has a slight shift toward colder temperatures, which shifts the median temperature by \(-1^\circ C\), primarily due to biases in clear-sky occurrences. ARPEGE median surface temperature is shifted high by 2\(^\circ\)C, again primarily due to clear-sky occurrences (Figure 5). The CAFS LWU distribution closely approximates the observed distribution but looking at clear and cloudy occurrences separately shows that CAFS clear-sky surface emission tends to be too low (surface too cold) relative to the observations (Figure 5). The ARPEGE LWU distribution is sharply peaked (has less negative skew and positive KE relative to observations), in other words, has fewer extreme events and 10% more cases with LWU less than \(-210 \text{ Wm}^{-2}\) relative to observations. The results together indicate that ARPEGE produces an overestimate of thin clouds, an underestimate of clear-sky, and a surface temperature distribution that essentially removes the observed positive skew toward warm temperatures and shifts the modal peak by 5.5\(^\circ\)C (Figure 5A). Both CAFS and ARPEGE do a reasonable job

---

Figure 4. Number of occurrences of modeled (A) LWP greater than 10 gm\(^{-2}\) and (B) IWP greater than 10 gm\(^{-2}\) over the winter season. The gray shading shows the observed range within each hour using 1 min averages. Individual model distributions using the first 24 hours of each simulation shown with colored lines as indicated in the legends.
simulating the skew and kurtosis of the surface temperatures for cloudy conditions, with a shift in median temperatures of $-1^\circ C$ for ARPEGE and $-0.2^\circ C$ for CAFS.

The SL-AV and H-AROME biases in LWNET can be explained as the absence of a cloudy mode. Specifically, LWD greater than 200 Wm$^{-2}$ includes less than 10% of the cases while in the observations the cumulative frequency of occurrence is closer to 35% and an $\sim 20$ Wm$^{-2}$ decrease in magnitude of the LWU mode peak (Figures 2E and 3E), indicating that surface temperatures are too cold (Figure 5A). This shift is primarily due to a shift in the clear-sky occurrences in H-AROME and a shift in the cloudy occurrences for SL-AV. SL-AV and H-AROME simulate the skew and kurtosis of the total surface temperature distribution but the distributions are shifted by $-4^\circ C$ and $-6^\circ C$, respectively. The bias in H-AROME is due to shifts toward colder temperatures in both clear-sky and cloudy occurrences.

All the models shown in Figure 1B show a shift in the clear-sky mode toward larger magnitudes relative to observations, but the shift in the NAVY distribution is due to 10% more cases with LWD less than 150 Wm$^{-2}$ than the observations, while the shift in the DWD and IFS LWNET clear-sky distributions are due to 10% fewer cases with LWD less than 160 Wm$^{-2}$ together with 20% more cases with LWU less than $-210$ Wm$^{-2}$ than the observations. In other words, the NAVY model bias is primarily due to clear-sky LWD being too small, while DWD and IFS have clear-sky LWD that is too large, but this is compensated in the LWNET by surface temperatures that are too warm (Figure 5D). All 3 models in Figure 5B underestimate the frequency of the cloudy mode but have different surface temperature distributions, with the NAVY median temperature being 4$^\circ C$ too low, IFS being 2$^\circ C$ too high, and DWD being very close to observations. IFS does a good...
job of simulating the skew and kurtosis of the observed cloudy distribution, while DWD and NAVY have cloudy distributions that overestimate the frequency of occurrence for surface temperatures lower than \(-24^\circ\text{C}\) by 32% and 22%, respectively.

4.5. Wind speed biases

Figure 6 shows the tower 10-m wind speed PDFs for all-sky, clear-sky, and cloudy distributions. Looking at the all-sky distributions first (Figure 6A and B), all models except ARPEGE closely approximate the observed 10-m wind speed distribution. ARPEGE has heavier tails than observations, meaning more occurrences of extreme high wind speeds, resulting in a median wind speed that is 1 ms\(^{-1}\) larger than observations. All models produce realistic distributions of clear-sky wind speed. Observed 10-m distributions show that the median value for cloudy skies (5.5 ms\(^{-1}\)) is higher than the value found for clear-sky occurrences (4 ms\(^{-1}\)). All models except SL-AV and H-AROME have median wind speeds for cloudy conditions larger than observations; median values being 5.5 ms\(^{-1}\) for 10-m observations, 6 ms\(^{-1}\) for CAFS, 7.5 ms\(^{-1}\) for ARPEGE, 6.5 ms\(^{-1}\) for DWD, 7.5 ms\(^{-1}\) for IFS, and 8 ms\(^{-1}\) for NAVY. These differences indicate more relatively higher wind speeds in the models during cloudy skies. For example, ARPEGE has 20% more wind speeds greater than 7.5 ms\(^{-1}\) than observations. H-AROME median values are essentially equal to observations and SL-AV median wind speed is 4.5 ms\(^{-1}\).

4.6. Near-surface stratification biases

Figure 7 shows PDFs for near-surface thermal stratification for all-sky, clear-sky, and cloudy distributions. The first thing to note is that the observed distribution is flatter
than the models. This is because of the separation in the PDFs for clear-sky (Figure 7C and D) and cloudy (Figure 7E and F) occurrences. It is challenging to reduce the findings from this figure to general conclusions but two issues stand out. The first is that all models in (A) and the IFS in (B) have clear-sky distributions that peak at smaller stratification. All of these models except IFS also have cloudy distributions with more negative stratification occurrences than observations, that is, both clear-sky and cloudy distributions are shifted toward less stable conditions. The second issue is that all models except CAFS and ARPEGE dramatically underestimate cloudy occurrences, which causes the all-sky distributions to be more similar to the clear-sky distributions. Other interesting findings to note are that DWD simulates the observed distribution for clear-skies, while NAVY overestimates the occurrence of the very stably stratified conditions. Biases for clear-sky and cloudy conditions tend to compensate for the SL-AV model. It is important to note that 2-m temperature and 10-m winds are derived fields in the models and is not used directly in the simulations but, as is the case for some models such as the CAFS model, is derived using stability functions that are also used in the turbulent heat flux calculations.

4.7. Sensible heat flux biases

Figure 8 shows the surface sensible heat flux PDFs for all-sky, clear-sky, and cloudy distributions from the models and the 4 MOSAiC observational sites. All models show a larger negative skew for the all-sky distributions than observations. This skew is less pronounced for the models that have a bimodal LWNET distribution (CAFS, ARPEGE). All models except SL-AV more closely represent the clear-sky flux but still have heavier negative tails than observations. For cloudy skies, all models in Figure 8E closely follow the observed distribution except SL-AV, which has primarily negative sensible heat flux for cloudy conditions. All models in Figure 8F, which
underestimate the cloudy mode, have negative tails that are larger than for clear-sky conditions, indicating that the downward heat flux for cloudy conditions exceeds the downward heat fluxes for clear-sky conditions. This variability is outside the observations from the MOSAiC campaigns.

4.8. Coupled process relationships

4.8.1. Joint PDFs of LWNET and near-surface stratification

This section focuses on coupled process relationships to identify the processes responsible for model shortcomings and to quantify biases in the simulations of coupled feedbacks. The first relationship is between the near-surface thermal stratification and LWNET (Figure 9). Observations show a bimodal distribution with a clear-sky mode, where upward surface longwave radiation dominates over downward longwave radiation causing a cooling of the surface, producing a stably stratified near-surface layer, and a cloudy mode, where downward longwave radiation almost compensates for the upward surface longwave radiation and cloud-driven turbulence causes the near-surface environment to be well-mixed (Figure 9A). Observations indicate ranges of variability to assess the models; the cloudy mode peaks with LWNET less than $-20$ Wm$^{-2}$ and clear-sky mode peaks with LWNET less than $-55$ Wm$^{-2}$ or greater than $-30$ Wm$^{-2}$ are outside the observed variability.

Since only CAFS and IFS maintain liquid in clouds at cold temperatures (Figure 4), it is interesting to see a cloudy mode in the ARPEGE joint PDF. This is due to ice clouds in ARPEGE that produce a cloudy mode with a peak in LWNET and near-surface thermal stratification similar to the mixed-phase clouds in the observations and the CAFS model. It is very interesting to see that the SL-AV and H-AROME models produce clear-sky modes with LWNET $10–20$ Wm$^{-2}$ smaller than observations, presumably due to the colder surface temperatures in H-AROME.
(Figure 4) and the larger downward longwave flux in SL-AV (Figure 2). But it should be noted that this does not correspond to a shift in the clear-sky mode near-surface thermal stratification, potentially due to the parameterizations that maintain the near-surface thermal stratification (e.g., Figure 8). This relationship is also of interest for the 2 models without a distinct cloudy mode (DWD, NAVY) and IFS, which produces cloud liquid with small amounts and underestimates the cloudy mode. There is an indication that DWD and NAVY have more cases with ΔT > 2°C than observations but the peak in the clear-sky near-surface temperature difference is within the observed range (0.9°C–1.6°C). The clear-sky values for IFS are smaller than the observed range.

Figure 9. Joint Probability Distribution Functions (PDFs) of modeled wintertime near-surface thermal stratification and net longwave radiation, in units of °C and Wm⁻². (A) The observed distribution using hourly averaged measurements from the 4 MOSAiC sites. (B) CAFS, (C) ARPEGE, (D) SL-AV, (E) H-AROME, (F) IFS, (G) DWD, (H) NAVY.
4.8.2. Scaled sensible heat flux versus near-surface stratification

To get insight into biases due to the sensible heat flux parameterizations used in the models, Figure 10 shows scatterplots of the scaled sensible heat flux (sensible heat flux divided by 10-m wind speed) relative to the near-surface temperature difference. The slope of this relationship is the diagnosed transfer coefficient in the parameterization for the sensible heat flux (see Tjernström et al., 2005). The red dots in Figure 10A show the binned values using surface sensible heat flux and temperature and 10-m wind speed from the 4 MOSAiC sites.

Figure 10. Scatterplot of hourly near-surface thermal stratification versus scaled sensible heat fluxes, in units of °C and W m⁻² s⁻¹. (Black) red dots show the individual samples, (red) black dots show the 0.5°C binned values in observations (models). (A) OBS, (B) CAFS, (C) ARPEGE, (D) SL-AV, (E) H-AROM, (F) IFS, (G) DWD, (H) NAVY.

4.8.2. Scaled sensible heat flux versus near-surface stratification

To get insight into biases due to the sensible heat flux parameterizations used in the models, Figure 10 shows scatterplots of the scaled sensible heat flux (sensible heat flux divided by 10-m wind speed) relative to the near-surface temperature difference. The slope of this relationship is the diagnosed transfer coefficient in the parameterization for the sensible heat flux (see Tjernström et al., 2005). The red dots in Figure 10A show the binned values using surface sensible heat flux and temperature and 10-m wind speed from the 4 MOSAiC sites.
The first thing to note in Figure 10 is that all models have a tighter spread than the observations, particularly for near neutral stratification. This indicates that the observed scaled sensible heat flux is not strictly a function of the near-surface thermal stratification, potentially due to transitions, that is, when the gradient and the flux do not balance. Observations show a reduction in the scaled heat fluxes for increasing near-surface thermal stratification (ΔT > 1.5°C). Four of the models simulate this variability; CAFS, H-AROME, IFS, and NAVY. Only 2 of the models produce the decline of the scaled sensible heat flux observed for strongly stably stratified near-surface conditions (IFS and NAVY). However, IFS has a bifurcation with a reduction in the scaled sensible heat flux for only a fraction of the occurrences with ΔT > 1°C. The 3 other models have a constant slope for this relationship, with ARPEGE being limited to ΔT < 2°C, while SL-AV and DWD produce a constant slope out to ΔT > 3°C. This is unrealistic because observations indicate diminishing scaled sensible heat flux as thermal stratification continues to increase. It is not clear what is limiting the occurrence of the strongly stable stratification cases in CAFS, ARPEGE, and H-AROME. This may be due to sensible heat fluxes that are too large as is seen in CAFS and ARPEGE but H-AROME has scaled sensible heat fluxes close to the observations for ΔT = 2°C. Another factor may be sea ice concentration less than 99.5% in these models. However, SL-AV and IFS also have sea ice concentrations less than 99.5% and these models simulate occurrences with ΔT > 3°C. This issue will be investigated in a follow-up study.

It is also interesting to note that CAFS is the only model that has relatively few unstable cases with ΔT < −1.5°C. Since this is the only model with cloud liquid water similar to observations, it was anticipated that the thermal stratification during cloudy conditions would also be similar to observations. It is not clear how the models with very little cloud liquid and ice can produce unstably stratified near-surface conditions during the winter season. The follow-up study will focus on looking more closely at the sensible heat flux parameterizations used in these models in a specifically designed testbed.

Figure 11 shows scatterplots of the 3 terms in the surface energy budget (Equation 2); LWNET shown in colors separated into cloudy (black), thin clouds (green), and clear-sky (red) regimes; the sensible heat flux on the y-axis; the conductive flux calculated as a residual on the x-axis. This diagnostic is designed to identify whether the models are reproducing the observed relationship between these 3 terms and is not meant to display the frequency of occurrences. Note the ranges used for SL-AV and DWD differ from the other scatterplots.

Considering the cloudy occurrences first, the observed scatter for cloudy occurrences falls on the 1-to-1 line for positive (upward) sensible heat flux and conductive flux due to small LWNET. It is seen that there are only a few observed occurrences for negative (downward) sensible heat flux that coincides with negative (downward) conductive flux, whereas 4 model have frequent occurrences in this regime, especially the 3 models that underestimate the cloudy mode (DWD, IFS, NAVY) and SL-AV. The more frequent occurrence of variability in the models in this regime and the values with magnitudes larger than 20 Wm$^{-2}$ are outside the observed results. H-AROME has scatter for cloudy occurrences outside the 1-to-1 line, where upward conductive flux can be over 2 times the upward sensible heat flux.

For the clear-sky occurrences, CAFS, ARPEGE, and H-AROME generally reproduce the observed variability. However, all 3 models produce only a limited number of cases when sensible heat flux is positive, whereas observations have sensible heat flux reaching values of up to 60 Wm$^{-2}$. There is significant scatter outside the observed range for clear-skies for the 3 models that underestimate the cloudy mode. All 3 models produce upward conductive flux greater than 60 Wm$^{-2}$, as well as downward sensible heat flux with magnitudes greater than 30 Wm$^{-2}$. The indication is that a persistent clear-sky regime at times pushes the model into an unrealistic surface energy budget or the models are tuned to compensate for the underestimate of the cloudy mode. The SL-AV model also has similar biases in clear-sky occurrences, but over a much wider range. There is also interesting observed sensible heat flux scatter for clear-sky and cloudy sky conditions that is greater than 40 Wm$^{-2}$, which is only reproduced in SL-AV.

5. Summary and discussion

This study evaluates the representation of wintertime statistics of the atmospheric boundary layer and surface energy budget in the Central Arctic in weather-scale operational and experimental forecasts systems with observations taken during the MOSAiC campaign. Statistical distributions and process diagnostics are used to identify systematic biases against observations of near-surface atmospheric structure (from 3 separate atmospheric flux stations and a 10-m tower located 10–20 km apart), cloud characteristics (based on ground-based remote sensors on the Polarstern), and surface fluxes (from 3 separate atmospheric flux stations and the Met City installation). Forecasts from 7 experimental and operational forecast systems are included in the intercomparison. The model domains of the studied systems range from global domains to regional pan-Arctic or Central Arctic domains. All models have prognostic surface temperature but sea ice and snow are treated with different levels of complexity across the systems, ranging from dynamic sea ice models with multilevel snow models to fixed sea ice thickness and concentration with no snow on sea ice. The majority of the systems are fully coupled ocean-sea ice-atmosphere models but 2 systems included in this intercomparison have fixed sea ice. Differences in the forecast system configurations provide an opportunity to identify systematic biases and impacts on the near-surface atmosphere and surface energy budget.

Individual and systematic findings from this multimodel intercomparison using MOSAiC observations are summarized in Table 4. This study provides a benchmark of the performance in the Arctic of current operational systems, which can be revised and further developed informed by this new observational dataset and the identified deficiencies. The models in general are not able to
reproduce the observed bimodal LWNET distribution with the exception of 2 models. Models generally struggle to represent thin liquid clouds in the Arctic which impacts the LWD. This bias is found in one model to be compensated by a positive biased distribution of surface temperatures that yields a LWNET distribution closer to the observed. All models show, as expected, a relationship between the scaled sensible heat flux and the near surface stability. However, they have less spread and cover a different parameter range, especially for highly stably stratified conditions, than the observations, indicating that the observed scaled sensible heat flux is not strictly a function of the near-surface thermal stratification. About half of the models produce too many occurrences in the regime

---

**Figure 11. Scatterplot of net conductive surface flux versus sensible heat flux for cloudy skies (black), thin clouds (turquoise), and clear-sky (red), in units of W/m².**

(A) OBS, (B) CAFS, (C) ARPEGE, (D) SL-AV, (E) H-AROME, (F) IFS, (G) DWD, (H) NAVY.
Table 4. A summary of systematic and individual model (Table 3) issues from the intercomparison informed by observations

<table>
<thead>
<tr>
<th>Major Findings</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulating observed bimodal LWNET</td>
<td>Only 2 models have a bimodal LWNET distribution similar to observations (CAF and ARPEGE) and 2 models have a unimodal distribution with a peak between the observed clear-sky and cloudy modes (SL-AV and H-AROME), all 4 of these models produce distributions with lighter tails than observations, indicating fewer extreme values. Three models (IFS, DWD, NAVY) significantly underestimate the cloudy mode and have clear-sky distributions shifted toward larger LWNET magnitudes.</td>
</tr>
<tr>
<td>Compensating biases in LWNET</td>
<td>Even though CAF and ARPEGE have similar LWNET distributions, ARPEGE overestimates the fractional occurrence of thin clouds, underestimates the occurrence of clear-skies, and simulates a surface temperature distribution that essentially removes the observed positive skew toward warm temperatures and shifts the modal peak by 5.5°C.</td>
</tr>
<tr>
<td>Biases in LWNET due to LWU</td>
<td>The SL-AV and H-AROME biases in LWNET can be explained as the absence of a cloudy mode and a 20 Wm$^{-2}$ decrease in magnitude of the LWU mode peak, primarily due to a shift in the clear-sky occurrences in H-AROME and a shift in the cloudy occurrences for SL-AV. Cloudy occurrences have colder temperatures than clear-sky occurrences in SL-AV and are the primary cause for the shift toward colder temperatures in the total distribution.</td>
</tr>
<tr>
<td>Biases in LWNET due to LWD</td>
<td>IFS, DWD, and NAVY show a shift in the clear-sky mode toward larger negative values relative to observations. The NAVY bias is primarily due to clear-sky LWD being too small, while DWD and IFS have clear-sky LWD that is too large but this is compensated by surface temperature that is too warm. All 3 models underestimate the cloudy mode but have different surface temperature distributions, with NAVY median temperatures being 4°C too low, IFS median temperatures being 2°C too high, and DWD median temperatures being very close to observations.</td>
</tr>
<tr>
<td>Simulating observed LWP</td>
<td>Only CAF produces LWP similar to observations. IFS produces limited cloud liquid water, but underestimates the cloudy mode. All models produce cloud ice, but only ARPEGE produces enough cloud ice to create a LWNET similar to observations and CAF even though this model does not maintain liquid in clouds at the coldest temperatures.</td>
</tr>
<tr>
<td>Compensating biases due to SH parameterizations</td>
<td>SL-AV and H-AROME produce clear-sky modes with the magnitude of LWNET 10–20 Wm$^{-2}$ smaller than observations, presumably due to the colder surface temperatures in H-AROME and the larger downward longwave flux in SL-AV. But it is interesting to note that this does not correspond to a shift in the clear-sky mode near-surface thermal stratification, potentially due to the parameterizations that maintains the near-surface thermal stratification.</td>
</tr>
<tr>
<td>Relationship between scaled sensible heat flux and near-surface thermal stratification</td>
<td>All models have a tighter spread in the scatter between scaled sensible heat flux and near-surface thermal stratification than the observations indicating that the observed scaled sensible heat flux is not strictly a function of the near-surface thermal stratification, that is, includes transitions when the gradient and flux do not balance. SL-AV and DWD have a constant slope for this relationship and have more occurrences of near-surface temperature differences greater than 4°C, which is counter-intuitive since this means the parameterizations for these 2 models continue to produce larger sensible heat flux as thermal stratification increases. IFS and NAVY are the only models that produce the decline of the scaled sensible heat flux for strongly stable near-surface conditions. All models except H-AROME have frequent occurrences in an unobserved regime for cloudy skies with downward sensible heat flux and downward conductive flux.</td>
</tr>
<tr>
<td>Relationship between SEB terms</td>
<td>All models except H-AROME produce too many occurrences in the regime with downward sensible heat flux and downward conductive flux. For the 3 models that underestimate the cloudy mode, a persistent clear-sky regime at times pushes the model into unrealistic surface energy budgets. One unobserved regime for clear skies is large downward sensible heat flux (magnitudes greater than 30 Wm$^{-2}$) with conductive flux close to zero. The other unobserved regime for clear skies is large upward conductive flux (greater than 60 Wm$^{-2}$) with sensible heat flux close to zero. H-AROME has cloudy scatter outside the 1-to-1 line, where upward conductive flux is over 2 times the upward sensible heat flux.</td>
</tr>
</tbody>
</table>

The acronyms include net longwave radiation at the surface (LWNET), upward longwave flux at the surface (LWU), downward longwave flux at the surface (LWD), liquid and ice water paths (LWP and IWP), and surface sensible heat flux (SH).
with downward sensible heat flux and downward conductive flux.

The wintertime Arctic SEB is a relatively simple balance between net longwave radiation, sensible heat flux, and conductive flux. Therefore, a bias in one of these components manifests as a compensating bias in at least one of the others, that is, the compensation is not necessarily due to unrealistic model physics in another component. In this study we see many different manifestations of model bias and the potential implications of those biases on multiple terms. Due to the connected nature of these terms, it is also difficult to fully diagnose the root causes of model deficiencies, since the compensation sometimes can mask those causes. Based on the analysis presented, there appears to be 3 general types of challenges within the models: representing the radiative impact of clouds, representing the interaction of atmospheric heat fluxes with subsurface fluxes (i.e., snow and ice properties), and representing the relationship between the stability regime and turbulent heat fluxes.

The SEB is also sensitively dependent on the representation of snow on sea ice. Snow on sea ice is an insulator that limits the warming of the atmosphere by the underlying ocean and limits the growth of sea ice by the loss of surface energy. Snow on sea ice is represented in the CAFS and ARPEGE models with 1 layer, in the H-AROME model by 12 layers, and neglected in the other 4 models. The lack of snow on sea ice in DWD and IFS likely explains a significant part of the warm bias in surface temperature during clear-sky conditions. Indeed, a recent study demonstrates a positive impact on boundary layer structure and surface temperature in a version of the IFS with snow on sea ice, but also highlights that improvements in surface physics need to be matched by improvements in the representation of Arctic clouds (Arduini et al., 2022). Clearly, the representation of snow, depth and characteristics, on sea ice is a critically important part of the coupled system, the model information collected for this study is not enough to isolate its impact on the surface energy balance within different model configurations. A follow-up study will focus on looking more closely at parameterizations and configurations used in the models in a testbed with MOSAiC observations designed to produce more detailed and comprehensive comparisons.

Observations from MOSAiC, SHEBA, and other Central Arctic campaigns provide the opportunity to evaluate and improve the representation of coupled processes unique to the Arctic. Clearly, state-of-the-art forecast systems do not adequately simulate the Arctic system in the Central Arctic during winter. It is striking how each model assessed here has a distinct set of shortcomings. Improved parameterizations of cloud processes and boundary layer turbulence are needed, as well as, improved initial conditions and the representation of snow on sea ice, among other model configurations. Targeted model studies are required to make progress and to improve forecasts of the Arctic system and projections of the role of the Arctic in the climate system.
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