ASTERISQUE

ELLIPTIC THEORY
IN DOMAINS WITH BOUNDARIES
OF MIXED DIMENSION

Guy DAVID, Joseph FENEUIL & Svitlana MAYBORODA

SOCIETE MATHEMATIQUE DE FRANCE



Astérisque est un périodique de la Société Mathématique de France.

Numéro 442, 2023

Comité de rédaction

Marie-Claude ARNAUD Alexandru OANCEA

Christophe BREUIL Nicolas RESSAYRE

Philippe EYSSIDIEUX Rémi RHODES

Colin GUILLARMOU Sylvia SERFATY
Fanny KASSEL Sug Woo SHIN

Eric MOULINES
Nicolas BURQ (dir.)

Diffusion
Maison de la SMF AMS
Case 916 - Luminy P.O. Box 6248
13288 Marseille Cedex 9 Providence RI 02940
France USA

commandes@smf .emath.fr http://www.ams.org

Tarifs

Vente au numéro: 43 € ($65)
Abonnement Europe: 665 €, hors Europe : 718 € ($1077)

Des conditions spéciales sont accordées aux membres de la SMF.

Secrétariat
Astérisque
Société Mathématique de France
Institut Henri Poincaré, 11, rue Pierre et Marie Curie
75231 Paris Cedex 05, France
Fax: (33) 01 40 46 90 96

asterisque@smf.emath.fr e http://smf.emath.fr/

© Société Mathématique de France 2028

Tous droits réservés (article L 122-4 du Code de la propriété intellectuelle). Toute représentation ou
reproduction intégrale ou partielle faite sans le consentement de l’éditeur est illicite. Cette représen-
tation ou reproduction par quelque procédé que ce soit constituerait une contrefacon sanctionnée par
les articles L 385-2 et suivants du CPI.

ISSN: 0303-1179 (print) 2492-5926 (electronic)
ISBN 978-2-85629-974-6
10.24033/ast.1201

Directeur de la publication : Fabien Durand




ASTERISQUE

ELLIPTIC THEORY
IN DOMAINS WITH BOUNDARIES
OF MIXED DIMENSION

Guy DAVID, Joseph FENEUIL & Svitlana MAYBORODA

SOCIETE MATHEMATIQUE DE FRANCE



Guy David

Université Paris-Saclay, CNRS

Laboratoire de mathématiques d’Orsay
91405 Orsay, France
guy.david@universite-paris-saclay.fr

Joseph Feneusil
Mathematical Sciences Institute
Australian National University

Acton, ACT 2601, Australia
joseph.feneuil@anu.edu.au

Svitlana Mayboroda

School of Mathematics
University of Minnesota
Minneapolis, MN 55455, USA
svitlanaQumn.edu

Texte regu le 24 décembre 2019, révisé le 5 mars 2022, accepté le 27 septembre 2022.

David was partially supported by the European Community H2020 grant GHATA 777822,
and the Simons Foundation grant 601941, GD. Mayboroda was supported in part by the
Alfred P. Sloan Fellowship, the NSF grants DMS 1344235, DMS 1839077, and the Simons

foundation grant 563916, SM.

Mathematical Subject Classification (2010). — 28A15, 28A25, 31B05, 31B25, 35J25, 35J70, 42B37.
Keywords. — 1-sided NTA domains, boundaries of mixed dimensions, homogeneous weighted
Sobolev spaces, Trace theorem, Extension theorem, Poincaré inequalities, degenerate elliptic opera-

tors, De Giorgi-Nash-Moser estimates, harmonic measure, Green function, comparison principle.

Mots-clefs. — Domaines & accés non tangentiel, frontiéres de dimensions mixtes, espace de Sobolev
homogeénes & poids, théoréme de trace, théoréme d’extension, inégalités de Poincaré, opérateurs
elliptiques dégénérés, estimations de De Giorgi-Nash-Moser, mesure harmonique, fonction de Green,

principe de comparaison.



ELLIPTIC THEORY
IN DOMAINS WITH BOUNDARIES OF MIXED DIMENSION

by Guy DAVID, Joseph FENEUIL & Svitlana MAYBORODA

Abstract. — Take an open domain 2 C R™ whose boundary may be composed of
pieces of different dimensions. For instance, 2 can be a ball on R3, minus one of its
diameters D, or a so-called saw-tooth domain, with a boundary consisting of pieces of
1-dimensional curves intercepted by 2-dimensional spheres. It could also be a domain
with a fractal (or partially fractal) boundary. Under appropriate geometric assump-
tions, essentially the existence of doubling measures on 2 and 92 with appropriate
size conditions—we construct a class of second order degenerate elliptic operators L
adapted to the geometry, and establish key estimates of elliptic theory associated
to those operators. This includes boundary Poincaré and Harnack inequalities, max-
imum principle, and Ho6lder continuity of solutions at the boundary. We introduce
Hilbert spaces naturally associated to the geometry, construct appropriate trace and
extension operators, and use them to define weak solutions to Lu = 0. Then we prove
De Giorgi-Nash-Moser estimates inside €2 and on the boundary, solve the Dirichlet
problem and thus construct an elliptic measure wj, associated to L. We construct
Green functions and use them to prove a comparison principle and the doubling
property for wy. Since our theory emphasizes measures, rather than the geometry
per se, the results are new even in the classical setting of a half-plane Ri when the
boundary 8Ri = R is equipped with a doubling measure u singular with respect to
the Lebesgue measure on R. Finally, the present paper provides a generalization of the
celebrated Caffarelli-Sylvestre extension operator from its classical setting of R?_H to
general open sets, and hence, an extension of the concept of fractional Laplacian to
Ahlfors regular boundaries and beyond.

Résumé. (Théorie elliptique dans des domaines a frontiéres de dimension mixte) — Soit
Q C R™ un domaine dont la frontiére peut contenir des morceaux de dimensions
différentes. Par exemple, ) peut étre une boule de R3, moins I'un de ses diamétres D,
ou un domaine en dents de scies, avec une frontiére composée de morceaux de courbes
et de morceaux de sphéres. Ou encore, un domaine avec une frontiére (partiellement)
fractale. Avec des hypothéses géométriques convenables, essentiellement ’existence
de mesures doublantes sur Q et 9Q de tailles appropriées, on construit une classe
d’opérateurs elliptiques d’ordre 2 dégénérés de maniére adaptée a la géométrie, et on
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prouve les estimations clé associées a ces opérateurs L. Ceci inclue des inégalités de
Poincaré et de Harnack, le principe du maximum, et la continuité Holdérienne & la
frontiére des solutions. On introduit les espaces de Hilbert naturellement associés a la
géométrie, on construit les opérateurs de trace et d’extension associés, on les utilise
pour définir les solutions faibles de Lu = 0, puis on prouve les inégalités de De Giorgi-
Nash-Moser dans 2 et a la frontiére, on résout le probléme de Dirichlet, qu’on utilise
pour construire une mesure elliptique wy associée & L. On construit les fonctions
de Green et on les utilise pour obtenir le principe de comparaison et la propriété
doublante pour wy. Notre théorie étant centrée sur les mesure, en pas seulement
sur la geometrie de (2, les résultats sont nouveaux méme dans le cas classique du
demi-plan R?, mais ou la frontiere 0R? = R est munie d’une mesure doublante x
singuliére par rapport a la mesure de Lebesgue sur R. Finalement, ce papier donne
une généralisation du célébre opérateur d’extension de Caffarelli-Sylvestre, depuis
son cadre classique de ]R:L_H vers des ouverts plus généraux, et donc une extension du
concept de Laplacien fractionnaire & des frontiéres Ahlfors reguliéres et au dela.
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CHAPTER 1

MOTIVATION
AND
A GENERAL OVERVIEW OF THE MAIN RESULTS

1.1. Motivation

Massive efforts of the past few decades at the intersection of analysis, PDEs, and
geometric measure theory have recently culminated in a comprehensive understanding
of the relationship between the absolute continuity of the harmonic measure with
respect to the Hausdorff measure and rectifiability of the underlying set [4, 5]. Even
more recently, in 2020, we could identify a sharp class of elliptic operator for which the
elliptic measure behaves similarly to that of the Laplacian in the sense that analogues
of the above results could be obtained, at least under mild additional topological
assumptions [40, 46].

Unfortunately, all of those results have been restricted to the case of n-dimensional
domains with n — 1 dimensional boundaries, and as such, left completely beyond the
scope of the discussion a higher co-dimensional case, such as, for example, a com-
plement of a curve in R3. The authors of the present paper have recently launched a
program investigating the latter, which we will partially review below, and which quite
curiously brought a completely different level of understanding of n — 1 dimensional
results and a plethora of open problems, again, relevant even in the context of “clas-
sical” geometries, e.g., simply connected planar domains or even a half-space. What
is the role of measure on the boundary and given a rough measure, possibly singular
with respect to the Hausdorff measure, can we define an elliptic operator whose solu-
tions would be well-behaved near the boundary? What is the role of the dimension,
especially when fractional dimensions are allowed? Even in the case of the Lapla-
cian the dimension of the harmonic measure is a mysterious and notoriously difficult
subject with scarce celebrated results due to Makarov, Bourgain, Wolff, and many
problems open to this date, but what if we step out of the context of the Laplacian
and similar operators? Closely related to this question is another one: what is the role
of degeneracy, that is, where are the limits of the concept of “ellipticity” which could
still carry reasonable PDE properties. This brought us, in particular, to a new version
of the Caffarelli-Sylvestre extension operator and hence, a new fractional Laplacian
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2 CHAPTER 1. MOTIVATION AND A GENERAL OVERVIEW OF THE MAIN RESULTS

(or, one could say, a certain form of differentiation) on general Ahlfors regular sets.
Let us discuss all this in more details.

As we mentioned above, this project started as a continuation of efforts in [15, 18,
16, 17, 14, 51, 30] to define an analogue of harmonic measure on domains with lower
dimensional boundaries and ultimately to develop a PDE theory comparable in power
and scope to that of n — l-rectifiable sets. Initially, we focused on domains Q C R"™
whose boundary I' = 012 is Ahlfors regular of dimension d < n — 1 (see (2.1) below).
When d < n — 2, such sets would not be recognized by harmonic functions, and we
were led to a class of degenerate elliptic operators L adapted to the dimension. Taking
the coefficients of L to be, roughly speaking, of the order of dist(z,dQ)~ ("4~ we
managed to define a well behaved elliptic measure wy, associated to L and €2 and prove
the estimates for w; and for the Green functions, similar to the classical situation
where d = n—1 and L is elliptic. Furthermore, we proved in [16] that wy, is absolutely
continuous with respect to the Hausdorff measure y = 0?4%, with an A, density,
when T is a Lipschitz graph with a small Lipschitz constant and the coefficients of L
are proportional to D(z,dQ)~ ("4~ where D is a carefully chosen, appropriately
smooth, distance function. However, in an effort to extend these results to the context
of uniformly rectifiable domains we faced some fundamental problems which bring us
to the setting of the present paper.

A key feature of (uniformly) rectifiable sets is the fact that at every scale a signifi-
cant portion of such a set can be suitably covered by well-controlled Lipschitz images.
To take advantage of this, one has to develop an intricate procedure which allows
one to “hide the bad parts” and more precisely, it is absolutely essential to be able to
consider suitable subdomains of an initial domain which carry similar estimates on
harmonic measure, within the scales under consideration. The latter are referred to as
the saw-tooth domains and the reader can imagine “biting off” from the initial domain
a ball, or rather a cone, surrounding a bad subset of the boundary. The problem is
that when the initial domain is, say, the complement of a curve in R3, any subdomain
would have a boundary of a mixed dimension and the specific procedure that we
are describing yields pieces of one-dimensional curves intercepted by 2-dimensional
spheres, or more precisely, 2-dimensional Lipschitz images. We will give in Section 3
a careful description of this example. Similarly, any attempt to localize a problem on
a set with lower dimensional boundary (e.g., R™ \ R?) yields a new domain, given
by an n dimensional ball minus a d-dimensional curve, which now has a union of an
n — 1 dimensional sphere and a d-dimensional surface as its boundary. These chal-
lenges led us to a necessity to develop a meaningful elliptic theory in the presence of
the mixed-dimensional boundaries.

This immediately raises a question: what are the appropriate elliptic oper-
ators, as our favorite choice L = —divD(z, 9Q)~(»=4=1D)v  and similar ones,
carry a power which depends on the dimension of the boundary d. To some
extent, this is necessary: as we mentioned above, the Laplacian would not see
very low-dimensional sets and this argument can be generalized. But to which
extent? Can L = —divD(z,00)"(4-1*8 V¥ be allowed for some (? Can
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1.1. MOTIVATION 3

L = —divD(z,09) ? V be allowed for some 3 for “classical” domains with n — 1
dimensional boundaries?

Even for the Laplacian these issues are extremely challenging. Fundamental results
of Makarov [49, 50| establish that on the plane, the Hausdorff dimension dimg w is
equal to 1 if the set 02 is connected. More generally, for any domain € on the Rie-
mann sphere whose complement has positive logarithmic capacity there exists a subset
of E C 99 which supports harmonic measure in £ and has Hausdorff dimension at
most 1 [42]. In particular, the supercritical regime is fully characterized on the plane: if

€ (1,2), 0 < $#°(F) < oo, then w is always singular with respect to $#°|g. However,
for n > 2 the picture is far from being well-understood. On the one hand, Bourgain
[7] proved that the dimension of harmonic measure always drops: dimg w < n. On
the other hand, even for connected E = 02, it turns out that dimg w can be strictly
bigger than n — 1, due to a celebrated counterexample of Wolff [57]. Some recent
efforts in this direction include, e.g., [3], but overall the problem of the dimension of
the harmonic measure remains open, and to the best of our knowledge there exist no
results for other elliptic operators, with the only exception of [56]. Definitely we have
not encountered any results of this type for degenerate elliptic operators.

On the other hand, in a more benign geometric setting degenerate operators
have of course been studied in the literature. The most obvious example resonat-
ing with our setting is the celebrated Caffarelli-Sylvestre extension operator. In
[9] the authors proposed that the fractional Laplacian (—A)%, a € (0,1), on R?¢
can be realized as a Dirichlet-to-Neumann mapping corresponding to the opera-
tor L = —div dist(-,RY)"#V on R¥*! with 8 = 2a — 1, 3 € (—1,1). This turned
out to be an extremely fruitful idea, facilitating many properties of the fractional
Laplacian and similar operators, and was extended to other a by A. Chang and
R. Yang in [12]. One of the outcomes of the present paper is an extension of
the elliptic theory to the complement of any d-dimensional Ahlfors regular set
for L = —div A(x) dist(z,0Q)"("~4-1+A)V B € (—1,1), including the Caffarelli-
Sylvestre extension operator and generalizing it to extremely rough geometric
situations, fractal sets, mixed dimensions, etc.

We point out, parenthetically, that while this paper concerns the fundamental
elliptic estimates, we plan to address also absolute continuity of elliptic measure for
this type of operators in the forthcoming publications. It is slightly surprising that
such a study has not been pursued before even in the R?*! setting, but this seems to
be the case. The only known results pertain to the degenerate operators with weights
independent of the distance to the boundary (see, e.g., [2]).

Returning to the general elliptic theory, a search for the appropriate assumptions
on the boundary and the coefficients of the corresponding allowable elliptic operators
have quickly revealed that the key players are the measure g on 992 and the corre-
sponding measure m in {2 which will define the “ellipticity” of L. This brings out two
more issues. First, even in the simple case of the half-plane Rf_ there is another layer
of complexity possibly introduced by the boundary measure. Specifically, one can ask
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4 CHAPTER 1. MOTIVATION AND A GENERAL OVERVIEW OF THE MAIN RESULTS

whether there exists an elliptic operator which is well-behaved with respect to an ar-
bitrary doubling measure p on the boundary, for instance, the one furnished using the
Riesz products on R. In the present paper we allow the measure p on I' = 952 to be
wild: we will present in Section 3.7 an example where, around any point in ', x4 is not
absolutely continuous with respect to the surface measure, and yet the corresponding
elliptic operator has well-behaved solutions. Secondly, one can encounter a matrix of
coefficients which is (also) degenerate at interior points of Q.

1.2. Additional historical comments

Obviously this paper is not the first one where degenerate elliptic operators were
studied. Perhaps most closely related to our questions are the works of Fabes, Jerison,
Kenig, Serapioni, [28, 26, 27|, Maz’ya [52], Heinonen, Kipeldinen, Martio [37], Am-
mann, Bacuta, Mazzucato, Nistor, Zikatonov [1, 8], and, as far as Sobolev-Poincaré
inequalities and similar questions are concerned, Hajtasz and Koskela [34, 35]. One
can see our operators as elliptic operators with drifts, and special cases arising in
modeling population genetics were studied in [21, 22, 23, 24, 25]. While different from
the scope of this paper, in some respects they guided our intuition, and there is even
some overlap with our results. However, typically their stress is rather on the sin-
gularities of the weight inside the domain; here we emphasize its behavior near the
boundary T', and, respectively, the behavior of solutions near 92 depending on the
geometry and the underlying measure on 92 and on 2. When the impact of the
boundary is considered, the aforementioned works concentrate on the Wiener crite-
rion and surrounding questions, often of a qualitative nature, while we aim at the
uniform scale-invariant quantitative results. And even more, the boundary results in
[28, 26, 27| are stated for 2-sided NTA domains, which forces the existence of a big
portion of the complement Q¢ around any point of the boundary I', a condition that
we do not want to impose when a part of T has codimension higher than 1 (like for
instance when 2 is a ball deprived of a diameter). Also, on a more technical side, the
estimates of [28, 26, 27| or [37] would be hard to use here, because we need to be able
to consider unbounded domains and boundaries. Finally, once again, our coverage, in-
cluding boundaries of mixed-dimension equipped with possibly complicated doubling
measures, and the overall point of view of designing elliptic operators which respect
the geometric and measure theoretic setting of the problem, ends up in a different
range of results.

It is interesting to point out that an alternative route to generalization of elliptic
theory to sets with lower dimensional boundaries consists of studying the p-Laplacian
operator for a suitable range of values of p. This approach has been developed by
Lewis, Vogel, Nystrom, and others—see, e.g., [47] for boundary Harnack estimates;
however, to the best of our knowledge, it did not yield the absolute continuity results
for the underlying elliptic measure on uniformly rectifiable sets (not to mention that
the role of the elliptic measure for a non-linear PDE is quite different) and for that
reason we pursue a different route.
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1.3. A ROUGH OUTLINE OF THE MAIN ASSUMPTIONS AND RESULTS 5

1.3. A rough outline of the main assumptions and results

The general assumptions of this paper will be described precisely in the next sec-
tion, but let us give a first overview right now. We are given a domain 2 C R", and
a doubling measure p on its boundary I'. We are also given a doubling measure m
on 2, which is assumed to be absolutely continuous with respect to the Lebesgue
measure (that is, dm(X) = w(X)dX for some weight w). The reader can think
of w(X) = dist(X,I')™Y with v € (n—d—2,n—d), or even more general weights. The
key assumptions is a relation between our two doubling measures, that says that on
balls B(z,r) centered on I', one measure does not grow much faster than the other:

(1.1) m(B(z,r) N Q) <c (f) 2—¢ yu(B(x,7))

m(B(z,s) N Q) s w(B(z,s))
for suitable C,e > 0. This is the condition (H5) below (or rather (2.8)), and it is
responsible for our requirement that n —d — 2 < 7 < n — d above. It is somewhat
surprising perhaps that we only need an estimate from above.

We also have a requirement on w, related to its behavior far from I'; in the same
spirit as in [37], we demand a weak Poincaré estimate for the space (2, m) (with the
usual metric), which is explained below as (H6). If w is regular enough away from T,
for instance if supx g w(X) < Cinfxcpw(X) for all balls B such that 2B C Q and
for some constant C' that does not depend on B, then (H6) is automatically satisfied.
This is the case in our previous papers, and in the context of sawtooth domains which
have been alluded to above.

With these preliminaries, the operator L = — div AV can be any elliptic operator
as long as the ellipticity condition is satisfied with respect to our measure m; that is,
we simply require that w(X )~ A(X) satisfy the standard boundedness and ellipticity
conditions on ).

The final set of assumptions pertains to connectivity. When I is an Ahlfors regular
set of dimension d < n—1, we do not need to add any topological conditions ensuring
the (quantitative) connectedness of €, because they are automatically satisfied. Here
our setting allows boundaries of all dimensions, and in such a setting some topological
restrictions are necessary [6]. In line with many antecedents, we require that Q satisfy
the “one sided NTA conditions”. That is, we demand the existence of corkscrew balls
and Harnack chains in ; see the conditions (H1) and (H2) in the next section, and
the discussion that follows them.

forxel,0<s<r,

All these assumptions will be described in detail in the next section, and we will
then give examples in Section 3. Under these assumptions, we will be able to define an
elliptic measure associated to L and establish the fundamental properties for solutions.

First of all, in Section 4, we will define an energy space W, the Hilbert space of
functions on Q with a derivative in L?(m) = L?(w(X)dX). In this section, Q and
I" are unbounded, so the space W is a homogeneous space. This is the most useful
scenario for our applications but we also treat the extension of all our results to the
case where I" or ) are bounded in Section 13.
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6 CHAPTER 1. MOTIVATION AND A GENERAL OVERVIEW OF THE MAIN RESULTS

An important tool in our theory, which allows us to dispense with the existence of
large balls in the complement of €2, or barrier functions, is a Poincaré estimate at the
boundary. The next two sections aim for that result.

In Section 5, we introduce some technical material, such as the dyadic pseudocubes
@, Q@ €D, on I', an analogue of the Whitney cubes in Q (the sets Wg of (5.6)), and
some non-tangential access regions «y(z) and their truncated versions v¢g(z); see near
(5.8). The sets v*(x) and () () are analogue to y(x) and vq(), and are obtained from
the latter by fattening them a bit so that v*(z) and ~¢)(x) are well connected sets.
We rely on (H2) for this procedure. The access cones 7 (z) are used to constructs
well connected tent sets T5g, which will advantageously substitute the sets B N (2
where B C R” is a ball centered on I' (indeed, the sets B N have no reason to be
connected). We use those tent sets to extend Poincaré inequalities given in (H6) to
sets that actually get close to the boundary. In particular, we prove in Theorem 5.24
that

Theorem 1.2. — There exists k > 1 such that for any u € W and any Q € D,

1/2k 1/2
<][ lu — ury, |2k> < C diam(Q) <][ |Vu|2> ,
T2q Ta2q

where ur,, = fTZQ udm.

Our next goal is to obtain a variant of the above theorem, where ur,, is removed
but we assume that v = 0 on the boundary 2@Q). To this end, we need a notion of
trace. We define then a Sobolev space H as the set of y-measurable functions g on T’

such that
ot = ([ [ 22l D =900 4, )

is finite. As the reader can see, H depends on both u and m, and the depen-
dence on m is a bit surprising at first; but if one recalls that our objective is to
construct a bounded trace from W (that depends on m) and H, it makes sense.
Here you can see p(z,|z — y|) as a corrective term that takes into account how far
m(B(z,r) N Q) is from rp(B(z,r)). Of course, if 4 and m are intertwined so that
m(B(z,7) N Q) = ru(B(z,r)) for £ € T and r > 0—which will be the most natural
situation—then the strange term p(z, |z — y|) disappears and the space H does not
depend on m anymore.

With the space H at hand, we construct in Section 6 a bounded trace operator Tr
from W to H. We later build in Section 8 a nice extension operator Ext : H — W,
such that TroExt = I. Those results are given in Theorem 6.6 and Theorem 8.5,
which are summarized below.
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1.3. A ROUGH OUTLINE OF THE MAIN ASSUMPTIONS AND RESULTS 7

Theorem 1.3. — There exists two bounded linear operators Tr : W — H and
Ext: H — W such that for u € W and p-almost every x € T,

Tru(z) = lim udm
Xey(x) JB(X,6(X)/2)
6(X)—0
and such that for g € H and p-almost every x € T,
TroExt g(x) = g(x).

By combining the trace which was just introduced with Theorem 1.2, we established
that

Theorem 1.4. — There exists k > 1 such that for Q € D and for u € W such
that Tru =0 p-a.e. on 2Q,

1/2k 1/2
<][ |u|2k> < Cdiam(Q) <][ |Vu|2> .
Taq T2q

The theorem above is a particular case of Theorem 7.1.

Our next big objective is to get estimates on solutions to appropriate degenerate
elliptic operator. To prepare for this, in Sections 8 and 9, we check some density
and stability results for our spaces; these should not be surprising but they are very
useful for our later arguments. In Section 10 we add one last bit of functional analysis,
which is the definition of localized versions W,.(E) of our space W, and the way they
co-operate with the trace operator (Lemma 10.6).

We start the study of our degenerate operators L = div AV and their solutions in
Section 11. We require w(X )1 A(X) to satisfy the usual ellipticity conditions, so the
bilinear form naturally associated to L is coercive on W, and getting weak solutions
in W with a given trace on H is rather easy, with the help of the Lax-Milgram
Theorem.

We define weak subsolutions, supersolutions, and solutions in our local W,.(T)
spaces, and start studying their regularity properties. We first prove an interior Cac-
cioppoli inequality (Lemma 11.12), then extend it to the boundary (Lemma 11.15),
then prove interior Moser estimates (Lemma 11.18), and extend them to the boundary
(Lemma 11.20). The next step is to prove interior Holder estimates (Lemma 11.30)
and Harnack inequalities (Lemmas 11.35 and 11.46). Some of the proofs in this section
are just sketched, since they use the same arguments as, e.g., in [18]. The reader may
be interested in some of the results and not the others, and we do not want to state
all of them here. The theory was developed with boundary estimates in our mind, so
they are the ones that we shall first present here.

Theorem 1.5 (Moser estimates on the boundary). — Let B a ball centered on T' and u
be a non-negative subsolution to Lu = 0 in 2B N Q such that Tru = 0 p-a.e. on 2B.
Then

supu < C |u| dm.
BNO 2BNQ
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Theorem 1.6 (Holder estimates on the boundary). — Let x € T' and r > 0. Assume
that u be a solution to Lu =0 in B(xz,r) N Q. Then for0 < s <,

@
osc u<C (i> osc u+C 0sc Tru,
B(z,s)N$ S B(z,r)NQ B(z,y/sr)NT

where C' and a are positive constants independent of x, s, r, and u.

Of course, the Harnack inequality below, in particular when the weight is not
bounded from above or below by a positive constant, is interesting on its own right.

Theorem 1.7 (Harnack inequality). — Let B be a ball such that 2B C Q and let u be
a non-negative solution to Lu = 0 in 2B. Then

supu < C'inf u.
B B

We continue our article with a construction of the harmonic measure. The con-
struction is classical, and relies on the maximum principle (Lemma 12.8).
Theorem 1.8 (Maximum principle). — Let u € W be a solution to Lu = 0 in Q. Then

supu <supTru and infu > inf Tru.
Q r Q T

The maximum principle combined to the Lax-Milgram theorem allows us to
solve the Dirichlet problem for compactly supported continuous functions on I'
(Lemma 12.13), and thus define the desired harmonic measure wy with the Riesz
representation theorem (Lemma 12.15).

Theorem 1.9. — For any X € (), there exists a unique positive Borel measure
wX :=wX on T such that for any continuous and compactly supported g € H, we
have

ug(X) = / o(y)d (3),

where ug s the solution in W given by the Laz-Milgram theorem to Lu = 0 in £} and
Tru=g.

Furthermore, w™

is a probability measure, that is w* (T') = 1.

We end the article by building Green functions and using them to prove the non-
degeneracy and the doubling property of the harmonic measure, as well as a com-
parison principle (which, applied to the harmonic measure, is also called change of
pole property). The Green functions and the comparison principle have been com-
panions of the mathematicians for ages. Maybe the first people to intensively study
the Green functions in the case of general (non-degenerate) elliptic operators are
Littman, Stampacchia, and Weierberger [48]. Griiter and Widman deepened the anal-
ysis of Green functions and established a comparison principle [33]. Fabes, Jerison,
and Kenig worked with degenerate operators in [26, 27|, and some of their results are
very similar to ours. However, those authors worked with bounded and 2-sided Non
Tangentially Accessible domains, while we are interested in unbounded and weaker
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1.3. A ROUGH OUTLINE OF THE MAIN ASSUMPTIONS AND RESULTS 9

1-sided NTA domains. The Green functions were studied for systems in [38] and [19] by
assuming only De Giorgi-Nash-Moser estimates (and in particular not the maximum
principle). We do not follow this route since the maximum principle is a prerequi-
site for the construction of the harmonic measure, which is the object that we are
particularly interested in.

The Green function g(z,y) is function on Q x € such that
(1.10) { Lg(.,y) =06, in Q

9(,y) =0on Q,
where 4, is the delta distribution centered on y. We follow the strategy of [33], in
particular, we define the Green functions g(.,y) as a limit of solutions in W12(Q, m)
given by the Lax-Milgram theorem (and not by taking the inverse of the operator L on
measures as in [26]). The properties of the Green functions are given in Theorem 14.60,
Lemma 14.78, Lemma 14.83, Lemma 14.87 and Lemma 14.91. For instance we have
the following pointwise bounds.

Proposition 1.11. — For z,y € Q such that |z — y| > dist(y, T")/10,
|z —y/?
m(B(y, |z —y) N Q)’

and for z,y € Q such that |x — y| < dist(y,T)/2,
dist(y,T) 2 dist(y,I") 2
R R B e
|z—y| m(B(y,s)) $ |z—y|

where the constant C' is of course independent of x and y.

0<g(z,y) <C

The harmonic measure is non-degenerate, in the following sense.

Theorem 1.12. — Let B be a ball centered on I'. Then
1
w¥(BnQ)>Cc! for X € SBNQ.

We prove a comparison principle between harmonic measures and Green functions.
We need to define corkscrew points: Xy € Q is a Corkscrew point associated to a
ball B = B(z,r) if

|Xo—z| <r and dist(X,,I') > er,
for some € > 0 that depends only on Q. We will assume in (H1) that such points
always exists.

Theorem 1.13. — Let B be a ball centered on I' and let Xy be a corkscrew point
associated to B. Then

(BN Q)

_im m(BNQ)
C 3 b Sl

9(X, Xo) <wX¥(BNT) < C 5 9(X,Xo)  for X €Q\2B.

With this comparison in hand, we show that the harmonic measure is doubling.
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Theorem 1.14. — Let B be a ball centered on I'. Then
wX(2BNQ) < CwX(BNT) for X € Q\ 4B.
The change of pole property comes next.

Theorem 1.15. — Let B be a ball centered on T' and Xy be a corkscrew point associated
to B. Let E,F C T'N B be two Borel subsets of I' such that wX°(E) and wX°(F) are
positive. Then

c195(E) _ WX (EB) _ w¥(E)
wXo(F) — wX(F) wXo(F)
At last, we give properties on the harmonic measure analogous to Theorems 1.12,

1.13, 1.14 but for wX(T'\ B) instead. We use them to prove a comparison principle
for positive local solutions.

<C for X € Q\ 2B.

Theorem 1.16. — There exists a large K > 2 that depends on how well  is connected
(if Q is well connected, we can take K = 2) such that the following holds.

Let B be a ball centered on T', and let Xy € Q) be a corkscrew point associated to B.
Let u,v be two non-negative, not identically zero, solutions to Lu = Lv = 0 in K BN}
which are zero on the large boundary ball KBNT. Then
1u(Xo) _ w(X) _ CU(XO)

v(Xo) T v(X) T v(Xo)

We have to be a little careful with this theorem, because we will allow the case
when T is bounded and 2 is the unbounded connected component of R™ \ I". Then
for large balls B, it will happen that w* (I'\ B) = 0 for X € Q, and then we do not
have bound on w* (T'\ B) as in Theorem 1.12

In this paper we only worry about the properties of wy in a general setting.
Then one may continue the study with more specific situations and carefully cho-
sen operators. Some of our earlier results, such as the extension of Dahlberg’s re-
sult in [16], namely the A, absolute continuity of wy when I' is a Lipschitz graph
with small constant and L is well chosen, also work when w(X) = dist(X,I")77,
v € (n—d— 2,n — d). This too will be studied more systematically in upcoming
publications.

o

for X €e QN B.
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CHAPTER 2

OUR ASSUMPTIONS

We aim to develop an elliptic theory on an open domain 2, equipped with a mea-
sure m. We are particularly interested in boundary estimates, and we want to be able
to deal with a large class of measures p (supported) on the boundary I' := 9.

Let us review previously known settings that we aim to generalize. Recall that
a d-dimensional Ahlfors regular set E C R"—denoted d-AR for short—is a set for
which there exists a measure o supported on F and a constant C > 0 such that

(2.1) C~r? < o(B(z,r)) < Ort forze E,r>0.

It is well known that if (2.1) holds for a measure ¢ and a constant C, then (2.1)
also holds for ¢/ = (%% - the d-dimensional Hausdorff measure restricted to E - and
another constant C’.

The “classical setting” consists in taking an open domain 2 C R™ such that its
boundary I' is a (n—1)-AR set. The measure m is taken as the n-dimensional Lebesgue
measure and we choose p as the surface measure on I, or in fact any measure sat-
isfying (2.1). The properties of elliptic PDEs in this context on relatively nice (e.g.,
Lipschitz) domains have been studied for 50 years; see [54, 33, 11] to cite a few, and
[45] for a extended presentation of the properties. A more challenging setting of do-
mains with uniformly rectifiable or even general AR boundaries came to the focus
of development in the last 20 years. Unfortunately, there is no good single reference
reviewing the underlying elliptic theory, but we can generally point the reader to re-
cent works of Hofmann, Martell, Toro, Tolsa, and their collaborators. In addition to
boundary regularity, typically, some mild topological assumptions (such as one-sided
non-tangential accessibility or a weak local John condition) are needed for satisfactory
PDE results.

In [18], the authors developed an elliptic theory when I' C R™ is a d-AR set,
d<n—1,and Q := R"\I'. When d < n — 2, the boundary is too thin to be seen
by a solution of an elliptic PDE in the classical sense (for instance by solutions of the
Laplacian), and the authors worked with degenerate elliptic operators — div AV, such
that w(X) 1 A(X) satisfy the standard boundedness and ellipticity conditions on
with the weight w(X) = dist(X,0Q)~ (=41, This can be reformulated by saying

SOCIETE MATHEMATIQUE DE FRANCE 2023



12 CHAPTER 2. OUR ASSUMPTIONS

that the underlying measure on € is given by dm(z) := w(z)dz, and the measure
on the boundary T is given by (2.1).

In the present article, we give a very large range of choice for  C R", m, and
1, pushing the limits of geometric and measure-theoretic assumptions as well as de-
generacy of coefficients of the operators. In the rest of the section, we introduce the
hypotheses on €2, m, and u, that we shall use for most of the rest of our paper.

Let us denote

(2.2) §(X) := dist(X,T)

for X € Q. Since we allow 2 to have boundaries containing pieces of dimension n — 1
and even higher, we shall need to deal with connectedness issues that didn’t appear
in [18]. To this end, we start with standard quantitative connectedness assumptions
on 2, the Corkscrew and Harnack Chain conditions.

(H1) There exists for any x € I' = 9Q and any » > 0 — or r € (0,diam Q) if Q is
bounded — we can find X € B(z,r) such that B(X,Cy'r) C Q.

The assumption (H1) is widely known as the Corkscrew point condition, and can
be seen as quantitative openness. When we say that Y is a Corkscrew point associated
to the couple (y, s), we mean that Y is a point X given by (H1) with z = y and r = s.
(H2) There exists a positive integer Co = N + 1 such that if X, Y € Q satisfy

0(X)>r, 6(Y) > r, and | X — Y| < 7Cyr, then we can find N + 1 points
Zy:=X,Za,...,Zny =Y such that for any i€ {0,...,N —1}, we have
|Zl — Zi+1| < %(5(22)

The assumption (H2) is a condition of quantitative connectedness, and is a slightly
weaker way to state the usual Harnack chain condition. We shall discuss (H2) more
at the end of the section, and in particular prove that together with (H1), it implies a
stronger version of (H2), but let us first describe the conditions on the two measures u
(supported on I') and m (supported on Q C R™).

(H3) The support of u is I' and p is doubling, i.e., there exists C5 > 1 such that
w(B(z,2r)) < Csu(B(z,r)) forzel, r>0.

(H4) The measure m is mutually absolutely continuous with respect to the Lebesgue

measure; that is, there exists a weight w € L] () such that

m(A) = / w(X)dX for any Borel set A C Q
A
and such that w(X) > 0 for (Lebesgue) almost every X € 2. In addition, m is
doubling, i.e., there exists Cy > 1 such that
(2.3) m(B(X,2r)NQ) < Cym(B(X,r)NQ) for X € Q,r > 0.

We included also X € 0f2, because this is often easier to use, and anyway the
version of (H4) with X € Q follows easily from the version with X € Q.
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In some cases, we can get (H4) as a consequence of the fact that m is the restriction
to Q of a doubling measure on R™. That is, let us say that (H4’) holds when m = mIQ
for some absolutely continuous measure m’ supported on R™, and which is doubling,
ie.,

(2.4) m/(B(X,2r)) < Cy m'(B(X,r)NQ) for X eR", r>0
and some Cy > 1.

We claim that (H4') and (H1) imply (H4). Indeed, take X €  and separate the
two cases 0(X) > r/2 and 6(X) < r/2. In the first case,

m(B(X,2r)NQ) < m'(B(X,2r)) < C%m/(B(X,r/2)) = Cim(B(X,r)).

In the second case, take = such that §(X) = |X — z|, and then let X’ be a Corkscrew
point associated to z and r/2.

Thus B(X', 35;) € B(X,r) C Q and B(X',4r) D B(X,2r), hence if x denotes the

smaller integer such that 2 > 8C,

m(B(X,2r) N Q) < m/(B(X', 4r)) < C% m/(B(X', —

2C, )) <G ( ( 77"))
The claim follows.

It is classical (and easy to prove) that the condition (H4) is equivalent to the ap-
parently stronger following condition: there exists d,, > 0 and C > 0, both depending
only on Cy, such that

(2.5) m(B(X, r)NQ) < CAm(B(X,r)NQ) for X eQ,A>1,7>0.
We now state a condition (H5) on the compared growths of m and p.

(H5) The quantity p defined for z € T and r > 0 by

m(B(z,r) N Q)

2.6 z,r) =
(2.6) p(z,r) (B,
satisfies
1—e
(2.7) gg’;; < Cs (g) forzel,0<s<r,

for some constants C5 > 0 and € := 05_1.

We like p(z,r) because it is a dimensionless quantity, but we may also write (2.7)
as

(2.8)

2—e
M<C(C) M forzel0<s<r,

m(B(z,s)NQ) — s w(B(z, s))
with a slightly more surprising exponent 2 — € due to a different scaling.

The condition (H5) means that the two measures p and m need to be intertwined, in
a more precise way that we would get from merely the doubling conditions. That is, we
require that m(B(z, )N ) does not grow much faster than p(B(x,r)), with a precise
limitation on the exponent. It is not shocking that something like this is needed.
Indeed we require for our theory to have a trace theorem (see Section 6), that says
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that the functions in the weighted Sobolev space W12(2,m) have a trace on (T, p).
The function p is used in the definition of the space of traces, and quantifies the
“deviation” of the measure of tent sets m(B(z,r)N ) from the measure on B(z,r) N
induced by p, which is ru(B(z,r)). It is perhaps more surprising that we only need
an upper bound in (2.7) and (2.8).

Our last condition (H6) requires that the measure m be regular enough, and satisfy
a weak Poincaré inequality.

(H6) If D € Q is open and u; € C*(D) is a sequence of functions such
that [, |uildm — 0 and [, |Vu; —v|*dm — 0 as i — o0, where v is a
vector-valued function in L?(D,m), then v = 0.

In addition, there exists Cg such that for any ball B satisfying 2B C {2 and
any function u € C*(B), one has

(2.9) ][ |lu —ug|dm < Cgr (][ |Vu|? dm> ,
B B

where upg stands for fB udm and r is the radius of B.

The first part of the condition is technical; it is here to make sure that when we
define an appropriate notion of gradient for functions that are not smooth, we still
have that the convergence in L' implies a convergence of the gradients. With this
property, we shall be able to show the completeness of the weighted Sobolev space we
shall work with, which is also essential to be able to get weak solutions. One can find
the same condition in [37].

Using the theory of Hajtasz and Koskela [34, 35], we will be able to improve the sec-
ond part of (H6) into a Sololev-Poincaré inequality. Furthermore, because we can prove
a trace theorem, we will also be able to get Poincaré inequalities on the sets B N (2,
where B is a ball centered on the boundary I'. This Poincaré inequality at the bound-
ary will be crucial for our proof of the boundary De Giorgi-Nash-Moser estimates in
Section 11.

The condition (H6) will be sometimes replaced by the much stronger condition
(H6'), defined as

(H6') There exists Cg such that for any ball B C R” satisfying 2B C €2, one has the
following condition on the weight w:
(2.10) supw < Cg inf w.
B B

The proof of the fact that (H6’) implies (H6) goes as follows. The second part of
(H6) is a consequence of the classical Poincaré inequality (with the Lebesgue measure)
and the fact that w(Z) =~ m(B)/(diam B)™ for all Z in a ball B such that 2B C ,
which is an easy consequence of (H6’). We turn to the first part of (H6). Take D, u;,
v as in (H6). We can cover D by a finite number of balls B satisfying 2B C (, so by
(H6'), we can find a constant Cp such that Cp' < w(X) < Cp for any X € D. We
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have thus [}, |u;|dz — 0, which means that u; converges to 0 in L'(D) and hence Vu;
converges to 0 in the distributional sense. Since we have also f D |Vu; — v|2da: — 0,
which implies that Vu; converges to v in the distributional sense, we also have v = 0.

This completes our list of assumptions concerning the measures p and m. Once we
have them, the results of this paper hold for any divergence form operator L = div AV,
where
(2.11)

w(X) 1 A(X) satisfies the standard boundedness and ellipticity conditions on €,

namely, there exists a constant C'y > 0 such that

(2.12) AX)E-¢> Clw(z)|€)? for X € Q and € € R™
and
(2.13) A(X)E- ¢ < Cyuw(2)|€|l¢] for X € Q and £,¢ € R™.

Of course in practice we may have L and A initially, and then this more or less forces
the definition of w and m.

We end this section with a further discussion of the Harnack chain condition (H2).
In the following arguments we shall write Z;[X,Y], 0 < ¢ < N, when we want to
specify the endpoints of the sequence given by (H2). The number N = C3 — 1 is
independent of X,Y € Q as long as X,Y € Q satisfy 6(X) > r, §(Y) > r, and
|X — Y| < 7Cyr; indeed, even if the sequence is shorter, we can repeat a point Z;
as many times as we want to match the proper length. At last, the “chain” in the
Harnack chain condition (H2) is given by the balls

(2.14) B, = B;[X,Y]:= B(Z;|X,Y],0(Z;[X,Y])/2).

From (H2), we can easily see that By[X,Y] is B(X,4d(X)/2), By[X,Y] is B(Y,4(Y)/2).
Moreover, Z;+1[X,Y] € B;[X,Y], from which we deduce that

(2.15) §(Zi[X,Y]) > %5(&,1[)(, Y] >27N§(X) > 27N,
i N
(216) s(zx.Y) < Sazaxv) < () s < (3) aco,
and
i—1 j N
(2.17) X — Z[X,Y]| < ;; @) §(X) < (2) 5(X) < 2V8(X),

that is all the balls B;[X,Y] from the Harnack chain linking X to Y have equivalent
radii, don’t get close to the boundary, and are all included in B(X,2V*+1§(X)).

With the help of (H1), the condition (H2) self improves, as shown by the result
below.

Proposition 2.18. — Let Q satisfy (H1) and (H2). There exists C := C(Cy,C3) >0
such that if X, Y € Q satisfy min{6(X),56(Y)} > r and | X — Y| < Ar (for
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some choice of 1 > 0 and A > 1), then we can find Ny := [Cln(1 + A)] points
Zo:=X,Z1,...,Zn, =Y such that for any i € {0,..., Ny — 1},

() 1Zi — Zipa| < 26(2Zy),
(i) 6(Z;) > 27 Nr,
(111) Z; € B(X, Cl2N+4A’I‘),

where N := Cy — 1 comes from (H2) and Cy comes from (H1).

Proof. — Let X,Y € § satisfy min{d(X),5(Y)} > r and |X — Y| < Ar. Observe
first that if Ar < §(X) or Ar < 6(Y) there is no need for (H2). Indeed, the segment
[X,Y] is included in ©, and one can construct the chain recursively as: Zp = X,
Z; 41 is either (if it exists) the only point further from X than Z, at the intersection
of [X,Y] and the sphere centered at Z; and radius 6(Z;), or simply Y if this point
doesn’t exist.

In the remaining case where §(X),d0(Y) < Ar (which forces A > 1), the idea is to
use the condition (H1) to find enough points between X and Y to be able to split the
distance | X — Y| into small jumps where we can use (H2).

Let z,y € T be such that |X — z| = 6(X) and |Y — y| = §(Y), so that X,Y are
Corkscrew points associated to respectively (z,C16(X)) and (z,C16(Y)). We define
the points X;,Y; as follows: Xo = X, Yy =Y and, if j > 1, X; is a Corkscrew point
associated to (z,C1278(X)) and Y; is a Corkscrew point associated to (y, C1276(Y)).
Then we set j, and j, as the smallest values of j € N such that 27§(X) > Ar and
276(Y) > Ar respectively. It is easy to check that by construction,

(2.19) JoJy < 14+1np(A) < Cln(1+ A),
where C' is a universal constant. We set My = j, + j, + 1 < Cln(1 + A), we
and construct a first sequence of points (Zj)ogngA as 77 = X; when j < g,
and Z7 = Ym,—; when j > j,. We want to verify that two successive elements
of (Z7) satisfy the assumptions for the use of (H2). Indeed, X; and X,; are such
that min{d6(X;),d(X;4+1)) > 276(X) and
X = Xyl < |Xj — 2]+ X1 — 2] < CL2726(X);
the same kind of estimates holds between Y; and Y;,; the points X;, and Y; are
such that
min{d(Xj,),0(Y;,)} > Ar
and, since 6(X),d(Y) < Ar,
X5, =Y, | <I|Xj, —z|+ |z - X|+ | X =Y[+|Y —y|+ |y - Y}, |
S 701A7‘.
The fact that two consecutive points of (Z7); satisfies the assumption of the Harnack

chain condition follows. Now, N stands for C; — 1, and the sequence (%)o<i<n.n, 1S
built such that Z; = Z;[Z7, Z7*1] if jN < i < (j+1)N. The conclusion (i) is given by
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the definition/construction of the points Z;[X’,Y”]; the conclusion (ii) is immediate
from (2.15) since all Z7 are such that 6(Z;) > min{6(X),8(Y)} > r. As for (iii), we
estimate the distance between X and the Z7 rather brutally and we let the reader
check that | X — Z7| < 14C; Ar for any j € N, which, combined with (2.17), gives (iii).

O

In the rest of the paper, the notation v < v means u < Cv, where C > 0 is a

constant that depends on parameters which will be either obvious from the context
or recalled. The expression u ~ v is used when v < v and u 2 v.
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CHAPTER 3

SOME EXAMPLES WHERE OUR ASSUMPTIONS HOLD

The assumptions of the previous section may still look complicated to the reader,
so let us mention some situations where they are satisfied, and hence we can define
an elliptic measure wy, with the properties described in the introduction.

3.1. Classical elliptic operators

We start with the classical elliptic operators L = div AV, where A(X) satisfies the
standard boundedness and ellipticity conditions (2.13) and (2.12) on 2. In view of
(2.11), w = 1. We also require the one-sided NTA conditions (H1) and (H2), which
happen to hold automatically when I' = 9 is Ahlfors regular of dimension d < n—1,
but not in general. Then our additional assumptions are the existence of a doubling
measure g on I' (as in (H3)) that satisfies (H5); the other conditions, including (H6")
are trivially satisfied. In particular if I is Ahlfors regular of dimension d € (n —2,n),
it is easy to check that pu = 074% satisfies (H5).

3.2. Ahlfors regular sets

Our next example is when I' = 9 is an Ahlfors regular set of dimension d. When
n—1 < d < n, we also require one-sided NTA conditions (H1) and (H2). The simplest
option is to take w(X) = dist(X,I')~" for some v € (n—d—2,n—d). Then w is locally
integrable, by (2.1), because v < n — d, and by a simple estimate on the measure of
the e-neighborhoods of T'. The same estimates yield that m(B(X,r)) ~ "7 when
0(X) < 4r (with a lower bound that uses (H1)) and m(B(X,r)) = r"6(X)~" when
§(X) > 2r. This proves that m is doubling; then (2.8) holds as soon as vy > n —d — 2.
The other conditions, including (H6'), are easy to check, and so our results apply to
operators L = div AV, where dist(X,I")YA(X) satisfies the standard boundedness
and ellipticity conditions (11.4) and (11.3) on €.

In this Ahlfors regular setting, we can also deal with more general weights w, that
would also have mild local singularities in the middle of €2, and then the corresponding
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classes of degenerate elliptic operators L = div AV, where w(X) 1A(X) is bounded
elliptic, but then we have to check (H6) too, in addition to (H5).

3.3. Caffarelli and Sylvestre fractional operators

A special case of the weight w(X) = dist(X,I")~" for an Ahlfors regular boundary
was considered by L. Caffarelli and L. Sylvestre [9], although in a very different con-
text. Take n=d +1, Q = Riﬂ (the upper half space), and I' = R%. Choose u to be
the Lebesgue measure on R?, and for m take the weight w(X) = dist(X,I')™7 =¢7,
where we write (z,t) the coordinates of X in R%*l. As before, we restrict to
v € (-1,1).

Caffarelli and Sylvestre considered the fractional operator T' = (—A)® on R¢, with
s = 1+77 € (0,1), and proved that for f defined on R?, in the appropriate space, T'f
can also be written as T'f (z) = —C'lim;_, o4 t‘”%, where u is the solution of Lu = 0,
with L = divt~"V, whose trace on R? is f. This point of view turned out to be a
very useful way to deal with unpleasant aspects of the non-local character of T'.

We can generalize some of this to the context of Ahlfors regular sets, as above,
with L = —div dist(X,I")7"V (or a similar operator). When f lies in our Sobolev
space H = H(T'), the results of the present paper allow us to solve the Dirichlet
problem for f, i.e., find a function u € W12(Q, wdX) = W12(Q, dist(X,T)"7dX)
such that Lu = 0 and Tr(u) = f. Then we can also define an operator T', that
generalizes the fractional operator of [9], by saying that T'f is a distribution on I" (or
a continuous linear operator on H), such that

(3.1) (Tf, ) = /Q dist(X,T) ™ Vu(X) - VoF(X)dX

when F is a function of W = W2(Q,dm) such that Tr(F) = ¢. For example, we
could take for F' the extension of f given in Section 8, but taking another extension
F’ should give the same result, because F' — F’ lies in the space Wy of functions of W
with a vanishing trace (see Definition 9.16), and because u is a weak solution (see the
Definition (11.8) and the last item of Lemma 11.10). Now T'f can be seen as a weak
limit of normalized derivatives w(X )%(X ) in the normal direction, as above: we can
integrate by parts on a smaller domain . and try to take a limit. Ultimately, it
would be nice to have a more precise and constructive definition of 7', with estimates
in a better space than H~1/2 (the dual of H); however this will require a better
analysis of L, and quite probably stronger assumptions on I'. Yet the similarity with
the situation in [9] is intriguing.

3.4. Sawtooth domains

We now turn to Sawtooth domains. Let us first describe the simpler case of Lip-
schitz graphs, and then later comment on Ahlfors regular boundaries. Let us assume
that 0 < d < n — 1 (the case when d = n — 1 is simpler, and well known) and
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3.4. SAWTOOTH DOMAINS 21

that T' is the graph of some Lipschitz function A : RY — R~ ¢ where we identify
R? and R*? to the obvious coordinate subspaces of R”. Also let E C R¢ be a
given subset of R%, for which we want to hide E = {(z,A(z); z € E}. We assume
that F = R%\ E is not empty (otherwise, there is no point in the construction), and
we set F = {(z,A(z); 2 € F} = '\ E. Let us define a sawtooth domain €, C Q such

that F C 0, and E C R" \ Q,. We choose M larger than the Lipschitz norm of A,
and set

(3.2) Q, = {(z,t) e R" x R"™¢; |t — A(z)| > M dist(z, F)}.

Thus we are removing from 2 some sort of a conical tube around E C T.In co-
dimension 1, we would proceed similarly, but restrict to the part of Q) that lies above T,
for instance. We can forget about this case because it is very classical anyway.

It is clear from the definition that 2, is an open set that does not meet I', and its
boundary consists in the closure of F , plus the conical piece

(3.3) Z={(z,t) e R" x R"™%; |t — A(z)| = M dist(z, F) > 0},

which nicely surrounds E.

The verification that 2, contains Corkscrew balls and Harnack chains (as in (H1)
and (H2)) is rather easy, because we can always escape in a direction opposite from I'
to find extra room; we skip the verification. In this type of situation, we probably want
to be able to use the same operators L as we had on 2, so let us consider the restriction
to Q of our earlier weight w(X) = dist(X,T")~7, with some v € (n —d — 2,n — d).
As usual, this defines a class of matrices A.

We have to construct a new measure pg on I'y := 0, and we choose

(3.4) ps = pyp + dist(X, D) g

where p is an Ahlfors regular measure on I' that we like, such as “% or the image

of (%ﬁ&d by the mapping x — (z, A(z)). There may be locally more subtle choices, but
we do not worry too much here because for our purpose us only needs to be known
within bounded multiplicative errors. We mostly care that if 7 denotes the orthogonal
projection on R? and =, is the push-forward image of p by =, then

(3.5) C™ ' Hha < maps < CHifa.

This last is easy to prove, because when z € F is such that d = dist(z, F) > 0, and
r > 0 is much smaller than d, the surface measure of Z N7~ !(B(z,r)) is comparable
to rd(Md)"=471 so us(m =1 (ZNB(z,r))) ~ r¢ (the dependence on M does not interest
us).

As in the previous examples, w is essentially constant on the balls B such that
2B C Qg, so (H6') and (H6) hold; the verification of the doubling property (H4)
for m is the same as for the initial open set Q, and we could also use (H4') directly; so
we only need to check the doubling property (H3) for s and the intertwining growth
condition (H5).
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To this effect, let us first show that
(3.6) C~r? < py(B(z,r)) < Crd for z € F and r > 0.

The second inequality, which incidentally holds when = € Z too, follows from (3.5) be-
cause B(z,r) C m~ (RN B(n(x),r)). For the first inequality, set r; = (1 4+ M)~ 1r. We
claim that I's N7~ (7(B(z,r1))) C B(z,r); once we prove the claim, (3.6) will follow
from (3.5) because $/%4(n(B(x,r1))) > C~1ri. Now let 2 € Ts N7 (n(B(z,r1))) be
given. If z € T, then |z —z| < (1 4+ M)ry = r, so z € B(z,r). Otherwise
z € Z, and let y € T be such that n(y) = m(z). Notice that |r(y) — n(z)| =
|7(2) — w(x)| < r1, so dist(n(y), F) < |n(y) — w(z)] < r1 and now (3.3) says that
|z —y| < Mdist(n(y), F) < Mry. Again z € B(z,r) and the claim follows. This
proves (3.6). Next we check that

(3.7) Cr? < puy(B(z,r)) < Cré for z € Z and r > (2 + 2M) dist(n(2), F).

Recall that the second inequality always holds.

For the first one, set ro = (2 4+ 2M)~1r > dist(m(2), F), choose p € F such that
lp — m(2)| < r2, and then let z € T be such that m(z) = p. Observe that z € F.

Also let y € T' be such that 7(y) = n(2). Then |y — z| < (1 + M)|n(y) — n(w)| =
(1+ M)|n(z) —p| < (1 + M)rq, and now (3.3) yields |z — y| < M dist(n(y), F) =
M dist(w(z), F) < Mry; altogehter |z — x| < |z —y|+ |y — 2| < (1 + 2M)rq, so
B(w,r3) C B(z,7), and (3.7) follows from (3.6) because z € F.

We are left with the case when z € Z and r < (2 4+ 2M) dist(n(2), F'); we claim
that then

(88)  CTh"Mdist(n(2), )™ < g (B(z,r)) < Orn ! dist(n(2), F)

Set d(z) = dist(w(2),F). When 1071d(2) < r < (2 4+ 2M)d(z), r"~td(2) "~ is
roughly the same as the 7¢ that we had before, so there is some continuity in our
estimate. Also, the upper bound stays true as before, and the lower bound will follow as
soon as we prove it for 7 = 10~1d(2). Finally, the remaining case when r < 10~1d(z) is
easy, because in B(z,7), T coincides with Z and looks like the product of R¢ (or T
with an (n — d — 1)-sphere, with d(z)4*1~" times the surface measure.

The doubling condition (H3) for fi follows at once from the estimates above, so let us
just check the intertwining growth condition (H5). We start with the case when z € F'.
Then m(B(z,r)) ~ r"~7 as in the standard Ahlfors regular case, pu,(B(x,7)) ~ re by
(3.6), so (2.7) also holds as in the Ahlfors regular case.

Next assume that x € Z. When r < 107!d(z), m(B(z,r)) =~ d(z)~7'r" because
w(X) = dist(X, )™ =~ d(z)™" in B(x,7), and ps(B(z,r)) ~ r" ld(z)¥*1=" by
(3.8). Thus p(z,7) = m(B(z,r))r *us(B(z,r)) " ~ d(x)"7"d1+n,

When 107%d(z) < r < (2+ 2M)d(z), none of these number changes too much, so
p(z,r) = d(z)"7"4" 1" as well.

Finally, when r > (2 + 2M)d(z), m(B(z,r)) =~ r™7 as in the standard Ahlfors
regular case, us(B(z,7)) =~ r¢ by (3.7), and so p(z,7) ~ r~7~41*" Now (2.7) and
(H3) follow because [n —d —1— 7| < 1.
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Thus, in the case of Lipschitz graphs, the sawtooth regions €25 that we constructed,
together with the measures m on s and us on 0€), satisfy the requirements of
Section 2.

There is a more general construction of sawtooth regions, adapted to the case
when Q is a one-sided NTA domain (i.e., (H1) and (H2) hold) with an Ahlfors regular
boundary T' — see for instance [39] for a first occurrence. It was used in quite a few
papers later, at least when I' is of co-dimension 1.

Before we start with a very rough description of a sawtooth construction, it is
convenient to take a collection of dyadic pseudocubes @, like the one that will be
described in Proposition 5.1 below. This is a collection of sets @ C I'; Q € D, that
have roughly the same covering and inclusion properties as the usual dyadic cubes
in R%,

Then, to each pseudocube ) € D, we can also associate a Whitney region
W(Q) C Q, such that for some large C > 1, C~'diam(Q) < dist(X,T) and
dist(X,Q) < Cdiam(Q) for X € W(Q). We make sure to take the U/(Q) to be
sufficiently large, so that they cover 2. And also, for the construction below to work,
one should choose them carefully, so that they have sufficiently simple boundaries
(for instance, by requiring that each %/(Q) is composed of a finite union of cubes in
a sufficiently sparse collection), and that they are well connected with each other.

Then, we are given a one-sided NTA domain (i.e., with (H1) and (H2)), with an
Ahlfors regular boundary of any dimension d < n. We are also given a stopping time
region, some times also called regime, where one starts from a top cube Qq, and one
keeps a collection ¢ of subcubes of g, with some coherence conditions. For instance,
if R € &, then all the cubes S € I such that R C S C Qg lie in & too. The set we
want to keep access too is the set F' of points of ()y such that all the cubes () such
that x € Q@ C Qo lie in §. And the corresponding sawtooth region is the union of all
the Whitney sets W(Q), @ € &. We claim that if the sets W(Q), Q € D, are carefully
chosen, then the assumptions of the current paper are satisfied. But we do not check
this here, because we intend to do this in a next paper, where this will be useful for
a comparison of elliptic measures. The general idea of the verification is the same as
for Lipschitz graphs, but the details are a little more complicated.

3.5. Balls minus an Ahlfors regular set of low dimension

Let I' € R™ be an Ahlfors regular set of dimension d < n — 1, that is a set that
satisfies (2.1). Consider any ball B C R"™. We want to show that the theory developed
in this article applies to B \ I. Of course, by taking the particular case where I' = R
and B C R3 centered on R, we see that balls deprived of one diameter—as claimed
in the abstract—are included in our theory.

First of all, by translation and scale invariance of the problem, we can assume
that B is the ball centered at 0 and of radius 1. In this subsection, we plan to give
measures on ) := B\ T and 002 = B U (I' N B), and establish (H1), (H2), (H3),
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(H4'), (H5), and (H6'). The weights on Q that we choose are the same as the ones
in Subsection 3.2, that is w(X) = dist(X,I")~7 for some v € (n —d — 2,n — d),
which is natural because we expect the present domains to appear when we want
to localize problems and properties from the situation given in Subsection 3.2. The
boundary 02 is divided into I'; := I' N B and I'; := O0B. And then in the spirit of
what we did in Subsection 3.4, the measure p on 0f) is

(39) = pr i = o, + iU, TYGR,

where o is an Ahlfors regular measure that satisfies in (2.1) and o%lrgl is the surface
measure on the sphere I'y.

The conditions (H4') and (H6') are the same as in Subsection 3.2. For (H3) and
(H5), we want to check that the transition between two parts of the boundary with
different dimensions goes smoothly. We only need to prove our hypotheses for r < 2,
which is the diameter of our domain, and so we assume r < 2 for the rest of the
subsection. The proofs of (H3) and (H5) works a bit like when we have sawtooth
domains, in particular we have the same type of estimates. First, for x € 9Q and
dist(z,T") > 2r > 0, we prove that

(310) Ol M dist(e, ) < p(B(e,r) < Or 7 dist(a, T)

Of course, our assumption on z and r forces uq(B(z,r)) = o(B(z,r)) = 0. Moreover,
the weight dist(X,T)?*1~" used to define u, is essentially constant on B(z,r), and
added to the facts that = has to belong to I's and 074?;1 is an Ahlfors regular measure
of dimension n — 1, we deduce that uy(B(z,r)) ~ r"~!dist(z,')4**". The claim
(3.10) follows.

Next, we want

(3.11) C~1rd < p(B(z,r)) for x € 99 and dist(z,I") < 27.
We need to distinguish two cases.

Either dist(z,T3) > r/2, and then u(B(z,7)) > o(B(z,r/2)) > C~'rd. Or
dist(z,T3) < r/2 and we can find 2’ € Ty such that |z — 2’| < r/2, from which we
deduce

w(B(z,1)) > pa(B(a',r/2)) > C™ =GN (B(a! 7/2)) > C e

because H &;1 is a (n — 1)-Ahlfors regular measure.

The last inequality that we need is
(3.12) w(B(z,r)) < Ore for x € 09 and dist(z,I") < 2r.

We take a point 2’ € I" so that |z — 2’| < 2r. The above claim will be a consequence of
the fact that u(B(2’,3r)) < r. The inequality u; (B(2’,3r)) < r? is a free consequence
of the fact that I' is d-Ahlfors regular. As for pg, we divide B(z’,3r) into the strips

Sy == {y € B(z,3r), 227 Fr > dist(y,T") > 2'7Fr}.
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We use (2.1) to cover I'N B(a’, 107) with less than C2*? balls { B;} of radius 2~*r and
S, is contained in the union of the 5B;. We deduce that &zlqaj(sk) < C2kd(2Fp)n—t
and then

ua(B@,3) < 3 ia(Sk) < CRFr)y "Gt (s,) < Cr
keN
as desired. We let the reader check that the estimates (3.10), (3.11), and (3.12) easily
imply (H3) and (H5).

The last conditions are (H1) and (H2). The proof of Lemma 2.1 in [18]—which
treats the case R™ \ I'—can actually be repeated in our case without any changes. We
obtain that two points can be linked by 3 consecutive tubes that don’t intersect I' and
stay in B. The assumption (H2) follows by taking an appropriate sequence of points
in those tubes.

(H1) is just a bit more complicated, because it requires to distinguish cases, and
still relies on what we did for R™ \ " in [18]. Take z € 90 and 0 < r < 2. We can
find X’ such that B(X’,r/2) C BN B(z,r). Indeed, if z € Ty = J[B(0,1)], take
X' := (1 —r/2)z, and if z € T, observe that we are further from the sphere 9B so
it is easier to find such X" (for instance X’ = &y min{(1 — r/2),[z[}). We look then
at T inside B(X',r/2) C B. If B(X',r/4) NT = {, then X' is our point for (H1).
Otherwise, we can find y € I'N B(X’,r/4), and Lemma 11.6 in [18] gives us X such
that B(X,C~1r) C B(y,r/4)\T c B\T = Q.

Maybe the reader will be interested to observe that we could replace the ball by
other sets, like cubes. We claim that we can replace B by any 1-sided NTA domain D—
that is D to satisfies (H1) and (H2)—such that 0D is a (n — 1)-Ahlfors regular set,
and we let the reader verify that all the computations above can be adapted.

3.6. Nearly t-independent A,-weights

The t-independent elliptic operators have a special status among divergence form
operators, in particular, because some control of behavior of the coefficients in the
direction transversal to the boundary is necessary for absolute continuity of harmonic
measure with respect to the Lebesgue measure—see [10].

We start with the simplest case in co-dimension 1. Let w : R? — R, be
any Ap-weight on R? (see [43, 31] for details) and use it to define a weight w
on ]R‘f'l = R4 x R by w(z,t) = w(x). Then set dm(z,t) = w(z,t)dzdt as usual. This
is a doubling measure on  because w(x)dz is doubling on R for any A, weight w.

On I = R¢, we simply put the measure dy = w(x)dz. With the mere assumption
that w is doubling, we immediately get the one-sided NTA conditions (H1) and (H2),
the doubling conditions (H3) and (H4), and even the intertwining condition (H5),
because p is doubling and m(B(z,)) ~ ru(B(z,7) NR?), so p ~ 1 in (2.6) and (H5).

We are left with the last condition (H6), and this is where we really use our as-
sumption that w € Ay(R9). It is easily checked that w € A5(R™) too, and now we can
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use Theorem 1.2 in [28] to deduce the density and the Poincaré results of (H6). The
reader may be worried about a minor point. In the case of A, weights, the authors of
[28] first claim the first part of (H6) only when [, |u;|*dm — 0. This is then easy; one
applies Cauchy-Schwarz and uses the fact that 1/w is locally integrable. But then the
slightly stronger version stated in (H6), where we only assume the L' convergence,
follows: by the discussion above (4.5), our functions u; actually lie in W C L{ _ and
their gradient of Definition 4.1 is also their distribution gradient; then the uniqueness
of (H6) comes as in the case of (H6') (see below (H6)).

The previous verification of (H1)-(H2) can easily be extended to the case when
I' C R4 is the graph of a Lipschitz function 4 : R — R, and w € Ay(R?). We take
w(x,t) = w(z) as before, and for u the image of w(z)dx by the mapping z — (z, A(z)
from R¢ to I'. Not much changes, because our conditions are essentially invariant
under bilipschitz mappings; we only need to check that the Poincaré estimate (2.9)
away from I stays true, with merely B in its right hand side, but this is all right.

Finally, we can further generalize all this to higher co-dimensions, except that
we replace t-invariance by a more reasonable homogeneity. Let us now take integers
d<n—1,T =R CR"”and Q = R*\T for simplicity, and as before w € Ay(R?).
We keep du(r) = w(z)dz on I', but now use w(z,t) = [t|7"w(z) on Q, with as
usual v € (n —d — 2,n — d). Again the results of this paper apply in this context,
and the verification is the same as in the first case. In particular, observe that now
m(B(z,r)) = r " Yu(B(z,r) NR?Y), so p ~ r""97177 in (2.6), with an exponent
smaller than 1, and for (H6), that in a ball B such that 2B C 2, we multiply w(z) by
a function |¢t|~7 which is roughly constant.

Again, in such circumstances, the results of this paper are all valid, but more precise
results on the corresponding elliptic measures would need more precise assumptions
on the operators L = div AV.

3.7. Stranger measures 4

Even when I' = 90 is a nice hypersurface, the measure p on I' does not need to
be as simple as surface measure; the next example shows that it does not need to be
absolutely continuous with respect to surface measure. In dimension d = 1, it could
be given by a Riesz product, for instance, and hence one-dimensional yet singular
with respect to the Lebesgue measure.

Let Q satisfy (H1) and (H2); we need to ask this because the next assumption
does not really say anything nice on the geometry of Q. Then let u be any doubling
measure whose support is I' (so (H3) holds). We shall now define a measure m on
such that all the other assumptions (H4)-(H6) are satisfied. In view of (2.6) and the
intertwining condition, it is reasonable to take

(3.13) w(X) = 6(X)""u(T N B(X, 26(X))),
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where we recall that §(X) = dist(X,T') for X € I'. Let us first show that
(3.14) m(B(z,r)) := / w(X)dX =~ ru(B(z,r)) for z € T and r > 0.
QNB(z,r)

To this effect, cover B(z,r) by the sets Ry, = {X € B(z,r); 27" !r < §(X) < 27%r},
k > 0, and further cover each Ry by the balls By ; = B(zj 1, 27k+2p) where {21} is
a maximal collection of points of I' N B(z,4r) that lie at mutual distances larger
than 27%~1r. Notice that B(X,28(X)) C B(z,27%"3r) for X € Ry N By, so

m(Ri N Bry) < (2757'0) " w(B (20,0, 275 1%r)) | Ba| < C27Frp(B(zkg, 275 2r)).
For each k, the By ; have bounded overlap, so

m(Ry) < Zm (ReNByg,) < Cc27Fk Z,u (2,1 _k+3r)) < C27kr w(PNB(z,12r)).
1
We sum over k£ > 0 and get the upper bound in (3.14). For the lower bound, we use
(H1) to select a corkscrew ball B C QN B(x,r).

Observe that w(X) > C~ri="u(B(z,r)) for X € B (because u is doubling), so
m(B(z,r)) > m(B) > C~lru(B(z,r)), which completes the proof (3.14).

It follows from (3.14) that m is locally finite. The intertwining property (H5) follows
at once from (3.14), which says that p(z,r) ~ 1, and (H6) holds because of (H6'), by
(3.13) and because p is doubling. We are left with the doubling property (H4) for m.

So let X €  be given, and choose z € I such that |X — z| = §(X).
For R < §(X)/2, m(B(X,R)) = §(X)u(B(X,20(X))) = 6(X)u(B(z,d(X)) be-
cause p is doubling. For R larger than 20(X), B(z,R/2) C B(X,R) C B(z,3R), so
m(B(X,R)) = m(B(z,R) ~ Ru(B(z, R)) by (3.14). The doubling property follows
easily.

So in this setting too, our assumptions hold and the rest of the paper will show
that there is a well behaved elliptic measure associated to each operator L = div AV
such that w(x) 1A satisfies the usual boundedness and ellipticity properties.
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CHAPTER 4

THE DEFINITION OF THE SPACE W

We want to define the space W as the space of functions u such that Vu is
in L2(Q2,m), and we wish to prove that this space is complete; more precisely that the
quotient of W by constants, equipped with the quotient of the semi-norm ||V|| 2 (q,m),
is complete.

However, W is not entirely defined by the fact that Vu is in L?(2, m), because we
don’t explain where the functions u are taken from. The first natural space where we
could take u from is Li (€, m), but in this case recall that we do not assume enough
regularity on w to make sure that u € L (£, dz), and then maybe u does not define
a distribution and we do not know the meaning of Vu. The second choice would be
to take u is the space of distributions, or in L] (£, dz), but nothing guarantees that
the quotient of the constructed space by constants will be complete.

To solve this problem, we use the strategy from [37], which consists in completing
the smooth functions with respect to an appropriate norm. Our spaces shall be homo-
geneous, while the ones in [37] are inhomogeneous. Homogeneous spaces are slightly

trickier, because we need to quotient by constant functions to get a Hilbert space.

Definition 4.1. — A function u belongs to W if u € L] _(£2,m) and there exists a
vector valued function v € L2(£2,m) such that for some sequence {p;};en € C®(Q),

one has

(4.2) / |Vi|? dm < +o0o for any i € N,
Q
(4.3) lim [ [p;—uldn=0 for any ball B satisfying 2B C ,
11— 00 B
and

(4.4) lim [ |[Vg;—v[*dm =0.
1— 00 Q

Observe that if u € W, then, assuming the first part of (H6), the vector v from
the definition is unique. In the rest of the article, if u € W, we use the notation Vu
(or Vyyu when the notion of derivative we are talking is not obvious) for the unique
vector valued function v given by Definition 4.1. In particular, we can equip W with
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the semi-norm
llullw = [[VullL2(@,m) forue W.
We want to highlight that V- is a linear operator, but is not (necessarily) the gradient
in the sense of distribution. An example where the two notions of derivative are
different is given page 13 of [37].
Let us recall now some cases where the two notions of derivative actually coincide.
First, if L (9, dx) = LL (Q, dm)—which is the case for instance under the assump-

loc loc

tion (H6')—then (4.3) implies the convergence of the ¢; to u in L{ (€, dz), which in
turn implies the convergence ¢; — u in the sense of distribution. So the only possible
limit of V¢, is Vu, where Vu is the derivative taken in the sense of distributions.

Let us present another case, given on page 14 of [37]. Let the measure m be abso-
lutely continuous with respect to the Lebesgue measure, so that there exists a weight w
satisfying dm(z) = w(z)dz. Assume in addition that w belongs to the Muckenhoupt
class /. Then the measure m satisfies (H4) and Vyu is the distribution gradient
of u in €. See Subsection 3.6 for a bit more information.

In general, Lemma 1.11 in [37] shows that

if u is compactly supported and Lipschitz,

(4.5) then v € W and Vyu is the usual gradient.

The proof of (4.5) uses the fact that m is absolutely continuous with respect to the
Lebesgue measure.

We now show that the Poincaré inequality given as (H6) extends to all functions
in W.

Lemma 4.6. — Let (2, m) satisfy (H6). Then for any ball B such that 2B C Q and

any u € W, one has
%
][ |lu —up|dm < Cer (7[ |Vul? dm> )
B B

where ug stands for fB wdm and r is the radius of B.

Proof. — By definition of W, we can find a sequence of functions ¢; € C°°(Q) such
that

lim 4 |o; —u[dm =0
B

11— 00

and

lim (][ Vi — Vul? dm> = 0.
11— 00 B

Let ¢; p stand for fB ©; dm; then for ¢ > 0

][|U—UB|de][|<Pz‘—%,B|dm+][|<Pi—u|dm+|90i,B—UB
B B B

1
H
< Cgr (][ |Vpi|? dm) + 2][ lp; — uldm
B B
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< Cer <][ |Vu|2dm> + Cer <][ Vi — Vul? dm> + 2][ loi — u|dm,
B B B

where we use (H6) in the second inequality. Taking the limit as i — oo gives the
desired result. O

We have the following nice improvement of Lemma 4.6 by Keith and Zhong [44],
where it is enough to control |Vu| in some L? norm, p < 2.

Lemma 4.7. — Let (2, m) satisfy (H4) and (H6). There exists py € [1,2) such that
for any p € [po, 2], any ball B satisfying 2B C Q, and any u € W,

(4.8) ][ |lu —up|dm < Cr (7[ |Vu|pdm>p )
B B

where ug stands for fBudm and r is the radius of B. The parameter py and the
constant C depends only on Cy and Cg.

Remark 4.9. — If (4.8) is true for some py < 2, then it holds for all p € [po, 2], by
Jensen’s inequality.

Proof. — The Poincaré inequality (2.9) holds for all locally Lipschitz functions ac-
cording to Lemma 4.6, (4.5), and the fact that (2.9) is a local property. We deduce that
our metric measured spaces (B, |.|, m) are doubling spaces that admit a (1, 2)-Poincaré
inequality in the sense of [44], and the doubling constant and the Poincaré constant
are uniform on the balls B. Theorem 1.0.1 in [44] applies, so we have the existence
of p € (1,2) and C > 0 independent of B such that our spaces (B,|.|,m) admit a
(1,p)-Poincaré inequality with constant C, which means in the terminology of [44]
that (4.8) holds for any locally Lipschitz function. The proof of (4.8) for all W then
follows from the same density argument as in the proof of Lemma 4.6. O

We end the section with a simple but useful lemma.

Lemma 4.10. — Let (2,m) satisfy (H1), (H2), and (H6). Take v € W. Then
lullw = 0 if and only if u is m-almost everywhere equal to a constant function.

Proof. — First, constant functions are in C*°(Q). So if u matches a constant func-
tion ¢ except maybe on a set of m-measure 0, we can take v = 0 and ¢; = ¢ in the
Definition 4.1. By the uniqueness of v = Vu, we deduce that Vu = 0.

Conversely, let u € W be such that ||u|lw = 0. By Lemma 4.6, for any ball B
such that 2B C Q, we have that [, |u — up|dm = 0, which implies immediately
that u = up m-a.e. on B. Yet, Q is connected (and can even be connected by a chain
of balls {B;}; satisfying 2B; C 2, thanks to Proposition 2.18), so u is m-a.e. equal to
a constant function. O
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CHAPTER 5

THE ACCESS CONES AND THEIR PROPERTIES

In all this section, we assume that Q satisfies (H1)—(H2) and that the measures p
and m satisfy (H3) and (H4). We also choose to take I' (and thus €2) to be infinite.
This assumption is not part of (H1)-(H4), and is not even necessary for our proofs
to work. The proofs of the bounded and unbounded cases only differ slightly, but
will require us to separate cases. We will present the infinite case—which we plan to
use in future articles and which we believe is less common—and we shall discuss the
differences in Section 13. We first describe the dyadic decomposition of (T', ) of M.
Christ (see [13, Theorem 11]).

Proposition 5.1. — There exists a collection of measurable subsetu—ue call them cubes
by comparison with the Fuclidean case—{Q?, keZ,j€ &}, and some constants n,
ag, C—all of them depending only on Cs—such that

1) I'=Ujeq Q? for allk € Z.

(ii) If £ > k, then either Qf C Q% or QI N QY = 0.

(iii) For each pair (k,j) and each ¢ < k, there exists a unique i such that Q? c Qt.

(iv) diam Q;? <27k,

(v) Q;? contains some surface ball B(zf, a2 %) NT.

(i) u({e € QF, dist(e.T\ Q%) < p2~"}) < Cp"u(Q}) for all k € Z, j € &k, and

some constant p > 0.

We shall denote by Dy, the collection
Dy, == {Q}, j € Tk}

]D>:=U]D>k.

kEZ

and by D the collection

Remark 5.2. — An element of D is given by a subset @ of I' and a generation k.
Indeed, if we only know the set @, contrary to dyadic cubes in R™, we cannot be sure
of the generation.

Despite the above comment, we shall abuse notation and use the term @ for both
an element of I and the corresponding subset of I'. We write £(Q) when we want to
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refer to the “dyadic generation” of the cube @ € D, that is the only integer k such
that @ € Dy. The length of a dyadic cube is £(Q) = 27*(Q),

The conclusion (vi) will not be used in this article, but we wanted to state the
complete result of Christ nevertheless. Moreover, properties (iv) and (v) of the de-
composition implies the existence of zg € I' such that

(5.3) B(zq,rq)NT' C Q C B(zg,Rg), with rg =a¢l(Q) and Rg = 4(Q).
When @Q € D and X\ > 1, we also use the notation A\Q for the set
{zx el : dist(z,Q) < (A= 1)¢(Q)}.

As a consequence, if @ and Q' are from the same generation, i.e., k(Q) = k(Q’), and
Q@ and Q' are adjacent, i.e., 90Q N Q' # 0, then Q' C 2Q.

Also, as in the first pages of [55], we can define a Whitney decomposition of Q C R
made by (true) dyadic cubes. To do this, take a dyadic decomposition of R™ by cubes
I, ordered by inclusion, and we define ) as a the set of dyadic cubes I C € for which
4 diam I < dist(4I,T) but the parent I’ of I - that is the only dyadic cube I’ D I
satisfying £(I') = 24(I) - doesn’t satisfy 4 diam I’ < dist(4I’,T). It is easy to check
that %/ is a non-overlapping covering of €2, that for I € %W

(5.4) 4 diam I < dist(41,T) < dist(I,T") < 12 diam([)
and if Iy, Iy € 9 are two adjacent cubes
diam I 1
. =, 1,2¢.
(5:5) diamIze{Z’ ’ }

Let us write X for the center of I € %), £(I) for its side length (thus £(I) ~ diam I),
and k(I) for the integer k that satisfies £(I) = 27*.

Now, let us match the dyadic decomposition D of I" with the Whitney decomposi-
tion % of Q. For each Q € D, we define Wy as

(5.6) Wq :={I € W, C;(Q) < £(I) and dist(I,Q) < 2¢(Q)},

where C; ! = C(Cy,n) > 1is chosen in the following next lines. Set X as a Corkscrew
point associated to a point zg € 2Q and a distance £(Q), that is Xo € B(zg,{(Q))
and B(Xg,£(Q)/C1) C Q. The point X belongs to some I € U. Observe that

dist(Ig, Q) < |Xq — zq| + dist(zq, Q) < 2((Q)
and
((Ig) =

1 1
. - _
NG dist(Xo,T) > rem—= C’l\/ﬁg(Q)’

we can pick the constant C, in (5.6) as for instance 1000C1/n, so that Ig € Wg.
But the choice of C,, doesn’t really matter (as long as it is big enough); we can choose
it as an additional parameter and make the future results depend on C, too. Now
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define the associated Whitney region
(5.7) Ug=|J I
IE%)Q

which contains by construction of %)g all the Corkscrew points associated to a
point z € 2Q and the distance £(Q). We also define, for each z € T, the “dyadic
access” cone

(5.8) v(z) = U Ug.

QeD: Q>z

We also need cones with a “larger aperture”. We consider the collection GZ[)% of
dyadic cubes that meet B(X,§(X)/2) for some X € UgUUg/, where Q' is the parent
of Q. Thus, when I € WY, §(X;) ~ £(Q) with constants that depends only on C,
(i.e., n and C}), so each couple of centers X;, Xp/, I,I' € W%, can be linked by a
Harnack chain (see Proposition 2.18). We define %, as the collection of cubes in %
that meet at least one of those Harnack chains from (2.14), and finally define

(5.9) Uy:=J I

16%5

and, for z € T, the cone

(5.10) @)= |J Us.
QeD: Qoz

We shall also need the truncated cone

(5.11) o= | U,
Q'eD:zeqQ’
21 <e(Q)

and the “tent sets”

(5.12) To = J @) and T := | 7).

TEQ r€2Q

The following standard properties of the sets above are easy to check. The cones
v(z),v*(x) are such that v(z) C v*(z) and

(5.13) 0(X)>c|X —x| for X € v*(z).

The Whitney regions Ug and U, are such that Ug C Ug, and

(5.14) Q) < dist(Ug, Q) < dist(Ug, Q) < diam Ug < diam Up) < £(Q),
where the constants depends only on n, C;, and Cy. The tent sets Tg and Thq satisfy
(5.15) B(ZQ,’I‘&;)QQ CTg CThg C B(ZQ,R/Q),

where zq is as in (5.3), and rg, Ry ~ £(Q). Indeed, the second inclusion is easy; for
the first one, observe that if Z € B(zQ,r’Q) with 7'22 small enough, then any point
in T such that |z — Z| = §(Z) lies in B(zg,7q), where rg = apf(Q) as in (5.3). The
point Z is a Corkscrew point for 2, so Z € (z), and as long as r(, is small enough,
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it is also in 75 (2) C T. The measure of the various sets that we just introduced are
given by the following lemma.

Lemma 5.16. — Let Q € D and x € Q. Then

() w(@) ~ u(B(z,£(Q))),

(i) m(Uq) = m(Ug) =~ m(B(z,£(Q)) N ),
m(UQ)

(i) p(z,(Q)) = w(@Q) "

In (i), the constants depends only on Cs, and in (ii) and (iii), the constants depend
also on n, C1, Ca, and Cy.

In particular, we can define p(Q) as

(5.17) o(Q) = V)
n@)UQ)’
and if (H5) if satisfied, we have
p(Q") ACHAN
(518 o <)

where C' > 0 depends on n, Cy to Cs.
Proof. — Let us prove (i). By (5.3) and (H3),

w(@) < u(B(2q, Rq)) < uw(B(z,2Rq)) S n(B(z,£(Q)))
and

w(B(z,4(Q)) < p(B(2q,2Rq)) S m(B(2q:7¢)) < (@)
The assertion (i) follows. As for (ii), since Ug, U, are Whitney regions associated
to @, (5.14) shows that we can find K > 1 and X € Ug such that

B(X,K~'(Q)) C Ug C U, C B(z, K{(Q)) NQ C B(X, K*(Q)).

The assertion (ii) is now an immediate consequence of (H4), the doubling measure
property for m. The conclusion (iii) is no difficulty from (i) and (ii). O

One can also easily check that the number of dyadic cubes in 621)5 is uniformly
bounded. Indeed, the cubes in GZU*Q are pairwise disjoint, and their diameters are all
equivalent to the diameter of Ug - which is their union. One can also easily check
that U, is connected (by construction, we linked the points in Ug U Ug- by Harnack
chains). So since W is only constituted of dyadic cubes, for any couple I,I’ € GZ@)Z?,
we can find a sequence of cubes in ‘GZUE2 linking I to I’, where two consecutive cubes
are adjacent; the sequence has uniformly bounded length because there is a bounded
number of cubes in %)5 We summarize these conclusions in the following lemma.

Lemma 5.19. — There exists Ny := No(n,C1,C3) € N such that for Q € D and
I,I' e Glz)a, we can find a collection {I;}o<i<n, of cubes in GZz)a such that

G) Ip=1I, I, = I,
(ii) for anyi € {1,...,No}, I;—1 and I; are adjacent or equal.
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As a corollary, we get the following result with balls instead of cubes.

Lemma 5.20. — There exists Ny := Ny(n,C1,C3) € N such that for Q € D and
for I,LI' € W, we can find a collection {B;}o<i<n, of balls such that
(1) 2B; C Q and B; C Ué,
(ii) BO S B(X[,K(I)/2) and BN0 18 B(X[/,e(fl)/2),
(iii) for any i € {1,...,No}, we have r; =~ £(I), where r; is the radius of B;,
(iv) for any i € {1,...,Ng — 1}, one has | X;+1 — X;| < r;, where X; is the center
Of Bz

Proof. — We coustruct the sequence of balls {B;} from the sequence of dyadic cubes
{I;}o<i<n, as follows. We replace each cube I;, i < Ny, by n + 2 balls {B’ }o<j<n+1,
according to the following procedure:

— If I;41 is smaller than I;, then since I; and I;;; are adjacent, hence
L(I;) = 20(L;11) by (5.5). So up to translation, rotation, and dilatation,
I; is the cube [0,4]" and I;;; is the cube [—2,0] x [0,2]"" . In this case, we
take B? as the ball with center at (2,...,2) - the center of I; - and radius 2,
the balls B/, 1 < j < n, are centered on

2,...,2,1,...,1)
n—j J
and are of radius 1, the ball B"*! is centered on (0,1,...,1) and again of
radius 1.

— If 1,11 has the same size of I;, yet is different from I;, then up to rotation,
translation and dilatation, I; = [0,4]" and I,;; = [—4,0] x [0,4]"*". The B’
have the same radius 2, B? is the ball centered on X;, = (2,...,2), and all the
other balls B’ are equal and centered on (0,2,...,2).

— If I, is bigger than I;, then as before we necessary have 2¢(I;) = £(1;+1). So up
to translation, rotation, and dilatation, I; = [—2,0]x[0,2]"~! and I;;1 = [0,4]™.
All the balls have but the last one have radius 1 and B™*! has radius 2; B° is
centered on (—1,1...,1), B! is centered on (0,1,...,1),and for 2 < j <n+1,
B; is centered on

(1,...,1,2,...,2).
—— ——
n+2—-j  j-1

— If I;41 = I;, then BJ is always the same ball B(X7,,4(I;)/2).
We replace I, by the ball B(Xry, ,¢(In,)/2)-

The balls that we constructed satisfy (i), because first B/ C I; U I;;; and second,
the Whitney cubes I; satisfy (5.4), which ensures that 2B’/ C Q; (ii) and (iv) are not
hard to check by construction, (iii) comes from the fact that all I; have similar radius
(equivalent to the diameter of Ug). The lemma follows. O

We shall use the last lemma to prove quantitative connectedness on the sets Uy,
75(), and T. We start with a definition.
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Definition 5.21. — We say that a (bounded) set D C ( satisfies the chain condition
C(k, M), where k € [1/2,1), if there exists a distinguished ball By C D such that for
every x € D, there exists an infinite sequence of balls By, By, ... (called chain) with
the following properties:

(i) for ¢ € N, we have B; C D and 2B; C ;
(if) for ¢ >0, z € MB;;
(iii) for ¢ > 0, one has

M~1(diam D)x' < r; < M(diam D)x’,

where r; is the radius of B;;
(iv) for ¢ > 0, if X; denotes the center of B;, we have | X; 11 — X;| <y

Remark 5.22. — The definition above is shamelessly inspired by the C'(A\, M) con-
dition in [34]. Notice that x in our condition doesn’t correspond to A in the chain
condition of [34]. Indeed, & is fixed equal to 1/2 in [34], while the A in [34] doesn’t
really have an equivalent in our condition. However, these technicalities don’t really
change the core the proofs.

Lemma 5.23. — For every k € [1 —n~'/2 1), there exists M := M(k,n,Cy,Cs) such
that each Whitney cube I € U, and each set UG, Q € D, satisfies the chain condition
C(k,M).

There exists k € [1/2,1) and M > 1 - both depending only on n, Cq, Ca, and C4
- such that for any Q € D and any x € 2Q), the sets 75(:1:), Tq, and Trg, satisfy the
chain condition C(k, M).

Proof. — We start with an (open) Whitney cube I € 9. Take k € [1 —n~1/21).
We choose the distinguish ball associated to I as By := B(X7,£(I)/2). Then we take
X € I and we construct the chain of balls {B;};>¢ as follows. For ¢ > 1, the ball B; has
radius r; = x*4(I)/2 and its center X is the closest point to X on the segment [X7, X]
which satisfies |X; — X;—1] < r;—; and dist(X;,0I) < r;. If M = \/n, the points (iii)
and (iv) of Definition 5.21 are true by construction, as well as the fact that B; C I.
The condition 2B; C  is true because we have B; C I and (5.4). The condition (ii)
of Definition 5.21 holds because we chose « large enough to ensure that we can get
(at least infinitely close) to X at some point.

Now let k € [1 —n~/2,1) and Q € D be given. We want to prove that the sets Ug
satisfy the chain condition C(k, M) for some M. We choose Iy as any dyadic cube
in W, (the choice is not important here), and then we choose the distinguished ball By
as B(Xy,,£(Io)/2). Take then X € Ug. There exists I € W, such that X € I. The
balls B; are constructed as follows: {B;}o<i<n, is the collection of balls linking the
center of Iy to the center of I given by Lemma 5.20, and the balls {B;};>n, are the
chain associated to the cube I and the point x that we constructed above. We can
check that the chain satisfies all the conditions of Definition 5.21 when M is large
enough.
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We turn to the proof of the chain condition for the sets 7 (z). For each j € N, we
define Q; as the dyadic cube in D, 4(q) that contains z. Choose for X; a Corkscrew
point associated to z and £(Q;) = 2774(Q). By construction of Uyg,, we can find a
dyadic cube I’ € Uy, that contains X;. We construct the chain {J3;} as follows:
for j € N, {Jgi}jNoﬁ’iS(]‘-i—l)No is the collection linking the center of I7 to the center
of I’*1 given by Lemma 5.20 (recall that both I7 and I7*! are in Uy, ).

Now let us take X € 7. By construction, X lies in Uéj(x) for some j(X) € N. We
construct the chain {B;};>¢ as follows: if i < jNy, then B; = Bi; and then the chain
{Bi}i>jn, is the one used to prove that Uy satisfies the chain condition C(x, M)

with k = 271/No,

At last, we shall prove that Ty and T»q satisty the chain condition C(k, M) for
Kk = 2-1/No and for some M independent of Q. We only prove it for T>q, since Tg is
very similar. It is actually an easy consequence of the chain condition of ¢, (z) and
of Ug. Indeed, we chose the distinguish ball B of 'ya(ac) as a ball centered on a
dyadic cube I containing a Corkscrew point associated to (z,4(Q)). However, by
construction of Wg, all the Bf C Ij are subsets of the same Uy C Uf. So we take
any Iy € Wy, we chose By := B(Xy,,£(lo)/2) as the distinguish ball. Take then
X € Trq, and pick z € 2Q) so that X € ~(z). We construct the chain between
the distinguish cube By and X as the concatenation of the chain (of finite length)
linking By to B given by Lemma 5.19 and the one linking Bf to X given by the fact
that v (z) satisfies the C(, M) chain condition. The lemma follows. O

We may now extend the Poincaré inequality given in (H6) to domains that are not
balls.

Theorem 5.24. — Assume that (Q,m, ) satisfies (H1)—-(H4) and (H6). Let po € (1,2)
be as in Lemma 4.7, and take p € [po, 2].

Let M > 1 and k € (1/2,1). Assume that D C Q satisfies the chain condition
C(k,M). Then there exists k > 1, that depends only on Cy, such that, for any u € W,

(5.25) <]i lu — @[k dm> 7 < © diom(D) <]€3 |Vu|pdm>p,

where 4 is the average of u on any set E C D satisfying m(E) > em(D), and where
C > 0 depends only on k, M, Cy, Cg, and c.

In particular, for any cube Q € D and any z € 2Q, (5.25) holds for D = Uy,
75(), Tg, or Taq, and the constant C' depends now (only) on n, C1, Ca, Cy, Cs,
and c.

Remark 5.26. — The theorem gives in particular that any function v € W lies
in L'(D), where D is any domain that satisfies the C(x, M) condition for some &
and M. In particular D can stand for 722 (z), T, or Taq, despite the fact that none
of these domains are relatively compact in 2.
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Remark 5.27. — We can apply the theorem when D = 2B, where B is a ball such
that 2B C Q, and v € W vanishes a.e. on 2B\ B; then we can take F = 2B\ B and
(5.25) becomes

(5.28) <]{3 |u|P* dm)l/pk < C diam(B) (é |VulP dm)p,

because v = |[Vu| =0 a.e. on D \ B = 2B\ B anyway.

Proof. — Let us not lie, our proof is the one of [34] with very small modifications.
But we write it for completeness (and since it is quite short and fun). Also, in all the
proof, if S C D, then ug denotes fsudm.

Let By C D be the distinguished ball given by the C(k, M) condition. Also write
r for the diameter of D. From (ii) of Definition 5.21, the radius ro of By is equivalent
to r, so we deduce from (H4) that m(ly) ~ m(D). As a consequence,

1/kp 1/kp
(][ |u—u|kpdm> < <][ |u—uB0|kpdm> + |2 — up,|
D D
1/kp
< <][ |u—uB0|kpdm> +][ |lu —up,| dm
D E

1 1/kp
< | — _ kp g
< (tpy Jy ol an)

by the Holder inequality and the fact that m(E) = m(D).

So it is enough to prove the theorem when @ = up,. Besides, without loss of
generality, we can assume that up, = 0. Our goal is to establish a weak-type LY — LP
estimate for ¢ > p that will be improved into a strong L9 — LP estimate for q € (p,q)
by a standard argument.

Let Z € A; := {|u| > t} be a Lebesgue point for u, i.e., a point Z such that

lim sup ][ |u(X) —u(Z)|dm(X) = 0.
r—0 B, ball of radius = B,

and x€M By
It is well known that the Lebesgue points have full measure, i.e.,
m(As) = m({Z € A, Z is a Lebesgue point}).
Let By, B1,... be the chain assigned to Z and given by Definition 5.21, and write
r; for the radius of B;. Pick a ball B} C B; N B, 1 with radius comparable to r; (and

7i+1); it is indeed possible since r; &~ 7;41 and, thanks to (iv) of Definition 5.21, the
center X; 1 of B;y; belongs to B;. Since Z is a Lebesgue point of u and since the
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chain {Bi}i>0 satisfies (ii) and (iii) of Definition 5.21,

t< |’U, - uBo' < Z |uB uBi+1| < Z (|uBz - U’B;| + |U’Bi+1 - uB,")
€N i€N
< Z][ U‘Bz+1|]
€N
<Z<][ 7[ |u—uBi+l|dm>.
i€EN Biys

Poincaré’s inequality (H6) implies that

Sy w {(7{9 |Vu|pdm); + <]{9+ |W|Pdm> |

€N

Sry K <]i |Vu|pdm>1,

€N

3=
N—

which can be written, when € > 0, as

(5.29) ry K (][ |Vu|pdm>;>t>t2fi“

€N ieN
The estimate above proves that there exists iz such that

hence, taking the power p and writing the average explicitly,

. p
(5.30) n‘sz—l)m(Biz)S(f)/ |VulP dm.
Bi,

1

p
|Vul|P dm) > trize

iz

t
Condition (ii) of Definition 5.21 gives that Z € M B;,. Another way to say this is
that B;, C Bz := B(Z,rz) for some rz ~ r;, ~ k'“r. Moreover, due to (H4),
m(B;,) =~ m(Bz N Q) and
d
—izd > (T> > m(B(Z,r)ﬂQ) > m(D)
~\rz m(BzﬂQ) Nm(BZﬂQ)’
where d is the exponent d,,, given in (2.5), and where we recall that r := diam D. We
can freely assume that € < 1, and (5.30) becomes

K

(531)  m(By Q)P (D)1=t < (7) / Vul? dm.
t BzND

The balls Bz, where Z € A; is a Lebesgue point, cover almost all of A;. Hence the
Vitali covering lemma entails that there exists a collection of pairwise disjoints balls
Bz,, j € J, such that A, C QN (UjeJ 5BZ].) modulo a negligible set. We fix € such
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that 1+ (e—1)p/d =1—p/(d+p) = d/(d+p), that is (e —1)p/d = —p/(d + p). Then
d/(d+p)
m(A)Y @D < [S w58z, 00| < m(Bg, n)YE@)
JeJ jed

< m(Dy) () Z / [Vul” dm < m(D)/ 0 ( / [Vuf? dm
Bz ﬂD

by the covering property, because d/(d+p) < 1, then by (5.31), our choice of &, because
the exponent for m(D) is (1—€)p/d = —1+[1+(1—¢€)p/d] = 1—d/(d+p) = p/(d+p),
and finally because the Bz, are disjoint. Written differently, we proved that

m(A) r\P(d+p)/d p(d+p)/d
< . P
oy <O wapan)™

or in other words u lies in the weak Lebesgue space L%, (d+p)/ d( D). We can use this

and the Cavalieri formula to estimate ||u||pq(p) for any ¢ < p(d + p)/d, and get that

(][ |u—uBo|qdm) q = (][ |u|qdm>q < Cyr (][ |Vu|pdm)p;
D D D

Theorem 5.24 follows. ]

Remark 5.32. — A careful inspection on the proof would show that we can prove

<m1D)/ |u—u|qdm>1/q < C, diam(D) ((1,%/ |V'U,|Pdm>1/p’

for every ¢ < +oo if p > d and every ¢ < ;= 1fp < d. So in Theorem 5.24, if 2 > d,

we can take for k every positive value, and 1f 2 < d, k can take every value smaller
than d/(d — 2).
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CHAPTER 6

THE TRACE THEOREM

As in the previous section, we assume that I' and € are infinite, but the results of
this section, in particular Theorem 6.6, and Lemma 6.21, still hold when I" and/or §2
are finite. We shall discuss this again in Section 13.

Let us first play a bit with the dyadic decomposition D, Hélder, and Fubini.

Lemma 6.1. — Assume that (2, m, u) satisfies (H1)-(H3) and let ¢ > 1.
For g € LY(Q2,m),

q
Z m(Ug)' ¢ (/ gdm> < C/ lg|? dm,
U Q

QeD
where C' depends only on constants C; to Cs, n and q.

Proof. — The Holder inequality implies that for every Q € D,

(/ gdm>q < (/ |g(Z)|qdm(Z)> m(U5)1!

We sum over the dyadic cubes @ to get that

> m(Ug) (/U gdm> < / )| dm(2)

QeD QeD

< /Q 19(2)|"h(Z) dm(2)

by Fubini’s lemma, and where
Z) =" 1y (2)
QeD

The sets Uy, are Whitney regions associated to the cubes Q, so Z € Ug implies
that 6(Z) ~ £(Q) ~ dist(Z, Q), and for each Z there can be only a bounded number
of such dyadic cubes in D (the number depends only on n, Cq, Ca, Cs). Hence h(Z) S 1
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and

S m(Ug) (/ gdm) < [ @) am(2).

Qeb
The lemma follows.

We also need the following Hardy inequality.

Lemma 6.2. — Let ¢ > 1. Assume that {s;}icz is a weight on Z that satisfies
(6.3) %< 0200 fori> g,

Sj
for some positive constants Cs and €. Then, for [g;licz € 1(Z, s;),

q
dost (Z 3i9i> <CY silgil?,

keZ >k I€EZL
where C' depends only on ¢, € and Cs.

Remark 6.4. — 1f g; = 0 for i > ip, then we only need to require (6.3) for ¢ < 4.

Proof. — Let a = €/2 > 0. Then by Holder’s inequality

q q
(z g> _ (zzmsiawgi)
i>k i>k
qg—1
>k >k

< 2—kcx(q—1) Z 2—ia|8i2iagi|q
>k
because a > 0. We sum in k£ € Z and then apply Fubini’s lemma to get

q
OES] OIS DRI wE

kEZ i>k keZ i>k
/S § 2—za|8i21agi|q § :(2kask)l—q.
i€EL k<i

By (6.3), 2i%s; = 2u(@—e)gies, < gila—e)gheg, — gli=k)(a=e)gkag for k < i; then

Z(Qkask)lfq 5 Z(2ia8i)17q2(k7i)(670¢)(qfl) S (Ziasi)lfq,
k<i k<i
because ¢ > 1 and a < €. This yields

q
Z sp (Z 31‘91‘) S Z silgi|?

keZ i>k i€Z
and the lemma follows.
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The aim of the section is to show that the functions in W have a trace, and that
the traces lie in the space H defined as

(6.5) H:= {g :I'>R;gis u—measurable
Ix—yl ®lg(z) — g(y)?
and// d du(z) < +oo ¢,
@iz —y) N Q) p(y)dp(z) }

where p is as in (2.6). The space H is equlpped with the semi-norm

ol == (// n _f,l|m|i(y|)) ﬁgg(i’)'z du(y)du(x)>é

(adding a constant to g keeps g in H and does not change | g||x)-
The existence of traces is given by the following result. Recall the nontangential
cones y(z), z € T, from (5.8).

Theorem 6.6. — Assume that (Q,m, ) satisfies (H1)-(H6). There exists a bounded
linear operator Tr : W — H (a trace operator) with the following properties. The
trace of u € W is such that, for p-almost every z € T,

(6.7) Tru(z) = lim udm

259 I B(X,8(x)/2)

and even, analogously to the Lebesgue density property,

(6.8) lim |u(Z) — Tru(z)|dm(Z) = 0.
05/ B(X.6(X)/2)

Proof. — For x € T and k € Z, we write Try u(z) for any quantity
Try u(x) ::][ u(Z)dm(2),
B(X,8(X)/2)

where X is picked in Ugr(,) and Q"(x) is the only set in D) containing z. Keep in
mind that Trg u(x) is not uniquely defined, but the estimates on Try u that will be
proven here hold with a constant independent of the choice of X € Uge(,). For the
rest of the proof, we also write BY for B(X,6(X)/2) when X € Ugr (,). For any couple
of integers k < j, one has

ITrj u(@) — Trpu()| < Y [Trig u(z) — Tr; u(z))|
k<i<j

and then for all i € Z, since both Bi~! and B belong to U5 0i(z) by construction,
][ udm — udm| + ][ udm — udm
B! 954 i U

Qi (x) Qi(x)
< f (

- u(Z) - 7@;1 udm‘ + [u(Z) - ][m ude dm(Z)
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1
<o (f |Vu<Z>|Pdm<Z>> ,
Yai@)
where the last inequality and the parameter p € (1,2) are given by the Poincaré
inequality (Theorem 5.24). The combination of the two proves that
%
(6.9) |Tr; u(z) — Trp u(z)| < Z 271 ( - |Vu|pdm>
L\ Jus,

Take Q* € D and write k* for k(Q*). Let us prove that (Try u)g>x- is a Cauchy

sequence in L?(Q*, u). We integrate in = to get

(6.10)
. 1\ 2
J ] P
/Q* |Trju—Trku|2du§/* Z 2’( T )/ |Vu|pdm> dx
i=k+1 Qi (=) Qi(e)
j o s P _] s
2-ip(z, 277 ( / ] 9-i
< / [Z a6 kAT A |Vu(Z)|Pdm(Z) > ———| du()
~ % 2 ] )
’ |.i=k+1 mUgu)*" Uit J L P27

where we use Cauchy-Schwarz’s inequality for the last line, and where p is the function
defined in (2.6).
From now on, let ¢ = C5 ' denote the same small constant as in (H5). Then (2.7)
271'(175) < 27.’6*(175)

says that - and hence
Y (w27 2Ry O

J i —k* J —K* —k*

> ere e 5 (50) Spamr

i=k41 p(CL',Q ) p(.’l?,2 ) imkt1 2 p(IL‘,2 )

Moreover, thanks to (2.6) and Lemma 5.16,

(6.11) p(z,2-0) = MB@2NN0Y)  MPoiw)
27'u(B(z,277)  27'u(QY(x))

We deduce from (6.10) and the two last estimates (including (6.11) for k* for the
second line) that

/ | Tr; u — Try ul?dp

U )1 2/p
(k—k*)e Q (w
S >
(a: 2= . z)) Ur

i=k+1 Qi(x)

272 (@) o hie L m(Up (w>)1_2/p
S U /Q.Z u(@Qi()) /

Ci=kt1 Qi(x)

k1M

IVU(Z)I”dm(Z)> dp(z)

3 v

|vU<Z>|pdm<Z>> du(x)
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p

|Vul|? dm) ,

27w 27 (@) - (h—k*)e (Ug)' =2/
- omU) 2. 2 m /U

i>k QED; Q
QCe*

where for the last line we decomposed Q* into cubes Q = Q*(x) for each i. We write

Qk for
er= U 100 = U Vo
2€Q” S

(see (5.11)), so that the difference of traces is bounded by

2 2k™ Q* (hek)e 1
Q* Q* Ug

QeD Q

Now we use Lemma 6.1 with ¢ = 2/p and g = 1q,,. ,|Vul? to obtain that for j >k > k*

2
P

log. . [Vul? dm)

2—2k* * .
6.12 Trju— Trpul>dp < 27 Q) ke Vul?dm.
J ~ *
Q* m(DQ*) Qg+

The last result is pretty nice, and just keeping the information that for each Q*,
[| Trj u — Try u“%%@* ) < C(u,Q*)27% for j > k > k*, we get that the series

>4 Trps1 u — Try u converges normally in every L?(Q*, du), hence in L2 (T, u) and
p-almost everywhere. That is,
Tru(z) = lim Tryu(z) = lim u(Z)dm(Z)
k=too 35 I B(x.6(x)/2)
exists for p-almost every z € I" and by (6.12)
2—2k* * .
(6.13) / |Tr w — Trul? dp < ¢2_(k_k )6/ |Vu|*dm.
- m(UQ*) Qo=

The estimate (6.13) is not strong enough to imply the Lebesgue density property
(6.8). However, observe that for k < j and X € Ug,.(a)

7[ lu — Trj u(z)| dm < ][ |lu — Try u(z)| dm + | Tr; u(z) — Try u(z)]
/B Bk

and, thanks to Lemma 4.7 (improved Poincaré inequality) and the fact that
m(Ug) = m(BF) (by (H4) and Lemma 5.16),

][ lu — Try u(z)| dm < 27F ][ |Vul|P dm
B -

z QF ()

Together with (6.9), this implies that

f. |u—Trju<x>|dm5§2i< Q@)/

x

%
|Vu|pdm>

Qi (=)
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We integrate on x € I" and invoke Cauchy-Schwarz’s inequality and Lemma 6.1 to
get, analogously to (6.12),

2
272]6* * .
|lu —Trju(z)|dm | du(z) S wQ*(’“*k )e |Vu|*dm.
J U*
zEQ* Bk m( Q*) Qo* k

The right-hand side does not depend on j; we take the limit as j approaches 400 and
obtain
(6.14)

2
—2k* *
/ ][ |lu — Tru(z)|dm | du(z) S 27%((2)27(’“7’“*)6/ |Vul2dm.
zeQ* \J Bk m(UQ*) Qo* k

It follows that  — f, |u — Tru(z)| dm converges to 0 in LY (T, p) as k — +oo, and
this implies the Lebesgue density property (6.8).

It remains to prove that Tr is a bounded operator from W to H. If z,y € T, we
write k(x,y) for the only integer k that satisfies 27571 < |z — y| < 27%. We use (6.5)
and decompose the integral as

|x—y| 2 Te ) — ey (o)
/ / B,z —y) N0 duy) dp()

z,|r — u(y) — Trizy) u 2
- /p( | ilf;'(ﬁ@( D Ten 0 1 0

2, |2 = YD Traany) 4(®) = Trageq) u(®))”
/ / m(B(z, |z —y|) N Q) du(y) du(z)

=1 + I, + Is.

Let us first treat the term I3. More precisely, we start with the difference
| Tty (z,y) w(x) — Try(z,y) u(y)|. To lighten the notation, write &k for k(z,y). As before,
denote by B% and BE the balls used to define Try, u(z) and Tri u(y). That is, Bf and
B’; are such that

Try u(z) :][ v and  Trgu(y) :][ u.
BE Bk

Since the balls BY, B} lie at distances at least ¢27% from the boundary I' and at
most C27% from each other, the Harnack chain condition (Proposition 2.18) says that
we can find a chain of balls joining B to B’;, with uniformly bounded length, staying
at a distance at least ¢27* from the boundary and at distance at most C2~* from
both = and y. We define Pﬁ)y as the union of the cubes in %/ that meet one of the
balls of the chain. From what we just said, Pa’f,y is a Whitney region associated to
both (z,27%) and (y,27%), and so it is the union of a bounded number of adjacent
cubes in 9. Therefore, similarly to the sets Up, P, satisfies the C(x, M) chain

ASTERISQUE 442



CHAPTER 6. THE TRACE THEOREM 49

condition for some uniform x, M and is thus fitted for the Poincaré inequality. These
observations allow us to use Theorem 5.24 and write

<,

~ T

udm — udm
Bk Bk

55 oy 1 1,
< u— udm‘dm
m(Bf) Pk, .

—k kE \ L
_ 2 Fm(PE,)} /
~ m(Bf) Pk

z,y

| Try U(m) — Try, u(y)| =

u—][ udm|dm
By

2

|Vul|® dm)

Since both PJ, and BY are Whitney region associated to y and 2% (i.e., there exists
a large constant C such that both sets are contained in B(y, C27*), contain a ball B
of radius C~127%, and are at distance at least C~127% of I'), the doubling measure
condition (H4) implies that m(B%) ~ m(PF ) ~ m(B(y,27 %) N Q). Therefore,

2—2k
_ 2 < 2
615)  |Tute) = Tl § 2 | , [Vulan

We inject (6.15) in I3 and observe that m(B(z, |z —y|) N Q) =~ m(B(z,27*@¥)) N Q)
and p(z, |z — y|) = p(z,27F@Y)) = p(y,27F@¥)) by (H3)-(H4). Therefore,
(6.16)

I // k(””’y)p(;n 27k@y)) 2=k(@y) p(y, 2~ F(z.y))
o m(B(x,2- k(w))mQ) m(B(y,2-*@¥) N Q)

1
/_/ (z,2- k(z,y))) 1(B(y, 2~ *@)) /Pff;”vy) |Vu| dm du(z) du(y),

by the Definition (2.6) of p. Since Pf,(yx’y) is a ‘Whitney region’ for both = and y, we
have that z,y € B(Z,C§(2)) for Z € Pf,(yx’y) where the constant C' > 2 depends only
on n,C},Cy, and moreover 2-%(®¥) ~ §(Z). Then by Fubini’s lemma

(6.17)

/ o [V A ) ()

2 du(z) du(y)
L2 /Q Vu(Z)] dm(Z) /xeB(z,ca(Z)) nw(B(z,cd(Z))) /yeB(Z,Cé(Z)) w(B(y,cd(Z)))

Yet the doubling property (H3) implies that for z € I' N B(Z, C46(Z)),
1(B(z,¢5(2))) Z p(B(2,C*3(2))) > u(B(Z,C8(2))),

hence we can simply bound I3 by

(6.18) Igﬁ/QIVu(Z)de(Z)

as desired.
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We turn now to the bound on I;. Notice that the estimate for I5 is the same as for I,
either by symmetry or since by (H3)-(H4), m(B(z, |z —y|)NQ) = u(B(y, |z —y|)NQ)
and p(z, |z —yl) = p(y, |z — yl).

Notice that I; depends on y ounly via |z — y|, so, by the doubling property (H3)
again and then (2.6)

(6.19)
2, 2752 Tru(z) — Tryu 2

Ilﬁ/ A )g (,Z a0 S / du(y) du(z)

zel oy m(B(z,27%) ) y€B(z,2=*)\B(x,2—%~1)

/ > 2% p(@,27%) | Tru(z) — Trg u(@)|? du().

€l kez

The trace operator is defined for p-almost every x € T’ by (6.7). For such z, one get
by letting j tend to 400 in (6.9) that

1
P

(6.20) | Try u(z) — Tru(z)| $ Y27 <U()) / |Vu|”dm>
Ql( )

i>k
We use the above estimate in (6.19) to obtain that

k:L‘ 1 _
L < > 2%p(x,27F) Z2< Q@))/

2€l pey, i>k

2

|Vu|pdm> du(z)

Qi(x)
. 2
= 2k p(z, 27F) ——gi(x) | du(z),
> 2 (a2
where

)=tz (s [ wupam)

Yot
Thanks to (H5), the sequence {s;};>k, defined as s; := [2'p(z,27%)] ! satisfies (6.3).
As a consequence, Lemma 6.2 (with ¢ = 2) gives that for each z € T,

kez 1>k zeZ
Thus the bound on I; becomes

v @ due

/22 p(z, 27 < (Ul(z))/

iE€EZ

2
3

|Vu|”dm> du(z).

Qi ()
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We use (6.11) to get rid of the function p, and then write the bound we obtained as
a sum over DD, which gives

P

|Vu|pdm> du(z)

*

12/10
ne [ R (]
.

i€z Qi (=)

P
= Z Ug) 1=2/p (/ |Vu|pdm> .
QeD Ug

We can now apply Lemma 6.1 with ¢ = 2/p and g = |VulP. Recall recall that ¢ > 1
because p comes from Theorem 5.24 and was chosen above (6.9), with 1 < p < 2. We
get that

I 5/ |Vu|* dm.
Q
Theorem 6.6 follows. ]

We end this section with a useful result concerning the trace of a product.

Lemma 6.21. — Let (Q,m, ) satisfy (H1)-(H6). Suppose u € W and ¢ € C§°(R™).
Then up € W, with the product rule

(6.22) V(up) = oVu +uVep

for the gradient, and

(6.23) Tr(up)(x) = p(z) Tru(x) for every point x € T satisfying (6.8).

Proof. — This result is the analogue of [18, Lemma 5.4]. The proof is similar, so we

only sketch it.

We start with the simplest case is when we can see u as a distribution on €;
this is the case when the stronger form (H6’) of our assumption (H6) holds. Then
V(up) = ¢Vu + uVep in the sense of distributions, and we are about to check that
V(up) € L?(Q,dm).

Choose @ € D so large that supp ¢ N2 C Toq. Then, setting @ = fUZ? udm,
(6.24) )

2

_ 1.
IV ()l L2@,am) < l[@lloolullw + Vel (/T IU—UIde> +IVelleom(Tag)? [ul.
2Q

All three terms in the right hand side are finite, since ¢ is smooth, u € W C L! (Ugs,m),
and by Theorem 5.24 (Poincaré’s inequality). Consequently, up € W as desired.

As for the trace, observe that if z satisfies (6.8), and if B* denotes B(X,§(X)/2)
for some X € Ug, (5), where as usual Q(x) is the only cube of D) that contains z,
then

]{55 lou— (@) Tru(@)| dm < @]l ]fg fu — T u(z)] dm + | Tu(z)| ]fg o — o(z)| dm.

SOCIETE MATHEMATIQUE DE FRANCE 2023



52 CHAPTER 6. THE TRACE THEOREM

The first term converges to 0 as k — +o00 since z is a Lebesgue point for u, and the
second term also tends to 0 since |Tu(z)| < +oo (z is a Lebesgue point) and ¢ is
continuous. Therefore
lim ][ lpu — @(z) Tru(z)| dm = 0,

B

5(X)—0,
Xevy(z)

which easily implies Tr(up)(z) = ¢(z) Tru(z) by the definition of Tr.

This takes care of the lemma when u and Vu are taken as distributions. In general,
we used Definition 4.1 to define the space W and the gradient Vu. Recall that we
wrote u as a limit in L{ (€, m) of smooth functions ¢; € C*°(Q), as in (4.3), and
required that (4.2) and (4.4) hold for a suitable v € L?(£2,dm) which is unique by
(H6) and which we also called Vu.

Now we want to show that upy € W, so we approximate it by the smooth func-
tions @;p. It is easy to see that the ¢;p converge to up in Li (Q,m) as in (4.3),
and that [, [V(pp;)]? < +oo for every i, as in (4.2) (recall that ¢ € C§°(R™)). We
try the gradient w = v + uVp = oVu + uVy in the Definition (4.4). First observe
that w € L?(2,dm) by the proof of (6.24) (and where Theorem 5.24 is applied in the
general context of W). We claim that

lim [ |V(pp;) —w|*dm =0,

i—oo Jo
as needed for (4.4). The first part of V(pyp;) is ¢V;, which converges to ¢v
in L2(Q,dm), by (4.4). Thus we are left with showing that ¢; V¢ converges to uV
in L?(2, dm). Or, since ¢ is bounded and supp ¢ N Q C Thq, that

(6.25) lim lpi — ul>dm = 0.

11— 00 T2Q
Denote by ¢; the average of ¢; —u on 2@Q). Then by Poincaré’ inequality (Theorem 5.24)
and (4.4), fTQQ loi — u — ¢;|*dm tends to 0. But also (4.3) says that [, |¢; — u|dm
tends to 0 for some small ball B C Tsq, so in fact ¢; tends to 0, (6.25) holds, and

up € W with a derivative equal to w. The remaining estimates are as in the easier
case, and Lemma 6.21 follows. O
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POINCARE INEQUALITIES ON THE BOUNDARY

We are interested in a version of the Poincaré inequality for functions that have
a vanishing trace at the boundary. The proofs shall use the tent sets T5g that were
constructed in Section 5, where we assumed I'" and 2 unbounded. But as explained
in Section 13, the same construction works for bounded I' and/or Q (with maybe
a restriction on the size of possible @), and the proofs in the section are directly
adaptable to this case. The Poincaré inequalities that we prove here are a local results,
so it makes sense anyway that they don’t depend on the boundedness of (2.

Theorem 7.1. — Let (Q,m,u) satisfy (H1)-(H6). There exists p1 € [1,2) and
k:=k(C4) > 1 such that for p € [p1,2], @ € D, and u € W such that Tru =0 on a
set E C 2Q such that u(E) > cu(2Q), we have

1/kp 1/p
! k2 dm 71 ulP dm
(7.2) <m(T2Q) /T v ) < CuQ) <m<T2Q> /T Ivud ) ,

where Tog is the same tent set over 2Q as in (5.12), and C > 0 depends only on n,
the constants C1-Cg, and c.

Proof. — Take z € 2Q). We start as in the proof of Lemma 5.23, and for each j € N
we define Q7 as the dyadic cube in D, (q) that contains z. Let X7 be a Corkscrew
point associated to z and the scale £(Q%) = 2774(Q); by construction of OZUQ§, we can
find a cube "% € %)Qj containing X7, and we denote by Y the center of I’*. By
construction of (’Maj,
B = B(Y},0(Y[)/2) C Up.

By Proposition 2.18, we can find a uniform integer N = N(n,Ci,Cs) such that
we can link BY to B7 ; by a Harnack chain of length N. We construct a chain of
balls {3} } as follows: for j € N, {8} };n<i<(j+1)n is the chain linking B} to B,
given by Proposition 2.18 and used to built "205§+1. The collection of balls (J37)i>0
that we just constructed has bounded overlap, is included in 'ya(z), and is such that
diam (B? =~ 27N ¢(Q); observe also that by construction of %, we can choose 1%
(and thus B = ;3%) independent of z, hence we write By for Bg.
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For any subset S C T5g, we write as before ug for st u dm. Theorem 7.1 will follow
from Theorem 5.24 as soon as we prove that for some p; € [1,2),

1/p
(1.3 up,| 5 £(Q) <m(;Q) / |Vu|pdm>

holds for all p € [p1,2].
Let g € [po, 2], where pg is the value provided by Lemma 4.7. Thanks to Theo-
rem 6.6, for py-almost every z € E, we have

lim I/U,c%)z | =0.

]—>OO
In particular,

lup,| < 1im {lug: |+ lup, —ug: |} < Jim fugs |+ > lug: —ug, ||
0<i<jiN

< Z |u$f a uﬂ%)f+1|‘
ieN
Since B N Bi, 1, Bi, and B7,; have comparable sizes, the Poincaré inequality

7

(Lemma 4.7) gives that

lug; — vz, | < lug: —ugs, ngel + lugz,, — s, nsl
<f (e 1) do
BB

57[ |u—u$_z|dm+][ lu —ugs [dm
B ' B "

z
i+1

<27 Ni(Q) (f Vultdm+ |

i+1

Q=

|Vu|? dm)

So the last two computations yield that, for py-almost every z € E

1 1
jus,| S 3 27VeQ) (7[ |Vu|%lm> < Q) (Z e |Vu|qdm) ,
ieN B iEN
where we applied Hélder’s inequality for the last part, and the price to pay is that we
need to introduce a € (0, 1), close to 1, that will be fixed later on. Now observe that,
for Z € BZ, we have 6(Z) ~ 27/N4(Q) and hence 27%*/N ~ §(Z)1*4(Q) . So, by
(H4),
m(B;) ~ m(B(Z,26(2))) for Z € B%.

Hence

1
a

0(Z)a
R P R )

i€EN

ASTERISQUE 442



CHAPTER 7. POINCARE INEQUALITIES ON THE BOUNDARY 55

l—o q 5(Z)qa
< Q) ( / O dm<Z>>

since the balls J37 have bounded overlap and are contained in o0 (2) (see the beginning
of the proof, slightly above (7.3)) We average over z € E this estimate for |upg,|? to

obtain

ol = (f _ b >) <1Q) (fE / VD gy D >)

e
<J[Q / o B(2,52) ™7 d‘“”)

because we assume y(E) > cu(2Q). Notice that Z € v;)(#) implies that 2 € B(Z,C4(Z)).
Therefore, by Fubini’s lemma and (5.12),

1
q

1
q

q

1—a ; u Q% m 4
lup,| S €(Q) (H(QQ) /zeTQQ IVu(Z)| m(B(Z,C8(2))) m(Z) /zeB(Z,CtS(Z))dM( )>

If Z € Q, we pick zp € I' such that |Z—z| = dist(Z,T"), and define p(Z) by p(z0,(2)).
The point 2, and then p(Z), are not uniquely defined, but it is easy to check that
two choice of zp will be equivalent (up to constants independent of Z), or if the
reader prefers, the estimates below do not depend on our choice of zy. The doubling
conditions (H3) and (H4) and the Definition (2.6) imply that

N _m(B(20,0(2))NQ) m(B(Z,26(2)))
.oy ) = HBGn 800 = )

and the estimate on up, becomes

jus,| £ Q) (mlc» L., wuor dm<Z>> .

By (5.3), (5.15), (2.6), and (H4), one can show that m(Taq) = £(Q)p(zq, 4(Q))1(2Q),
where zg is a fixed point in Q. Therefore, for p € (g, 2],

lusy| < £Q) <€(Q)1 (20, £(Q)) f Vu(2)]? ‘Z()C; dm(Z>)

<4Q(f (vupim)®

2Q

_ [ga—1]\ 7oq >
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by the Holder inequality. The claim (7.3) will thus be proven if we can establish that,
for some « € (0,1) close to 1,

— 5(2)[qa_1] 7 m l—aq (. —p/(p—q)
c ne=f (M) ) <@ e 1)

when p < 2 is close enough to 2.
By construction of Taq (see (5.12) and (5.11)),

Thg C U Ur
RC100Q
and the covering has a uniformly finite overlap. Notice also that
p(Z) = p(R) for Z € U, and R € D,

where p(R) is defined in (5.17) and where the constants are independent of Z and R.
We call p(R) the value of p(Z) for a Z € Uj,. The two last observation allow us to

write
(R)[qa1]>piz
7.5 Iy S (
(75) Tio) 2, o(R)
RClOOQ

We let the reader check that by definition of p, and by arguments similar to the ones
used to prove Lemma 5.16,

m(Tzq) =~ {(Q)p(Q)1(Q)
and

m(UR) ~ U(R)p(R)u(R).
The bound (7.5) becomes

1 [qa 1 +1 l—ﬁ
S O PR u(R).
By (H5),

o(R) 2 (@) (ggg;) ~ (@) (ﬁgg;)

where ¢ = C5*' is the one given in (H5). We use this to replace p(R) in (7.6)
by p(Q); notice that the inequality goes in the right direction because the exponent
1--2 = ﬁ is negative (recall that p € (g, 2]). We get that

(7.7) I S p(@Q PP~ 00Q)* (@)™ > UR)’u(R),

with the exponents a = —1—{—(5—1)(1——) and b = [ga—1] . +14+(1— 5)(1—17%1) =
[ga =2+ €] +2—e

If2—-p< mln{e/2 (2 — po)/2}, we can pick « € (0,1) (small) and ¢ € [po,2) such
that g — 2 + € > 0. With these values, we can still pick p € (g, 2] as above, and since
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the power for £(R) is b > 0, we can bound £(R) brutally by £(Q), which gives
(78) Lo $p@VTUQ M@ Y w(R) < p(@Q) 7T PTOUQ) .

ReD
RC100Q

Notice that a + b = [go — 1];2; the claim (7.4) follows from the observation

that p(Q) =~ p(2q,4(Q)), and we have seen before that (7.3) and Theorem 7.1
follow. O

In the following corollary of Theorem 7.1 we replace the tents T>g by balls.

Corollary 7.9. — Let (Q,m,u) satisfy (H1)-(H6). There exists py € [1,2] and
k:=k(Cy4) > 1 such that the following happens for p € [p1,2]. Let A > 1 be given,
and letz €T, r >0, and u € W be such that Tru =0 on B(z,A\r) NT; then

1/kp 1/p
(7.10) (][ |u|*P dm) < Cyhr (7[ |Vul? dm) ,
B(z,r)NQ B(z,Ar)NQ

where C' > 0 depends only on n, C1 to Cg, and A.

Proof. — Let 2’ € T" and 7’ > 0 be given. Let Q' € D be the only dyadic cube such
that 2’ € Q' and ' < k(Q') < 2r'. Then B(z',r') C 2Q’, and by Theorem 7.1 and
(5.15), there exists K > 1 that depends only on n, C1, and Cy such that

1/kp 1/p
(7.11) ][ |u|*? dm <Cr ][ |VulP dm )
B(z',r")NQ B(z',Kr')NQ

provided that Tru =0 on Q' C B(z/, Kr')NT.

This looks like the desired estimate, but the constant K is too large; we will fix
this with a covering argument. Set 7 = (A — 1)r/100K, with A as in the statement
and K as above. Then let z € T' and r > 0 be given. Denote by (z;);c; a maximal
collection of points of I' N B(z, (1 + 27)r) such that |z; — ;| > 7r for ¢ # j. Thus
the balls B; = B(x;,27r), cover ' B(x, (1+ 27)r), and the sets D; = QN B(x;, 477)
cover

H:={X €Q: dist(X,I' N B(z, (1 +27)r) < 277}
Notice that I has at most C' elements, with a constant that depends also on A and K
through 7, but this is all right. We can apply (7.11) to each B(x;,47r), and we get
that

1/kp 1/p
(7.12) <][ |u|FP dm) <Crr ][ |[Vul? dm ,
D, B(z,Ar)NQ

because B(x;,4K7r) C B(z,Ar) by choice of 7. We may sum over i and get that

1/kp 1/p
(7.13) <][ || P dm) <Crr (7[ [Vul|P dm) ,
H B(z,A\r)NQ

SOCIETE MATHEMATIQUE DE FRANCE 2023



58 CHAPTER 7. POINCARE INEQUALITIES ON THE BOUNDARY

and now we just need to take care of Hy = QN B(xz,r) \ H. Let (y;);es be a max-
imal collection of points of Hy, with |y; — y;| > 7r for ¢ # j. Thus J has at most
C = C(7) points, and the set B; = B(y;,27r), j € J, cover H. We want to control
each fBj |u|*? dm, and then we’ll sum.

Fix j € J, and call z; the first point of [y;,z] (starting from y;) that lies within
7r from I'. Obviously z; € B(z,r), and B(z;,7r) C H because I' \ B(z, (1 + 27)r) is
too far. Now denote by W; the convex hull of B(y;,7r) and B(z;,7r) (a nice tube
contained in Q) and set Wj = W; U B; (with a larger head around y;, and still
contained in Q). It is easy to see that W]‘ satisfies the chain condition C(x, M) of
Definition 5.21, with any small x chosen in advance, and with an M that depends
only on k and 7; we can take B(z;, 7r/2) as the distinguished ball. This allows us to
apply Theorem 5.24, and prove that

(7.14)

1/kp 1/kp 1/p

][ lu — a@|*P dm <C ][ lu — @|*? dm <Cr ][ |Vul? dm ,
B W; W;

where @ denotes the average of u on B(z;,71/2).
1/
Now |a| < C <fB(w ANQ |Vul? dm) p’ by (7.13) and because B(z;,7r) C H, and

Wj C B(z,(1427)r) C B(x, Ar) by definition of 7, we we may sum (7.14) over j and
get that

1/kp 1/p
(7.15) <][ || P dm) <Crr (7[ [VulP dm) .
Hq B(z,A\r)NQ

We combine this with (7.13) and get (7.11), as needed for Corollary 7.9. O

J
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CHAPTER 8

THE EXTENSION THEOREM

The aim of this section is the construction of an extension operator Ext : H — W
such that the composition Tr o Ext is the identity on H. The section can be seen as
the dual of Section 6. As in Section 6, the results will be only proven when assuming I"
and Q unbounded, and the proof in the bounded case is very similar and is discussed
in Section 13.

We assume that I' and € are unbounded. The beginning of this section is similar
to [18, Section 7], but the proof of the density result, Lemma 8.12, is different.

We shall construct Ext with the help of a Whitney extension. But first, it is crucial
to observe that for any g € L{ (T, 1) and p-almost every x € T, one has

loc
(8.1) lim l9(y) — g(2)| du(y) = 0.

=Y JB(x,r)
This is a consequence of the Lebesgue differentiation theorem in doubling spaces (see
for instance [29, Sections 2.8-2.9]). It is easy to verify that H C L (T, u) (see (6.5))
and so (8.1) holds for any function g € H.

Our construction will rely on the family %% of dyadic Whitney cubes already used
in Section 5. We associate to %% a partition of unity {y;r};cq) where the ¢; are
smooth functions supported in 21 that satisfy 0 < @5 < 1, |Vy;| < C/4(I) and
Yrea P1 = La.

We record a few properties of 9/, that can be found in [55, Chapter VI|. If two
dyadic cubes I and I’ are such that 21 N 2I' # (), then £(I)/¢(I') € {1/2,1,2}, and
also I' C 61.

Hence, for a given I,

(8.2) the number of cubes I’ € % such that 21’ N 21 # 0 is at most 2 - 12",

because each such I’ needs to be a dyadic cube in 61 such that £(I) > ¢(I)/2.
For each I € W, we write §(I) = dist(/,I"), pick a point & € I' such
that dist(&r,I) < 2§(I), and set By = B(&1,£4(1)).
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We define the extension operator Ext on functions g € L{ (T, u) by

(8.3) Ext g(X) := Y or(X)yr,
Iew
where

(8.4) yr = ]i 9(2) du(2).

If we wanted to have an extension operator ok—uor instance—Lipschitz function, we
could take y; = g(&;). However, since the function g is not smooth (and maybe not
even defined everywhere), we need this extra average; a good way to see this is to
notice that otherwise we would only use the values of g on the countable set {£;}rcqy,
which does not make sense for functions in L{ (T, u).

Notice that Ext g lies in C*° () because (8.2) yields that the sum in (8.3) is locally
finite. Moreover, if g is continuous on T', then Extg is continuous on Q (see [55,
Proposition VI.2.2]).

Theorem 8.5. — Let (2, m, p) satisfies (H1)-(H6). For any g € Li. (T, u)
(8.6) TroExtg=g p-a.e. in .

Moreover, Ext is a bounded linear operator from H to W, i.e., there exists
C :=C(C5,C4,C5) > 0 such that for any g € H,
(8.7)

| [t am < Clalfy = ¢ [ [ 222 ||i(—)y| YO () duty).

Proof. — Let g € Li (T, u) be given. We write u for Ext g and we want to show
that Tru = g, in the sense that (6.7) holds with Tru(z) = g(z) for p-almost every
x € T, regardless of whether g € H or u € W. We will actually prove the following
stronger result, analogous to (6.8): for uy-a.e. € I, one has

(8.8) Xlim |u(Z) — g(x)|dm(Z) = 0.

05/ B(X.6(X)/2)
Since we only want to prove (8.8) for p-a.e. point, we can restrict to the case when
z is a Lebesgue point of g, that is, when (8.1) is satisfied.

Fix such an z € I" and X € y(z). We write B for B(X,§(X)/2). Then

£ 1u(2) = s(@)] dm(2) D /|u — g(x)] dm(2),

Re%) (B)

where 9(B) is the set of dyadic cubes I’ € % that meet B. It is easy to check
that W(B) contains a finite number of cubes I’ (the number is bounded uniformly
in X € Q), for which ¢£(I’) = §(X), and then, by (H4), m(I') =~ m(B). So (8.8) will
be proven if we can establish that

(8.9) ][ [w(Z) — g(z)|dm(Z) — 0 as §(I') — 0,
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where we restrict to dyadic cubes I’ € 9 such that € KI' for some large enough
constant K := K(n). Recall from the Definition (8.3) of u = Extg that u(Z) =
> reaw P1(Z)y1

We observed earlier that the sum is locally finite on I’, and the cubes I for which
@1 does not vanish identically on I are such that I’ C 61 and £(I)/¢(I") € {1/2,1,2}.

We deduce that any such I satisfies By € K'Bp C B(z,K"§(I')) and
By C K'Br C B(z,K"§(I')), and then by (H3) that u(By) = u(B(z,K"4(I"))).
The conclusion is that

u(Z) - g(z)] dm(Z) = f

S @) ]{3 [9(2) — ()] du(2)| dm(2)

I/ 7
I1€W: 2IN21" #0

< 3 f|g<z>—g<x>|du<z>

Iew: 21n21'#0 Y B1

< ][ 19(2) — 9(@)| du(2)
B(z,K"6(I"))

because the number of I € 9 that verify 21 N 21’ # () is uniformly bounded. Thanks
to (8.1), the right-hand side above converges to 0 as §(I’) — 0. The claims (8.9),
(8.8), and then (8.6), follow.

Now, we want to show that for g € H, u € W and even |ul]lw < |lg]lm- Recall
that u is smooth on {2 because the sum in (8.3) is locally finite, so u is locally integrable
in , and its distribution derivative is locally integrable too, and given by

(8.10) Vu(X) =Y uVer(X) = > [yr —yr]Ver(X),
IeW Iew

where I’ is any cube (that may depend on X but not on I), and the identity
holds because } , Vo;r = V(3 ;¢r) = V1 = 0. So we only need to show that
llullw < Cllgllg < +oo. First decompose ||ul|%, as

(811) Julfyy = 3 |, 1Vul*am.

I'ew
For the moment, we fix I’ € % and X € I’, and get a bound on |Vu(X)|. If W(I")
denotes the sets of dyadic cubes I € 9 such that 2T meets I’, then

Vu(X) < > lyr—yrlVer (X)) Se)™ > lyr—rl

I€wW(I) 1€W(I")

because Vio; < 6(I)~! ~ §(I')~1. We use the definition of yr,yr, the facts that
I C6I' and 6(I) = 6(I') to obtain that

lur — | < ]i]i )ldp(z) du(y)

(é I ]i NGRS u(y))
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p(Br)~ ( /B /B lote) ~ o) (o) ity >>

The combination of the last two computations gives

Vu(X)| < u(Br)- (/OOB /B (v)2d ()du(y))

since W(I') contains at most 2 - 12" elements, and then
[ 19 dm < a2y [ [ o) o)) dua).
r 1008,/ J By
We inject the above estimate in (8.11) and obtain that

lal, < S )2 u(Br)~2m() /OOB /B l9(2) — 9(v) Pdu(z) du(y)

I'eW

1
2

1
2

//Ig Y)[*h(z, y)du(z) dp(y),

where
h(z,y) = Y 1) 2u(Br) " *m(I') 1aoos, (2)Ls,, (4).

I'ew
Fix z,y € T. Observe that if I’ satisfies (z,y) € 100Bp x By, then by (H3),
w(Br) =~ u(B(z,£(I")) and by (H4), m(I") = m(B(z,£(I')) N Q). Hence by (2.6)

m(I) ez I")

(I)?u(Br)?  U(Iu(B(x, (1))
Under the same assumption on I’, we also have |x — y| < 1014(I"), so by (H4) again,
w(B(z, £(I"))~r < u(B(z,|z — y|))~!. In addition, (H5) gives that

pla 61) % ol o o) (02 )

|z -yl
where € := C; ! > 0 (notice that if £(I') < |z —y| < 1014(I"), we don’t need to use
(H5), just the doubling properties). All this yields

o) S gt Xm0

s(I")2|x—y|/101

Since Bys C kI’ for some constant x := x(n) > 1 that does not depend on I, we see
that for each j € Z, the number of dyadic cubes I’ such that £(I’) = 2/ and y € By is
uniformly bounded. Together with the fact that 6(I') ~ ¢(I'), this yields

Y. ), () S Y @Me—y) T S le -yl

I'ew keN
1> |z—yl/101
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Altogether,
p(z, |z —y|) o pz, ]z —y])?

h(z,y) < w(B(z, |z —y))|z—y|  mB,|z—y))NQ)

by (2.6) and thus

p(z, liv —yl *lg(x) — 9(w)I? >
ul|3y du(x)d =
lulfy < [ [ 2 I ) o) = Nl
as desired (see the Definition (6.5)). Theorem 8.5 follows. O

Lemma 8.12. — For every g € H, we can find a sequence (g)ken of functions
in C°(R™) whose restrictions to I' (we still call them gi) belong to H and such
that (gk)x converges to g in H, L? (T, p) and p-a.e. pointwise.

Remark 8.13. — The above density result (whose proof doesn’t use Theorem 8.5)
actually entails the Lebesgue density result given as (8.1). The proof of this implication
uses maximal functions, is classical, and is left to the reader.

Proof. — For the density of smooth functions, we are given g € H and we want to
approximate it with smooth functions. The simplest way for us to construct func-
tions g will be to use our dyadic decompositions Dy of ', but coverings of I' with
balls of radius 2% would work as well. We associate to D, a collection of smooth
functions {¢q}qgen, such that ¢q is supported in 2Q, > ocp, ¥@ = 1 near I', and
Vool < C2F. Finally we set

(8.14) gk(@) = > vo@)ye

QEeDy
for £ € I', where we take yg = szg )du(y). It is obvious that g is a smooth
function on R™ (the sum in (8.14) is locally finite). We shall prove now that

lg — gkll3 < CJI(k),

(8.15) p(z, |z —yl)?lg(z) — g(y)I?
where J(k //,yer si<zsr  m(Bl,]z — )N Q) du(x)du(y).

Notice that Ji is a subintegral of ||g||%, where the domain of integration decreases
to the empty set when k tends to +o0; thus limg_, 4o J(k) = 0, and as soon as we
prove (8.15), we will get that gr € H and g tends to g in H; the density of smooth
functions in H will follow.

We need some notation. Set hy, = g — gx and for Q € D

(8.16) Ro = {(z,9) € Q x2Q; |z —y| > £(Q)/2}.
Every pair of points (z,y) € I'? lies in at least one Rg: choose j such that
2797 < |z —y| <279, let @ = QI(z) be the element of );, and observe that
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y € B(z,277) C 2Q, hence (z,y) € Rq. Because of this,

(8.17) lg — gell3, < Y T8,
QeD

p(z, Iw—yl *|hi(z) — hi(y)?
5 —//ﬂ% mB(a,z—y) N Q) du(z)du(y)

2 T, |T —

B(z, Ix - yl)) |z — yl

// Ile) =ML g aute)

because |z — y| ~ K(Q), and by (H3)—( ) and the definitions(2.6) and (5.17).

We start the estimate of Tég with the large scales, where we shall merely estimate
the size of hy, on T'. Let us check that for any cube Q* such that £(Q*) > 2%,
(8.19)

where

2 ; ) — z 2 z T
mE@PaE e [ opetans | s, |90~ 92 P (2) ),

We shall first estimate the contribution of a a given cube @y € Dg(Q*), where

(820) Dx(Q") == {Qo € D, 2Q0 N 2Q" # 0},
and then sum. So let Qo € Dy (Q*) be given. We estimate

a(Qo) = / o @) = /  1o(e) — gu(e) du(e)
=/€2Q l9(z) = Y pol@)yol’du(z) = / 1Y vo(@)lg(@) - yal|*du(z)

QeDy, ©€2Q0  Qep,
(8.21)
2 2
/ S ve(@)lgz) - voldu(z) < / S (@) - yvoldu(z)
©€2Q0 Qe €200 QeD,(Qo)

by (8.14), the fact that >~ ¢q(z) = 1, Cauchy-Schwarz for a finite average, and the
fact that g (z) = 0 outside of 2Q). Notice that when @ € Dy (Qo) and z € 2Qy,

f l9(2) — 9(2))du(2)
z€2Q

lg(z) — yol? =

z) — g(2)Pdu(z
s]f@@m() 9(2)Pdp(z)
(8.22) <c l9(2) — 9(2)2du(2)

z€NB(x,227F)

because for z € 2Qo, the fact that 2Qo N 2Q # @ implies that 2Q C B(z,2%27%), and
w is doubling by (H3). Hence, since the number of element in Dy (@) is bounded,

Q) < C / f 19(2) — 9(=)Pdu(z)dp(z)
T€2Q0 QEDL(Qo) z€I'NB(x,22-F)
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IN

c / ][ l9(2) — 9(2) Pdu(z) du(z)
z€2Q0 Y 2€T'NB(x,22-k)

; xTr) — z 2 z x
62 5 0 TEET farnpn 1O O BN

Now, we sum on @y € Dr(Q*) and get that

JRCCETOED S R CITIORS SREN

QoD (Q*) Qo€Dy,
1

/mGZQo W /zernB(m,ﬁk)
: /
< _— _ 24 d
= — g(x g(z w(z)du(x
AegQ* u(B(z, 227F)) ZemB(x722_k)| (z) — 9(2)["du(z)dp(z)

because the 2Qg cover Q* (actually, they cover 2Q*), are contained in 8Q*, and have
bounded covering; the estimate (8.19) follows.
Recall that since £(Q*) > 2%, (H5) and Lemma 5.16 imply that

22k _ Q") (6(62*))
pla,227F) ~ p(@Q*) \ 27F
(with e = C5* as usual) and, for z € B(z,227%)NT,
p(x722_k) < p(iL‘,IfE—ZD 2_k - < p($v |£L‘—Z|)
22-k ™Yz — 2| |z — 2| |z — 2]
We return to (8.19), use the two estimates above and the fact that
w(B(z, |z - 2))) < Cu(B(z,2*7"))
when B(x,227%), and get that
(8.25)

[ mpas [ P2 2 / 19(@) — 9(:) Pdu()du(a)
ARITES - - - g(x) — g(2)Pdp(2)dp(z
2Q* TE8Q* 227k p(B(z,2%%)) p(z,227F) zel"ﬂB(z 22-F)

‘o [ - 2)lg(a) — g()?
5@ <2> /Q/( o a(Bla e -2 — 2] M)

‘e x,|x_z| 2Jg(x) — g(2)P
p( < > /xeSQ* /ZEB(m 92-k) m(B(z, |z — 2) N Q) dp(z)du(z),

where the last estimate comes from the definition of p. The right-hand side tends to 0
(for any fixed @*) when k tends to +o00, so (8.25) means that (gx) converges to g

in L{, (T, ).

S
QoEDL(Q)

lg(x) — g(2)|*du(z)dp(x)

(8.24)
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Let us return to Tg*, starting with the case when £(Q*) > 27%. Observe that by
(8.18) and (8.25)

k p(Q*) |hi(z) — hi(y)
Th. < GD //&,* — 00y w(z)du(y)
< PQY) |he(z |2+ |has(y)|?
. //C%* oD du(z)dp(y)

S q
<p§ *)/ I () ()

) Lo L, S o

We now sum this over Q* such that K(Q ) > 27%. Fix z, 2 € T; for each generation 7,
j <k, there are at most C' cubes @, Q* € Dj, such that x € 8Q*. Therefore,

(8.27) SN TE <Y 2UTRg(k) S J(k),
i<k Q*€D, >k
where J(k) is as in (8.15). This part fits with (8.15) (see (8.17)).

Q*)
(8.26) Q")

~

~

For the small scales we shall use the regularity of gi. That is, for £(Q) < 2%, we
recall that hy = g — gk, hence, by the first part of (8.18), Tg < 2U5 + 2VC’§, where

|9k ( w) g W) pz, |z - yl)
(8.28) /L co—u)) |z—3] dp(z)dp(y)

and

(5.29) whim [ I A iy

Iw—yI) lz -yl

are the analogues of TQ for g and g.

We deduce from the Definition (8.16) that £(Q)/2 < |z — y| < 24(Q) when
(z,y) € Rg, so a given pair (z,y) cannot lie in more than C sets R, @ € D, so
(8.29) yields

(8.30) SN wE < Ik
i>k QeD;

As for the VQ’“, we decide to estimate |gx(x) — gx(y)| rather brutally. Again we localize
at the scale 27%. Let Qo 6 Dy, be given, and then pick z € Qo and y € 2Qy. We want
to estimate |gx(z) — gx(y)| in terms of

8.31 Zdu(y)du(z).

(.31) b(Qo) - ][Q fQ () — 9(2) Pdu(y)dp(2)

By (8.14),

gk () — ‘ > lea(x) — voly IUQ’ —‘ > [po(@) — eoWye — Yao)
QeDy QeDy
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(8.32) < Y legle) W ye — yq.|
QEDy

because o v (7) = g ¢q(y) = 1. Notice that if |pg(z) — pq(y)| > 0, then z or
y lies in 2@Q), hence @ lies in the collection Dy (Qo) of (8.20). For such balls,

lyQ — Y| = ‘]iewo ]fem 9(2)] dp(z )du(y)‘

f o fo0 -1 00
7[3!62@0 ]{egQ 9(2)2du(y)dpu(z )}1/2

(3.33) <cf fem 7[@@ o) Pdu()au(=)} " = Cb@o) 2,

where b(Qo) is as in (8.31), and because 2Q C 4Qo for @ € Dy(Qo), and by (H3).
Recall that |Vpg| < C2F. Since there are no more than C cubes Q € Dy(Qo), (8.32)
yields

(834)  |gr(x) —g@)* Sz —yl*2%*  sup  |yo — yq.l® S |z — yl22"b(Qo).
QEDL(Qo)

We shall use this soon, but for the moment let us estimate a given V§, £(Q) < 27F.
Observe that by (H3)—(H4) and the definitions(2.6) and (5.17), and as in the last part

of (8.18),
2
43S e //C%Q l9i (@ gk W) dp(z)du(y).

Then let Qg denote the cube of Dy that contams x, then z € Q¢ and y € 2Q)y when
(z,y) € R, so we can use (8.34) and get that

T — 222kb
(8.35) s ol T ey ) dute)
Since |z — y| ~ £(Q) when (z,y) € Raq,
) b(Qo)
v s Qe [ [ o
(8.36) < 22K0(Q)p(Q)u(Q)b(Qo)
(8.37) < 2%m(U4)b(Qo) = m(UH)E(Qo) ~*b(Qo)

by (5.17). We sum over the cubes Q C (g to obtain

D VE S22 DT mUY)b(Qo) ~ 2%m(To,)b(Qo) ~ Mb@o)

QCQo QCQo #(Qo)
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because the U, are contained in T, (see (5.12) and (5.11)) and have bounded overlap.
We now use the Definition (8.31) of (@) and the doubling property (H3) to get

p(@0)la(®) — g(2)”
QcQovk</ o o, iy )

Observe that u(B(y, |y — 2])) < Cu(4Qo). Besides, due to (H5),

p(Qo) . ply,ly —2|) ( £(Qo) >_E <Ply=2) g
Qo) ~  |y—2| |z — 2| ~ly—2]
It follows that

y,Z) S 2@0 X 4Q0

oy, Iy — 2Dlg(w) — 9(2)]2
/QO/QO B,y — )y 2| P )

y,ly—zl %lg(y) — g(2)?
-/ QO/ o mBlyly—z)ng) W)

by (2.6). Notice that |y — z| < 84(Qo) = 23 k when y € 2Qo and z € 4Qy. Also, for
a given pair (y,z) € I' x I, with y # z, the set of cubes Qg of generation k for which
Yy € Qo and z € 2@ has less than C elements; because of this,

QCQO

(8.38)
D2 Ve=2 XV
i>k QeD; Qo€eDr QCQo

m(B(y, |y — 2/) N Q)
The combination of (8.27), (8.30), and (8.38) gives that >, Tf < J(k), and hence
by (8.17) |lg — gkl% = > Tf < CJ(k), as needed for (8.15).
This completes our proof of the density of smooth functions in H. The fact that

gx, converges to g in L2 (T, u) has been shown in (8.25), and up to a subsequence, we
can also assume that gy also converges to g p-a.e. on I'. Lemma 8.12 follows. U

Py, ly — 20)%l9(y) — g(2)[? _
= Au(y) du(z) = J(K)
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CHAPTER 9

COMPLETENESS OF W
AND DENSITY OF SMOOTH FUNCTIONS

In all of this section, (2, m, u) satisfies (H1)—(H6).

First we talk about completeness. In fact W cannot really be a Banach space,
because ||.||w is not a norm on W, only a semi-norm. Thus we need to quotient W
by the functions w such that ||u|w = 0, that is, thanks to Lemma 4.10, by the
constant functions. So we work with the homogeneous space W defined as the quotient
space W/R - i.e., element of W are classes @ := {u + c}eer - and outfitted with the
quotient norm that we still call ||.||y by notation abuse.

Lemma 9.1. — Then the quotient space W = W/R, equipped with the quotient norm
I llw, is complete.

Also, , if a sequence {ur}y>, in W and a function ue, € W are such
that limg_ 400 ||ur — Usollw = 0, then there exists constants ¢ € R such that
ug — ¢ — u in L (2, m).

Remark 9.2. — The measure p does not play any role in this lemma, and we might be
able to remove the assumption (H3). However, it will be convenient to use the dyadic
decomposition (and Theorem 5.24) given in Section 5.

Proof. — We follow the arguments of [18, Lemma 5.1]. Let {uy}ren be a Cauchy
sequence in W. We need to show that

(i) for every sequence {ug }ren, With ug € g, there exists u € W and {ci }ren such
that ug, — cx — w in L _(Q,m) and Vu = limg_, 4 oo Vuy in L2(;m);

(ii) if ueo,ul, € W are such that there exist {uj}ren and {u}}reny such that
uk, u), € uy for all k € N and

lim |luk — Uool|lw = lim |Jup, — ul |lw =0,
k— oo k—oo

then o, = ul.
First we prove (ii). Let oo, ul,, {ur}ren, and {u)}ren be as in (ii). Notice
that V(ur —uj,) = 0 (in the sense of W) because uj and u) represent the same class;

by Lemma 4.10 this also means that uj, — u}, is a constant. By assumption, u., € W
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and Vue, (in the sense of W) is the limit of Vuy in L?(Q;m). Similarly, Vu’, is
the limit of Vu},. Hence Vus, = Vu/_ in L?, and again this means that u., — ul is
constant; (ii) follows.

Let us turn to the proof of (i). Pick a central point g € I" and, for j € Z, denote
by @7 the only cube in D; that contains xg. Observe that when j tends to —oo, the
sets Thq; defined by (5.12) grow to €, i.e., eventually contain any compact subset of (2.
Thus the convergence in each LI(TQQJ' ,m) implies the convergence in L{ (€, m).

We shall restrict our attention to j < 0. Observe that because of Theorem 5.24
(Poincaré’s inequality), applied with p = 2 and D = Typ;, there exists constants

C; := C(C1,C4,C4,Cs, j) such that for any f € W,
(9.3) f - fldm <G, / V£ dm,
T. Q

2QJ
where we can take fO = f,;. fdm,i.e., take the fixed set E = Ugo, which is contained
QO

in T because j > 0.
Now let ux € ur be as in the statement, and set

(9.4) k= ][ ug dm.
Uko

By (9.3), (ur — k) is a Cauchy sequence in L*(Tg;) for each integer j < 0. Hence,
there exists u/ € L*(T;) such that uy — ¢y converges to u’ in L' (T, ). By uniqueness
of the limit, v/ = u* almost everywhere on Tg; NTgi, so we can define u € L (Q,m)
such that u = u? a.e. on Tg;.

It remains to check that u € W and uy — win W. Since uy —cp, € W, Definition 4.1
gives us a smooth function ¢y € C*°(Q) N W such that

1
(9.5) ][ luk — e — prldm < -
U
QO
and
1
(9.6) / |Vur — Voi|>dm < —.
Q k
Set di, = fU?) ¢ dm. By (9.5) and (9.4),
0
1 1
(9.7) | < 7+‘ (uk—ck)dm‘ _—
E k

We are now ready to prove that ¢ — u in Li (Q,m). Write

loc
1.

2Q7 TzQJ'
= T1 + T2 + T3.

|u—g0k|dm§][ |u—(uk—ck)|dm+][ [(ur, — k) — (ck — di)| dm + |d|

T2Qj

ASTERISQUE 442



CHAPTER 9. COMPLETENESS OF W AND DENSITY OF SMOOTH FUNCTIONS 71

The term T tends to 0 as k — oo because by construction ug — ¢ — u = u?
in L'(Tq;). The term T5 tends also to 0, thanks to (9.3) and (9.6). The term T3 con-
verges to 0 because of (9.7). We conclude, since Tpg, T Q, that ¢, — win Li (Q, m);
in particular

(9.8) klim / |ox —ul|dm =0 for any ball B satisfying 2B C .

In addition, {ug}ren is a Cauchy sequence in W, and if we combine this fact with
(9.6), we get that {Viy}ren is a Cauchy sequence in L?(2,m). We conclude that
there exists v such that

(9.9) lim [ |V —v|>dm = 0.
k—oo Jqo

We may now use our smooth functions ¢ € C*(2) N W to check that u € W, as
in Definition 4.1, and with the gradient v; indeed (4.3) comes from (9.8), and (4.4)
comes from (9.9). Also, ux — u in W because Vu, — v in L?(m), by by (9.6) and
(9.9). Lemma 9.1 follows. O

Lemma 9.10. — Let {u;};en be a Cauchy sequence in W, i.e., |lu; — ujllw — 0 as

i,j — 00. Ifu; converges tow in L (2, m), thenu € W and |lu;—ullw — 0 asi — oco.

In connection with this result, we’ll say that {u;};cn converges to u in W and
L .(Q,m) if {u;};en is a Cauchy sequence in W as above and u; — u in Li (0, m).
Proof. — Keep the same sets @’ as in the proof of Lemma 9.1 and let {u;} be as in
the statement. As before, by definition of u; € W, we can find ¢; € C*°() N W such
that

1
Qo '
and
1
(9.12) / |Vu; — V| dm < =
Q

3

Set ¢; = fy. (ui — @) dm; by (9.11), |ei| < L. For each fixed j > 0, and as in the
Qo

proof of Lemma 9.1,

][ |u—<pi|dm§][
T T

2QJ 2QJ

u—wldm+f (i - 00) = cildm+ s,
Tyqi

which tends to 0 as i — oco. This proves that ¢; — uin L{, (2, m). Moreover, by (9.12)

and the fact that {Vu;};en is a Cauchy sequence in L%(Q,m), {V;}ien is a Cauchy

sequence in L?(Q, m), hence there exists v € L?(2,m) such that V; — v in L2(2,m).

These two convergences—the convergence in L (£2,m) and the convergence of the

gradients in L?(Q, m)—entail by definition of W that uw € W, and by uniqueness of
the gradient that v = Vu. The lemma follows. O
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Lemma 9.13. — Let {u;};en be a sequence of functions in W, and let w € W. If
u; converges to u in both W and Li, (2, m), then Tru; converges to Tru in H and
Ll20c(r7 lu’)

Proof. — The convergence of the traces in H is a direct consequence of Theorem 6.6
and the convergence of the initial sequence in W, and actually does not need the
convergence in L (Q,m).

The convergence of the traces in LZ (2, m) is the analogue of (5.16) in [18]. Let
us write g for Tru and g; for Tru;. Since the operator Tr is linear, without loss of
generality, we can assume that © = 0 and thus g = 0. So we want to prove that {g;}
converges to 0 in LIZOC(F, p). That is, if 2, is a fixed point in I" and @, is the only set
in I; containing zo, we want to show that for j € N and € > 0, there exists ig € N

such that
(9.14) / lgi|%du < € for i > ip.

Qj

We introduce g¥ := Trj, u;, where Try, is defined in the proof of Theorem 6.6. Then

/ lgi|*dp < 2/ |gi —gfIQdMJr?/ lgF [*dp

K Qj Qj

227 ) )
S, MgQJ)z—(k—])e/ |Vuz|2dm+/
m(UQj) Q TEQ;

2
d,u(x) = T1 + T2.

J B

where we invoke (6.13) for the second line and B is the ball used to define Try u(z).
The values of [lu||3, = [, |Vus|* dm are uniformly bounded, since {u;} converges
in W. So we can fix k, so large that that T} < ¢/2 uniformly in ¢ € N. As for Ty,

observe that
Tp < Cj,k/ |l
Ej,k

where Fj j, = UQeDk:QcQ,- Ug is relatively compact in 2. Since the values of j, k are

fixed and {u;} converges to u = 0 in L*(E; ), we can choose iy such that Tp < €/2
for ¢ > ig. Lemma 9.13 follows. O

Lemma 9.15. — The space
(9.16) Wy :={ueW, Tru =0}

equipped with the scalar product (u,v)y, == [, Vu-Vvdm (and the norm ||.|lw) is a
Hilbert space.

Proof. — Notice that ||.||w is indeed a norm for Wy, because the only constant that is
allowed in Wy is 0. The proof will be similar to [18, Lemma 5.2], and use Lemmas 9.1
and 9.13.
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Let {u;}ien be a Cauchy sequence in Wy. By the proof of Lemma 9.1, there exists
@ € W and a sequence of constants ¢; = f,. u;dm (see (9.4)) such that
Q0

(9.17) u; —c; — @ in Li (Q,m).
Let us prove that {c;} is a Cauchy sequence in R. For ¢,j > 0,

lei — ¢l S][
U

where the second inequality is due to the Poincaré inequality (Theorem 5.24). So
{¢i}ien is indeed a Cauchy sequence, and thus converges to a constant ¢ € R. Define
u € W as i@ — c; then (9.17) says that u; — u in L] (£, m), but the convergence

also holds in W by definition of 4. Lemma 9.13 implies now that Trw is the limit
in L2 (T, ) of Tru; = 0, that is Tru = 0 and hence u € Wy. The lemma follows. [

loc

) 1/2
|ui—uj|dm§0{][ [Vu; — V| dm} < Cllu; — ujllw,
U

. "
Q0 Q0

Recall from Lemma 6.21 that up € W when u € W and ¢ € C§°(R"™), and that we
have the product rule V(ugp) = ¢Vu+ uV for its derivative. Also, the trace of u¢p is
¢Tru. We can use this to prove that C§°(Q2) is dense in Wy, as in the following lemma.

Lemma 9.18. — The completion of C3° () for the norm ||.|w is Wo.
Moreover, if E C R™ is an open set and v € W is compactly supported in ENQ,
then u can be approzimated in the norm |.||w by functions in C§°(E N Q).

Proof. — This result is entirely similar to [18, Lemma 5.5] and we refer to it for a
complete proof. The main steps are:

(i) we use cut-off functions ¢, to approach u € Wy by functions that are equal to
OonT,:={X €Q,§X)<r},
(ii) we use cut-off functions ¢r to approach the functions wuy, obtained in (i) by
functions compactly supported in €2,
(iii) we use a mollifier to smooth the functions wp, ¢g.

And obviously, in order to deal with the functions up, or uy,¢gr, we use in a crucial
manner the aforementioned Lemma 6.21. U

Lemma 9.19. — The set C*(Q)NC°(Q)NW is dense in W. That is, for anyu € W,
there exists a sequence {u;}ien in C*(Q)NC°(Q) NW such that {u;} converges to u
pointwise a.e. and in Ll (2, m), and

lu; —ullw — 0  asi— +oo.

Proof. — In [18], the analogue of this result is given by [18, Lemma 5.3], but we cannot
follow the same approach here (in [18], the functions we considered were in L{ (R"),
and thus allowed us to simply use a mollifier).

However, most of the job is already done by Lemmas 8.12 and 9.18. We take u € W,
and we want to find a smooth approximating sequence {u;}. First write u = v + w
where

w=ExtoTru and v=u—w.
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Theorems 6.6 and 8.5 imply that w—and thus v—Ilies in W. Moreover, thanks to
(8.6), Trw = Tru and hence Trv = 0; that is, v € W.
Thanks to Lemma 9.18, we can find a sequence {v; };>¢ in

C2(Q) € C®(Q)NCO@) N W

such that ||v; — v||w tends to 0. And since Wy continuously injects in L{ (€2, m) ( by
Theorem 7.1), the sequence {v;} converges also in LllO .(£2,m) and, up to a subsequence,
pointwise a.e. This takes care of v.

We use Lemma, 8.12 to approximate Tr u by some functions (g;);>o in C*°(R™) N H.
Then we construct w; € C*° () as Ext g;. Thanks to Theorem 8.5, |jw; — w|w tends
to 0 as i goes to +00. Besides it is easy to check from the definition of the extension op-
erator Ext that the convergence of g; to Tru in L{ (T, i) (also given by Lemma 8.12)
implies that w; converges to w uniformly on an compact subsets of 2, and thus also
pointwise a.e. and in L{ (92, m).

If we set u; = v; +w;, we showed above the right convergences (in W, L{. (), and
a.e. pointwise) of u; to u. The only unproved fact is that w; is continuous up to the
boundary, that is w; € CY(2). We skip this part because it is very classical (see for
instance in Section VI.2.2 of [55]). O

The next result states some basic properties of the derivative of fowu when u € W
(chain rule), and the fact that uv lies in W N L*°(2) as soon as u and v both lie
in W N L=(Q).

Lemma 9.20. — The following properties hold:
(i) Let f € C*(R) be such that f' is bounded, and let u € W. Then fou € W,
V(fou)=f'(u)Vu, and Tr(fou)= fo(Tru),
where the last two equalities hold in the m-a.e. and p-a.e. sense, respectively.
(ii) Let u,v € W. Then max{u,v} and min{u,v} lie in W,

) Vu(z)  ifu(z) > v(r)

Vmax{u, v}(z) = { Vu(z) if v(z) > u(z),
' | V(@) ifu(z) < o)

V min{u, v}(z) = { Vo(z) ifv(z) < ulx),

Tr(max{u,v}) = max{Tru, Trov},
and  Tr(min{u,v}) = min{Tru, Trov},

where the first two equalities hold m-a.e., and the last two p-a.e.

(iii) If {uk}ren, {vk}tren are two sequences of functions in W that converge to
u,v € W both in L] (92, m), pointwise a.e., and in W (that is, we have that
lur —ullw + |lve —v|lw — 0 as k — o), then max{u, v} and min{uy, vy}
lie in W and converge to max{u,v} and min{ug, vy} in Li (2, m), point-
wise a.e., and in W. In addition, Tr max{ug, vy} tends to max{Tru, Trv} and
Trmin{uy, vy} tends to min{Tru, Trv}, in both case in L (T, ).
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Proof. — Point (i) and (ii) are the analogues of Lemmas 6.1 in [18]. The proof is the
same as in [18] (which is itself based on the proof of Results 1.18 to 1.23 in [37]),
and strongly relies on Lemma 9.19 (the approximation of elements in W by smooth
functions) and Lemma 9.13 (the convergence in W implies the convergence of traces).
The conclusion (iii) is an intermediate result for (ii), proved as (6.16) and (6.17)
in [18]. O

Lemma 9.21. — Let u,v € W N L*(R).
Then uv € W N L>®(Q), with V[uww] = vVu + uVv, and Tr(uv) = Tru - Tro.

Proof. — If u or v is the zero constant, there is nothing to prove. Otherwise, we can
divide u and v by their respective L> norm, and thus, without loss of generality, we
can assume that |[u]eo = ||v]leo = 1.

By Lemma 9.19, we can find two sequences {ux}ren and {0y € N} in the inter-
section C*°(Q2) N C%(2) N W such that @ — u and ¥ — v in W, LL (2, m), and
pointwise a.e. By (iii) of Lemma 9.20, the truncated functions

ug = max{—1,min{1,4x}} and vy := max{—1, min{1,d;}}
lie in C°(Q) N W, are locally Lipschitz, and converge to respectively u and v in W,
L} (£, m), and pointwise a.e.

Since the derivative is a local object, we can use (4.5) and the classical product

rule to say that
V[ukvk] = ur Vug + v Vug.
We conclude by showing, as in the proof of [18, Lemma 6.3] that

— ugvp — wo in L (Q,m),

— up Vg + v Vug, — uVo +vVu in L2(Q,m),

— and ugvr = Tr(ugvg) — Tru-Tro in LL (T, p).

The lemma follows then from Lemma 9.10 and Theorem 6.6. O
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CHAPTER 10

THE LOCALIZED VERSIONS W, (E) OF OUR ENERGY SPACE W

The aim of this short section is to define local versions of W, which will be useful to
study local solutions to our degenerate elliptic equations. As in the previous section,
we assume throughout that (2, m, 1) satisfies (H1)—-(H6).

In general, we want to localize W with an open set E’ of R", we set

(10.1) E=ENQ,
and define the space of functions W,.(E) by
(10.2) W,(E):={u€ LL(ENQ,m): puec W for all p € C;°(E")}.

It is natural to call this space W,.(E), as opposed to W,.(E’), because it does not
depend on the part of E’ that leaves away from €. But there is an important special
case, when E' C Q and so E = E’ is an open subset of . In this case, the infor-
mation that f € W, (E) does not give any control on f at the boundary 0F (which
may intersect I'), and W,.(F) will be mainly used to give interior estimates for weak
solutions (that will be defined soon). In the general case, F may contain pieces of
the boundary T, and then the fact that f € W,.(E) gives some information on the
behavior of f near E NI, in the same way as the fact that f € W gives a global
information on f near I'. For instance, we can can take for E (the interior in Q of) the
set To U Q, for some dyadic cube @ € D. Obviously W,.(E) C W,.(F) when F' C E,
and in particular W,.(To U Q) C W,.(Tg). In addition, if FF C E, it is not very hard to
find a function u € W,.(F) \ W,(E) - just make |Vu(X)| blows up when X gets close
to E'\ F - and thus the local spaces W,.(E) are all different. Thus for instance

W CW.(Q) € W (),
smooth functions on 2 that possibly explode along I' lie in the last space, while they
only lie in W,(Q) when they are locally controlled near T, and they only lie in W
when in addition their gradient lies in L?(Q,m).
Functions in W,.(E) are not necessarily in L] _(E) (see Section 4 where we defined
W). They still have the a notion of gradient—that may be different from the dis-
tributional gradient—inherited from W. Indeed, if E’ is an open subset of R™ such

that E = E' N Q, consider K any compact subset of E’ and take ¢ € C°°(E’) such
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that ¢ = 1 on K, then we construct the W-gradient of v € W,.(E) on K as the
W-gradient of ¢ gu. As an easy consequence, for u € W,.(E), we have Vu € L (E,m)
(where in fact we just integrate on ENQ, but local means in terms of the open set E’,
or E = E'NQ) and then u € L2 (E,m) by Theorem 5.24. These observations are

loc
summarized in the next lemma.

Lemma 10.3. — Let E = E' N Q, for some open set E' C R™. Then every function
u € W,.(E) lies in L. _(E,m), and its gradient lies in LZ _(E,m).

loc loc

Remark 10.4. — We don’t have many doubts that the reverse inclusion
(10.5) W,(E) > {u € LL.(E,m): Vue L} _(E,m)}.
also holds. The idea of the proof of (10.5) would be to take u € L{ (E) that satisfies

loc

Vu € L% (E,m), and ¢ € C§°(E’). We would set then K’ := supp ¢ which has a
smooth boundary, and we would say that u|x/ can be extended to a function o € W
such that & = u a.e. on K’. Then we would use Lemma 6.21 in order to show that
pu = pu € W. The problem with this proof is that we don’t know any reference for
the extension theorem needed to built @ in weighted Sobolev spaces (an analogue of
[52, Section 1.1.17] in the unweighted case), and we do not want to spend time on

something that we will not need.

The next lemma allows us to speak about traces for functions in the local Sobolev
spaces W,.(E).

Lemma 10.6. — Let E' C R™ be open, and set E = E' N Q as in (10.1). For every
function uw € W,.(E), we can define the trace of w on I' N E by

(10.7) Tru(z) = lim u for p-almost every x e TN E,
259 IB(X,8(x)/2)

and Tru € L2 _(T'N E’, u). Moreover, for every choice of f € W,.(E) and

loc

p € C®(E'), pu € W,.(E) and
(10.8) Tr(pu)(x) = p(z) Tru(x) for p-almost every x e TN E.

Proof. — None of this is too surprising; the trace is a local notion, and W,.(E) is
designed to ba a local space. Let E’', E, and f be as in the statement, and let B a
compact ball in F’, and choose ¢ € C§°(E) such that ) = 1 near B. Then yyu € W
by (10.2), and the analogue of (10.7) for 1u comes with the construction of the trace.
This implies the existence of the same limit for u, almost everywhere in I' N B.

In addition, since ¥u € W, Theorem 6.6 says that Tr(¢u) € H, and then Tr(u) =
Tr(yu) € L*(B,du) (see the Definition (6.5)). Therefore Tr(u) € L (E’,dp), as
announced.

The fact that pu € W,.(E) when u € W,.(E) and ¢ € C*(E’) comes right from
the Definition (10.2) and Lemma 6.21, and (10.8) is immediate because when B and
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1) are as above and p-almost everywhere on B,
Tr(pu) = Tr(¥?pu) = YTr(yYu) = ¢Tr(u)

by (10.7), the formula for the trace of a product of $u € W and a ¥ € C§°(R™),
and the fact that in B, the Formula (10.7) does not see the cut-off 1. O
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CHAPTER 11

DEFINITIONS OF SOLUTIONS AND THEIR PROPERTIES

We now have all the functional analysis needed to deal with the main goal of this
section, which is to define weak solutions to appropriate degenerate elliptic operators,
and give their first properties. We will follow Section 8 in [18] (which itself copies the
frame of the first sections of [45]), and we will refer to [18] for most of the proofs. As
in the previous section, we systematically assume that (Q, m, u) satisfies (H1)—-(H6).

Recall that we intend to work with the degenerate elliptic operators L = — div AV,
where the matrix A : Q@ — M, (R) satisfies the following elliptic and boundedness
conditions:

(11.1) AX)E-¢€> Clw(z)|€)?  for X € Q and € € R™
and
(11.2) A(X)E- ¢ < Caw(x)|€||¢] for X € Q and &, ¢ € R™,

where w is the weight associated to the measure m given in as part of (H4). We shall
also use the “normalized” matrix o := w~' A which satisfies the unweighted ellipticity
and boundedness conditions

(11.3) AX)E-£>CFMEP for X € Q and € € R”
and
(11.4) AX)E-¢ < Cal€l|¢|  for X € Q and £,¢ € R™.

We introduce the bilinear form a defined by

(11.5) a(u,v) :== / AVu - Vv = / AVu - Vodm
Q Q
for any w,v that satisfies / [Vul||Vu|dm < +oo.
Q

The conditions (11.1)~(11.2) entail that a is bounded on W x W (the homogeneous
quotient space) and coercive on W, i.e.,

(11.6)  a(u,u) > O3 ulfy and  a(u,v) < Callullwl|lvllw for u,v € W.

It is also coercive on Wy (no need to take a quotient, because Wy does not contain
nontrivial constant functions).
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Definition 11.7. — Let E C Q be a open set. We say that u € W,.(E) is a (weak)
solution to Lu = 0 in E when

(11.8)  a(u, ) = / AVu -V = / AVu-Vodm =0 for any ¢ € C5°(2).
Q Q

Similarly v € W,.(E) is a subsolution (respectively supersolution) to Lu = 0 in FE
when

(11.9) a(u, ) <0 (resp. > 0) for any ¢ € C5°(2) that satisfies ¢ > 0.

In the rest of the section, we present the analogues of the results in [18, Section §],
and we discuss the differences in the proofs when needed.
The first result enlarges the class of possible test functions.

Lemma 11.10. — Let E C Q be an open set and let u € W,.(E) be a solution to Lu = 0
in E. We write E¥ for EU (I N OE), that is, E' is the union of E with the part of
its boundary that intersects T'. The identity (11.8) holds:

— when @ € Wy is compactly supported in E;
— when ¢ € Wy is compactly supported in E¥ and u € W, (EV);
— when E=Q, p e Wy, andu e W.

In addition, (11.9) holds when u is a subsolution (resp. supersolution) in E, ¢ is a
non-negative test function, and the couple (u, ) satisfies one of the above conditions.

Proof. — See the proof of [18, Lemma 8.3]. This lemma is a consequence of
Lemma 9.18, that gives that the functions in W, can be approximated by smooth
functions. O

The next result proves the stability of subsolutions/supersolutions under max/min.

Lemma 11.11. — Let E C Q) be an open set.

— Ifu,v € W,.(E) are subsolutions (to Lu = 0) in E, then t = max{u,v} is also
a subsolution in E.

— Ifu,v € W,(E) are supersolutions in E, then t = min{u,v} is also a superso-
lution in E.

In particular if k € R, then (u — k)1 := max{u — k,0} is a subsolution in FE
whenever u € W,.(E) is a subsolution in E and min{u, k} is a supersolution in E
whenever u € W,.(E) is a supersolution in E.

Proof. — The proof is the same as the one of [18, Lemma 8.23] and [54, Theorem 3.5].
Lemma 8.5 in [18] shows that the result can be localized into a relatively compact
open subset F' of E. Theorem 3.5 in [54] relies on the fact the bilinear form a is
coercive and continuous (on appropriate local spaces) and on convex analysis. O

In the sequel, the notation sup and inf are used for the essential supremum and
essential infimum, since they are the definitions that makes sense for the functions
in Wor in W,.(E), for E=E'NQ and E' C R™ open.
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In addition, the expression “Tru = 0 a.e. on B”, for a function u € W,.(B N Q),
means that Tru, which is defined on I' N B and lies in L{ (B NT,u) thanks to
Lemma 10.6, is equal to 0 p-almost everywhere on I' N B. The expression “Tru > 0

a.e. on B” is defined similarly.

We now state some classical regularity results inside the domain and at the bound-
ary.

Lemma 11.12 (Interior Caccioppoli inequality). — Let E C Q be an open set, and let
u € W,.(E) be a non-negative subsolution in E. Then for any a € C§°(E),

(11.13) /a2|Vu|2dm§C/ |Val|*u?dm,
Q Q

where C' depends only upon the constant Cy4.
In particular, if B is a ball of radius r such that 2B C Q and u € W,(2B) is a
non-negative subsolution in 2B, then

(11.14) / |Vu|2dm§Cr_2/ udm.
B 2B

Lemma 11.15 (Caccioppoli inequality on the boundary). — Let B C R" be a ball of
radius r centered on T, and let u € W,.(2BNQ) be a non-negative subsolution in 2BN)
such that Tru =0 a.e. on 2B. Then for any o € C§°(2B),

(11.16) / o?|Vul2dm < C’/ |Val?u?dm,
28NN 2BNQ

where C depends only on the constant C4. In particular, we can take o =1 on B and
|Va| < 2, which gives

(11.17) / |Vul?dm < Cr_2/ u?dm.
BNQ 2BNN
Proof. — The proofs of the two lemmas are similar to Lemma 8.6 and Lemma 8.11 in

[18]. There is not any difficulty here, maybe it is worth saying that we use ¢ = a?u,

where « is an appropriate cut-off function; and ¢ is a valid test function due to
Lemma 11.10 and, for the boundary version, Lemma 10.6. O

Let us turn to the statement of the Moser estimates.

Lemma 11.18 (Interior Moser estimate). — Let p > 0 and B be a ball such that 2B C §.
If u € W,.(2B) is a non-negative subsolution in 2B, then

1 »
11.19 supu < C 7/ u? dm> ,
(11.19) = ([

where C' depends on n, Cy, Cg, Cy4, and p.

Lemma 11.20 (Moser estimates on the boundary). — Let p > 0, B be a ball centered
on T, and u € W,.(2BNQ) be a non-negative subsolution in 2B N such that Tru =0
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a.e. on 2B. Then

1
(11.21) sup u < Cp (m(QB)l/ |u|pdm> ,
BNQ 2BNQ
where C, depends only on n, C; to Cs, C4, and p.

Proof. — The proofs for these two results are analogous to the ones of [18, Lemmas 8.7
and 8.12|, and relies on the so-called Moser iterations.

What we need are Lemma 11.11, a Cacciopoli inequality (Lemma 11.12 or
Lemma 11.15, according to the version we want to prove), a Sobolev-Poincaré
inequality (Theorem 5.24 or Corollary 7.9, the balls in the right-hand side of (7.10)
are slightly bigger than the ones in the left-hand side, but the argument can easily
be adapted), and the doubling property (H4). O

The next step is the Holder continuity of solutions. We shall give a few intermediate
results, starting by the density lemmas.

Lemma 11.22 (Density lemma inside the domain). — Let B be a ball such that 4B C )
and u € W,.(4B) be a non-negative supersolution in 4B such that

m({X € 2B, u(X) > 1}) > em(2B).
Then
(11.23) infu > c1,
where C' > 0 depends only on n, Cy, Cg, C4, and e.

Lemma 11.24 (Density lemma on the boundary). — Let B be a ball centered on I and
u € W,.(4B N Q) be a non-negative supersolution in 4B N Q such that Tru = 1 a.e.
on 4B. Then
(11.25) inf u>C71,

BNQ
where C' > 0 depends only on n, C; to Cg and C4.

Proof. — The proof of Lemma 11.22 can be copied from the one of Density Theorem
(Section 4.3, Theorem 4.9) in [36]. The proof of Lemma 11.24 is similar to the one
Lemma 8.14 in [18] (which is itself inspired from the Density Theorem in [36]).

Formally, the ideas of the proof are to say that v = —Inu is a subsolution that sat-
isfies Tru = 0 a.e. on 4B (if needed), and then to use Moser estimates (Lemma 11.18
or Lemma 11.20) and a Poincaré inequality (Theorem 5.24 or Corollary 7.9) in an
appropriate way.

Of course, we need to be very careful: for instance when constructing v, we want to
use Lemma 9.20 in order to verify that v is indeed in W,.(2B), yet the function — In is
not Lipschitz. .. But the pitfalls are the same as in the proof of [18, Lemma 8.14]. O

Next comes oscillation estimates.
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Lemma 11.26 (Interior Oscillation estimates). — Let B be a ball such that 4B C 2 and
u € W,.(4B) be a solution in 4B. Then, there exists n € (0,1) such that

11.27 <
(11.27) oscu < 10s¢ u,
where the constant n depends only on on n, Cy, Cg, and Cy4.

Lemma 11.28 (Oscillation estimates on the boundary). — Let B be a ball centered on T"
and u € W,.(4B N Q) be a solution in 4B N Q such that Tru is uniformly bounded
on 4BNT'. Then, there exists n € (0,1) such that

. < - .
(11:29) 8361 S g () o T
The constant 1 depends only on on n, Cy to Cg, and C4.

Proof. — Lemma 11.26 and Lemma 11.28 can be proved respectively as Theorem 2.4
in [36, Section 4.3] and as Lemma 8.15 in [18]. The proofs work as long as Lemma 11.22
or Lemma 11.24 is true. O

We shall now present the Holder regularity of solutions.

Lemma 11.30 (Interior Holder continuity). — Let x € Q and R > 0 be such
that B(z,2R) C Q, and let u € W,.(B(z,2R)) be a solution to Lu = 0 in B(z,2R).
Set

oscu := sup u — inf u.
B B

B
Then there exists a € (0,1] and C > 0 such that for any 0 < r < R,
(11.31) osc u<C(£)a ;/ u? dm '
' B(z,r) R ’)’I’L(B(l‘,R)) B(z,R) ’

where a and C depend only on n, Cy, Cg, and Ca. Hence u is (possibly after modifying
it on a set of measure 0) locally Holder continuous with exponent a.

Lemma 11.32. — Let B = B(z,r) be a ball centered on T and u € W,.(BN Q) be a
solution in B N Q such that Tru is continuous and bounded on B NT'. There exists
a > 0 such that for 0 < s <r,

(11.33) osc u<C <f> osc u+C osc Tru
B(z,s)NQ r B(z,r)NQ B(z,y/s7)NT

where the constants o, C depend only on n, Cy to Cg, and C4. In particular, u (possi-
bly after modification on a set of measure 0) is continuous on BN§Y, can be extended
by continuity on BN T, and the values of this extension on BNT are Tru.

If, in addition, Tru =0 on B, then for any 0 < s <r1/2

1
s\« 1 2
11.34 <C(=) | —= 2d
(139 500 = () (g [ P)
Proof. — The proof of the two last lemmas are the same as the ones of Theorem 2.5
in [36, Section 4.3] and Lemma 8.16 in [18]. O
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It remains to treat the Harnack inequality.

Lemma 11.35 (Harnack Inequality). — Let B be a ball such that 2B C 2, and let
u € W,.(2B) be a non-negative solution to Lu = 0 in 2B. Then
(11.36) supu < Cinfu,
B B
where C' depends only on n, Cy, Cg, and C4.

Proof. — The proof in [18] uses, roughtly speaking, the condition (H6') to say that
the Harnack inequality can be proved using the classical theory of uniformly elliptic
operators in divergence form.

If we were to have (H6') instead of (H6), we could proceed in a similar manner.
Fortunately for us, the proof in the classical theory can easily adapted to our setting.
This observation was already made in [28], but since our conditions are slightly weaker
than [28], we sketch the proof to check that we don’t have any extra difficulties.

Step 1. The John-Nirenberg lemma. — Let O be an open subset of 2. Suppose
that w € L'(O,m) lies in BMO(O,m), in the sense that that for every ball B C O

(11.37) ][ |lw—wg|dm < Cjy
B

for a constant Cjy independent of B, and where wg denotes f w dm. Then we claim
that for any B C O,

(11.38) ][ exp <p0|w - wB|> dm < C,
B Cin

where pg and C depend only on Cy4 (and n).
The claim is the John-Nirenberg lemma, whose proof uses only the Calder6n-
Zygmund decomposition (see for instance [36, Chapter 3, Theorem 1.5]).

Step 2. The weak Harnack inequality. — Suppose 2B C Q and let u € W(2B) be a
non-negative supersolution to Lu = 0. Then we claim that there exists p; > 0 such
that

(11.39) infu>C™! (][ uP? dm) " ,
B 2B

where C~! depends only on Cy, Cs C4, and n.

For any € > 0, we consider the supersolution @ = u 4+ ¢ > 0 and then v = @~ !.
For any ¢ € C§°(2B), the function v%¢ belongs to Wy thanks to Lemmas 6.21 and
9.20, and is compactly supported in €. So v2¢ can be used as a test function, by
Lemma 11.10, hence

/ ANV - Vvie]dm >0,
2B
that is,
/ "} (AVE- V) dm > 2/ a3 p(AVE - Vu) dm
2B

2B
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hence, by the positivity of o7

(11.40) /ZB(O%VU -Vp)dm < =2 /23 @ 3p(AVE - Vu) dm < 0.

We deduce that v is a non-negative subsolution in 2B, so using Moser’s estimate
(Lemma 11.18), we get that for any p > 0

1
supv < Cp (][ vP dm)
B 3p

2

where C), depends on C4, Cg, C4, n, and p. Using the fact that v = 47!

that

1
(11.41) infa > C, (][ aP dm) .
B 3B

2

, we deduce

The claim (11.39) will be established as soon as we prove that for some p; > 0, one
has

(11.42) (]f dm) (]z dm) <c

with a bound C independent of v and the € used to define %, and we shall now prove
(11.42) using the John-Nirenberg inequality.

Take w = log ; we want to check that w € BMO(3B). We test 4 against the test
function @~ 1p?, where ¢ € C§°(2B) to obtain

2/ o N (AVE - V) dm—/ ©*u "% (AVE - V) dm > 0.
2B 2B

We use the fact that Vw = @~ 'Vu and the ellipticity conditions (11.3)—(11.4) to
obtain

| evupan<c [ oivulveldn,
2B 2B
which implies, by the Cauchy-Schwarz inequality, that

(11.43) / <p2|Vw|2dm§C/ |Vep|? dm.
2B 2B

For any ball B’ C %B of radius 7/, we can built a smooth function ¢ such that ¢ =1
on B', ¢ =0 on §B’, and |[Ve| < 10/r'. Using those test functions in (11.43) gives
that for any B’ C 2B,

(11.44) ][ |Vw|?dm < C(r')~2,

where C' depends only on Cy4. The assumption (H6), i.e., the Poincaré inequality,
infers now that

][ |lw —wp/|dm < C,
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as in (11.37). From step 1, the inequality (11.38) thus holds, that is we can find a
p1 > 0 such that

(11.45) ][ exp (p1|w - w§B|) dm < C.
iB ’

We are now ready for the proof of (11.42). Indeed, just observe that

(7[33 u P dm) (][33 uP? dm> = (7[3]3 exp(—pirw) dm) <]€B exp(prw) dm)

2 2 2 2

= <][3B exp(—p1{w — wgB]) dm) (][B exp(p1[w — wgB]) dm)

2

2
< (7[ exp(p1|w—wsB|)dm> <1,
3B 2

2

[

by (11.45).

Step 3. Conclusion. — We combine (11.39) with Lemma 11.18—the Moser inequality
inside the domain, to get the desired Harnack inequality
supu < C'inf u.
B B
We should require B to satisfy 4B C €2, but we can easily solve this issue by covering B
by balls B’ of smaller radius that satisfy 4B’ C 2B C Q. O

We shall also need the following version of the Harnack inequality, which will be
useful to define the harmonic measure.

Lemma 11.46. — Let K be a compact subset of Q and let u € W,.(Q) be a non-negative
solution in Q. Then

(11.47) supu < Ck inf u,
K K

where Ck depends only on n, Cy, Cq, C4, Cg, Ca, and diam K/ dist(K,T).

Proof. — The proof is the same as the one of [18, Lemma 8.10]. The topological
conditions (H1)—(H2) allow us to connect any couple of points in K by a chain of
balls that says away from the boundary (see Proposition 2.18). The length of the
chain can be bounded by a constant depending only on diam K/ dist(K,99). We
then use the Harnack inequality above on those balls. O
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CONSTRUCTION OF THE HARMONIC MEASURE

We follow Section 9 in [18] and, as in the previous section, we will refer to [18]
when the proofs do not require any new argument.

The objective of the section is, as the title suggests, to construct a harmonic mea-
sure associated to our degenerate operator L = — div AV that still satisfies (11.1)—
(11.2). By harmonic measure, we mean a family of measures wy , where X €  is called
pole of the harmonic measure, such that for any Borel set £ C I', the function ug
defined as up(X) = wy solves the Dirichlet problem
(12.1) { Lug =0 inQ

ug =1 onl.

But (12.1) does not make a lot of sense for the moment. The part “Lug = 0 in ©” is
easy to interpret: we want ug to lie in W,(Q2) and to be a solution to Lu = 0 in .
The part “up = 1g on I'” is harder to understand: we could hope that the meaning
is Trug = 1g p-a.e. on I', but it is unclear that it is possible at this point.

Another issue is the uniqueness: just take Q = R —i.e., I = R""'—and E = §—
i.e., 1g = 0—and we can find at least two solutions (u; = 0 and us = §) to Lu =0
that satisfy both Tru = 0. Imposing that u lies in W is not immediately possible,
since characteristic functions of non-trivial sets do not always lie in H.

Our salvation will come from the maximum principle. And instead of (12.1), we
shall say that the harmonic measure wy is built such that for any g € C§°(R"), the
function defined by

w(X) = /Fg(y)dwf(y)

lies in W, is a solution to Lu = 0, and satisfies Tru = g. Let us now give a full
presentation.

We say that f € WL if f is a linear form on Wy that satisfies

| (Fy0dw-1w, | < Crllvllw,

where we anticipate slightly and denote by (f, U>W—1,Wo the effect of f on v. The best
constant Cy in the inequality above is denoted | f||w-:.
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Let us give first the existence and uniqueness of solutions u € W to Lu = f and
Tru = g, where f € W~! and g € H are given.

Lemma 12.2. — For any f € W~ and any g € H, there exists a unique u € W such
that

(12.3) / AVu - Vvdm = <f’v>W—1,W0 for all v € Wy,
Q
and
(12.4) Tru=g a.e onT.
Moreover, there exists C > 0, independent of f and g, such that
(12.5) [ullw < C(llglla + £ llw-1)-
Proof. — The lemma follows from the extension theorem (Theorem 8.5) and the
Lax-Milgram theorem. Details are given in the proof of [18, Lemma 9.1]. O

The next result needed is a maximum principle. In its weak form, the maximum
principle is as follows.

Lemma 12.6. — Let u € W be a supersolution in § satisfying Tru > 0 p-a.e. on T.
Then u > 0 a.e. in €.

Proof. — Take v := min{u,0} < 0; we want to prove that v = 0. Lemma 9.20 allows
us to say that v € W, Vv = Vul, <o}, and Trv = 0 a.e. in I'. In particular v € Wy,
which makes v a valid test function to be tested against the supersolution u (see
Lemma 11.10). This gives

(12.7)

0> / AVu-Vodm = / AVu-Vudm = / AVv-Vvdm > C; |Vl > 0.
Q {u<0} Q
that is, ||Vv||lw = 0. Yet, ||.||w is a norm on Wy 3 v, hence v = 0 a.e. in . O
Here is a stronger form of the maximum principle.

Lemma 12.8 (Maximum principle). — Let u € W be a solution to Lu = 0 in . Then

(12.9) supu < sup Tru
Q r

and

(12.10) infu > inf Tru,
Q r

where we recall that sup and inf actually essential supremum and infimum. In partic-
ular, if Tru is essentially bounded (for the measure u), then

(12.11) sup |u| < sup | Tru.
Q r

Proof. — Let us prove (12.9). Write M for the essential supremum of Tru on I'; we
may assume that M < 400, because otherwise (12.9) is trivial. Then M —u € W and
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Tr(M —u) > 0 a.e. on I'. Lemma 12.6 yields M — u > 0 a.e. in Q, that is
(12.12) supu < sup Tu.
Q r

The lower bound (12.10) is similar and (12.11) follows. O

The harmonic measure will be defined with the help of the Riesz representation
theorem (for measures), so we need a linear form on C§(T'), the space of compactly
supported continuous functions on I'. We also write C} () for the space of continuous
bounded functions on .

Lemma 12.13. — There exists a unique linear operator
(12.14) U: CT) — C(Q)
such that, for every every g € CJ(T),

(i) if g € CY(T)N H, then Ug € W, and it is the solution of (12.3)—(12.4), with
f =0, provided by Lemma 12.2;

(ii) supUg = supg and inf Ug = inf g;
Q T Q T

In addition, U enjoys the following properties:

(iii) the restriction of Ug to T is g;
(iv) Ug € W,(9) and is a solution to Lu =0 in §;
(v) if B is a ball centered on T and g =0 on B, then Ug lies in W,.(B N Q);

Proof. — The proof of the existence of U and its properties is similar to the one of
Lemma 9.4 in [18]. Still, let us give a sketch of the proof of existence for U.

First, we use (i) to define U on C§(I') N H. Lemma 12.8 proves that (ii) is satisfied
for any g € CJ(T') N H, and in particular

U:CYT)NH — CYQ)

is a continuous operator if we equip both CJ(I') N H and C?(Q2) with the norm ||. | s-
Then, observe that the space 3(I') N H contains all the restrictions to I' of functions
in C§°(R™), and hence J(I')N H is dense in C(T') (equipped with the norm .|« ). We
define U : CJ(T") — C2(Q) as the only bounded extension of U : C3(T')NH — C(2),
and in particular (ii) is preserved.

The property (iii) is true when g € CJ(I') N H thanks to Lemma 11.32, and the
property is kept by the extension. The property (iv) is true when g € C§(I') N H by
Lemma 12.2, and can be extended for all ¢ € CQ(I') with the help of Cacciopoli’s
inequality (Lemma 11.12). As for the property (v)—which is immediate by construc-
tion for any g € CQ(I') N H—we prove it by approaching g € CJ(I') by functions
in C§(I') N H and we use Lemma 11.15 to control the estimate on the gradient when
we take the limit.

The uniqueness of U is also immediate, since (ii) forces U : C§(T") — CP(Q) to be
the continuous extension of U : CJ(I') N H — C{(Q) given by (i). O
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Lemma 12.15. — For any X € (), there exists a unique positive reqular Borel mea-

sure wX = wf on I' such that

(12.16) Ug(X) = /Fg(y)dwx(y)

for any g € CY(T'). Besides, for any Borel set E C T,
(12.17)
wX(E) = sup{wX(K): ED K, K compact} = inf{wX(V): ECV,V open}.

In addition, the harmonic measure is a probability measure, that is
(12.18) wX(I) = 1.

Proof. — The first part, that is the existence of a positive regular Borel measure
satisfying (12.16), and the property (12.17), is immediate by applying the Riesz rep-
resentation theorem (see for instance [53, Theorem 2.14]) to U. The positivity of the
harmonic measure comes from iIgllf Ug = hllf g given by Lemma 12.13 (ii).

The fact that w* (I') < 1 comes from the fact that sup Ug = sup g. We can prove
Q r

that wX (T') > 1 by using the Holder regularity at the boundary (Lemma 11.32). See
the proof of Lemma 9.6 in [18] for details. O

Lemma 12.19. — Let E C T be a Borel set and define the function ug on )
by up(X) = wX(E). Then
(i) if there exists X € Q such that ug(X) =0, then ug = 0;
(ii) the function ug lies in W,.(2) and is a solution in Q;
(iii) if B C R™ is a ball such that EN B = 0, then ug € W,.(BNQ) and Trug =0
a.e. on B.

Proof. — The proof of this result is analogous to the one of Lemma 9.7 in [18].
Here are some of the main ideas. The proof of (i) is quite easy. We approach 1g
by g € CJ(T'), and compare ug with u, = Ug. We get that |ug(X) — up(X)| = ugy(X)
is as small as we want.

Then we use Lemma 11.46 to say that 0 < ug(Y) S ug(Y) S ug(X) <€, and we
let € tend to 0.

The proofs of (ii) and (iii) are longer. They consist in approaching ug by func-
tions ug = Ug that have all the desired properties by Lemma 12.13, then control-
ling Vu, uniformly with the help of Lemma 11.12 and Lemma 11.15. We eventually
use Lemma 11.30, Lemma 11.32, and Lemma 12.8 to ensure that the u,’s are nice
functions that satisfy g < h = ug < uy. ]
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CHAPTER 13

BOUNDED BOUNDARIES

So far, in Section 5 and hence in all the sections following it, we have been working
with a boundary set I which is unbounded, and hence an unbounded domain 2 too.
But it is some times interesting, and not too difficult, to deal with bounded sets I". In
this section we describe how to modify our assumptions, and some times the proofs,
to extend the results of this paper to the case of bounded I'. So let us assume now
that T = 09 is bounded, and (to normalize things) that

(13.1) 0el and diam(T') = Ry > 0.

There will be two slightly different cases to consider, Case 1 when €2 also is bounded
(and connected—due to (H1)), and Case 2 when  is the unbounded component
of R"\T'. When the dimension of T" is smaller than n — 1, we are in Case 2, but Case
1 is interesting too, especially in the context of mixed co-dimensions, where we may
do it on purpose to add pieces of boundary that isolate some parts of a domain. That
is, even if we start with the unbounded component of R \ T', we could for instance
add to I' a large sphere like S = 0B(0,2Ry) to I', and restrict our attention to the
bounded component of R™ \ (I' U §) that touches S because this is simpler.

Most of the results above are local, in the sense that they rely on computations that
do not go too far. The only difference that it makes on our assumptions is that—if
Q is bounded—we need to take the r in (H1) not too large, for instance not bigger
than diam 2, while the unbounded case will require that r to be taken in the full
range (0, +00).

Observe also that in the case where I' is bounded, we just need the analogue of
(H1)-(H6), where we keep the same statement as before but only ask (H1) and (H3)
to hold when B(z,r) C By = B(0,2Ry), and (H2) to hold for points X,Y € By (the
other case would follow anyway). When €2 is also bounded, we can restrict to B(0,2R,)
in the definition of (H4) (the absolute continuity and doubling property for m) and
(H6) (the density and weak Poicaré inequality for m). One could see such apparent
weakening as an improvement, but it is easy to check that the cases that we dropped
are automatically true for bounded T’ and/or 2. However the truth is that we are
not really interested in studying wild weights w far from I', and a simple monomial
equivalent at infinity would probably be enough.
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With these assumptions, most of our local estimates still hold, with very little
changes in the proofs. Let us be a little more specific.

We keep the definition of W as it was. Notice that constant functions still lie in W
(with a vanishing norm); depending on the behavior of m far from I', the functions
u € W may have a more or less rich behavior near infinity, but let us not bother yet.
Section 4 goes through without modification (we kept the same assumptions on m
alone).

The definition of dyadic pseudocubes has to be changed a little bit: we only use
the partition I" = Uje(% Q;? for k > ko, where kg is such that 2% ~ 4Ry, and also it
is customary to take for k = k¢ the trivial decomposition into a unique cube Qg =T
Of course, all the subsequent sums in £ will be restricted to k > k.

Then, even in the definition of the access regions y(z) (as in (5.8)) for unbounded
domains 2, we will only consider cubes of size at most C' Ry, and so our access regions
will be bounded. We are not shocked because for many of our results we already
considered the truncated regions of (5.11). The results of Section 5, and in particular
the improved Poincaré inequality in Theorem 5.25, are local and stay the same, but
we only consider sets that are contained in C By. Recall however that the case of balls
B such that 2B C 2, even when B is large, is taken care of in Lemma 4.7, so we will
never be in real trouble anywhere.

Our Definition (6.5) of the Hilbert space H on I stays the same; as before constants
lie in H, with a vanishing norm. Theorem 6.6 on the existence of a trace operator is
still valid with the same proof. The proof does not use the values of u € W at distance
more than CRy from I', so we may even forget the corresponding part of ||f||w in
the estimate for || Tr(f)||z. That is,

(13.2) I Trul} < / Vu(Z)[? dm(Z).
{ZeQNB(0,CRo)}

Another way (softer but just a bit more complicated technically) to check this is
to notice that, when 2 is unbounded, we may always truncate any u € W in the
following way. We select a smooth cut-off function ¢ such that ¢ = 1 in By and
¢ = 0 outside of 2By, pick a ball B; of radius Ry such that B; C 2By \ By and
B, touches 9By, let m; denote the average of u on By, and consider the “truncated”
function ¥ = ¢u + (1 — ¢)my. Obviously u has the same trace, and is would be
easy to see, using the extension of Lemma 4.7 to a (2,2)-Poincaré inequality, as in
Theorem 5.24 with p = 2, that f € W, with ||f]|3, < C [,p, IV f[?dm. Of course all
this is much easier if w is reasonably smooth on 2By \ By.

The product rule for the trace and gradient (Lemma 6.21), as well as all the local
algebraic formulas, go through. Similarly, the Poincaré inequalities on the boundary
(Theorem 7.1 and Corollary 7.9) stay the same, except that we restrict to balls of
radius at most 10Ry, say.

Our extension theorem (Theorem 8.5) is still true; the construction also easily
gives that Ext(f) is constant on R™ \ CBy (when  is unbounded), and we can take
the constant equal to the average mg = fF fdu. The simplest way to see this is to
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consider f — myg and use the Formula (8.3), but restrict the sum to Whitney cubes of
size at most C'Ry. Or said differently, for the function f — mg we can use y; = 0 for
all the large Whitney cubes.

There is no difficulty with the density or algebraic results of Section 9, and the
local spaces of Section 10 are (just a bit) simpler. The definition of solutions is local,
and all the regularity theorems for solutions found in Section 11 stay the same. This
statement may look obvious, we are saying since the beginning of the section that all
the results are exactly the same for bounded I'" and unbounded I', but let us observe
the following interesting fact. The boundary regularity results, such as Lemmas 11.20
and 11.32, hold for all balls B centered at the boundary even when the radius of B is
way bigger than the diameter of I', and so can be applied for instance to the Green
functions—that we shall introduce in a next paper.

Let us now review the basic features of the harmonic measure. Its construction given
in Section 12 still goes through; that is, the existence of solutions as in Lemma 12.2
is still valid, by Lax Milgram, and so is the maximum principle that allows one to
solve the Dirichlet problem for f € CJ(I') = C°(T). Thus w” is defined (by the
Riesz representation theorem), and is again a probability measure because the best
extension of the function 1 is 1.

If T is bounded and €2 is the unbounded component of R™\T', then Brownian paths
leaving from X € Q have a nonzero probability of never touching I' before going to
infinity. It means that the classical harmonic measure—defined from the Laplacian—
is not a probability measure. This simple case is however not included in our theory;
indeed the assumption (H5) fails for large r when we take u as the surface measure on
the bounded set I' and m as the Lebesgue measure on 2. On the contrary, our theory
roughly says that a modified Brownian motion, that imposes a drift in the direction
of I" when we are far from it, is sufficient to guarantee to touch I with probability
one.

For the two last sections, where we study the Green functions and the harmonic
measure, leading to a comparison principle, we do not assume that I'" is unbounded
anymore. So both I' and €2 can be bounded or unbounded, and we believe that the
case where I' is bounded and 2 is the unbounded component of R™ \ T' is the most
tricky one.
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CHAPTER 14

GREEN FUNCTIONS

We associate Green functions to the degenerate elliptic operator L. A Green func-
tion is, formally, a function g defined on © x £ and such that for any y € €, the
function g¢(.,y) satisfies (12.3) and (12.4) with f = §, - the Dirac distribution at the
point y - and g = 0.

The harmonic measure can be seen as a fundamental tool to solve the problem
Lu =0 in © with Tru = g on I', while the Green function is a key ingredient to be
able to solve Lu = f in 2 with Tru = 0 on I'. Their properties are actually related,
as we shall see in Section 15.

Let us recall that, as in the previous sections, we assume (H1)-(H6), and (11.1)-
(11.2).

In order to define the Green function in our context, we will follow closely the proof
of Griiter and Widman [33] (as in [18]). In the article [33], the authors proved the
existence of the Green functions g(.,y) by taking a weak limit of some g¢°(.,y) that
solves Lu = f# and Tru = 0 for some f” that ‘approximates’ the delta distribution §,.

Some difficulties appears when we try to get ‘local’ estimates, i.e., when the distance
between z and y is small compared to the distance of both points to the boundary.
Those estimates are needed to show that our ¢”(.,y) are uniformly bounded in some
good space. We solve those difficulties by using methods inspired from [26], where
the authors deal with degenerate elliptic operators but they define Green function via
another method.

For short, we claim here that Griiter and Widman’s method can be applied—up
to few changes—to obtain Green functions in a large varieties of situations, and for
instance doesn’t require to have a global Sobolev inequality.

Instead of giving a big theorem for the start, as in [18], we choose here to divide the
work, and prove plenty of small lemmas, whose proofs are sometimes omitted because
they are the same as in [18]. The important results are gathered at the end of the
section, in Theorem 14.60.
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Definition 14.1. — Let y € Q and p > 0 satisfy 100p < §(y). The function g*(.,y) is
the function in Wy that satisfies

(14.2) / AVY°(.,y) - Vodm = ][ vdm for all v € Wy,
Q B(y,p)

as given by Lemma 12.2.
Notice that the definition makes sense, because v — fB(y ») vdm is a bounded

linear form on Wy (and hence an element f? € W~! to which we apply the lemma),
by the doubling condition (H4) and the Poincaré inequality Corollary 7.9. The norm
of f# in W~ depends on y and p, but it doesn’t matter.

Since y will be fixed for a long part of our section, we write in the sequel g
for g#(.,y) and B, for B(y, p). Then the condition (14.2) in the definition becomes

(14.3) / AV -Vodm = ][ vdm for all v € Wy,
Q B,

We deduce at once from the definition that
(14.4) g” € Wy is a solution to Lu =0 in 0\ B,.
In particular, by Lemmas 11.30 and 11.32, the function g” is continuous on Q \ E.

Lemma 14.5. — For all y € Q, the function g° = g°(.,y) is nonnegative.

Proof. — The proof of this fact is identical to the one given for [18, Lemma 10.1],
and relies only on the stability of Wy provided by Lemma 9.20. O

We now prove pointwise estimates on g” and start with the case when z is far
from y.

Lemma 14.6. — If z,y € Q are such that 10|z — y| > §(y), then

lz —y|?
m(B(y, |z —y])NQ)’

where C' depends on Cy to Cg, C4, and n.

g°(z) <C

Proof. — Let R > 6(y) > 100p > 0, and write Br for B(y, R). Let p be in the range
given by Corollary 7.9; that is, any p € [1,2k), where k is a constant that depends on
the geometry, will do. We want to prove that for all ¢t > 0,

m({e € Br, /(@) > 1) _ , (tm(Brn®))~
m(BR n Q) - R?
with a constant C' independent of p, ¢ and R. The proof of the claim is analogous to

the one in [18], but we repeat it because we will use similar computations later on.
We use (14.3) with the test function

2 1 \* 2 1
14.8 =(2-——) = 0,2 - —
(148) o= (7)) =™ 0] )
(and p(z) = 0 if g°(z) = 0), which lies in Wy by Lemma 9.20.

p
2

(14.7)
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Set Qg = {z €, g°(z) > s} and observe that ¢ is supported in €;/,. Hence

P.gP D)
(14.9) a(gp,sO):/ Mdmz][ pdm < —
Q)2 (gp) B, t
and then, thanks to the ellipticity condition (11.3),
p|2
(14.10) / Ve |2 am < &.
Q.. (8°) t

Pick a point yo € I such that |y — yo| = 6(y). Set By for B(yo,2R) D Bg. Define v
by v(z) := (In(g°(z)) — Int + In2)*; then v € W, too, thanks to Lemma 9.20, and
|Vo|? = |Vg?|?/(g”)?. Corollary 7.9 (the Sobolev-Poincaré inequality at the bound-
ary) implies that

/ wPdm | <CRm(BrNQ)r 2 / Vo2 dm
(14.11) Q,2nBr Q,/2n2Bx

< CRm(BRNQ)r 3t

by (14.10) and (H4). Yet, v > In(2) on €, and thus the above inequality gives that
(14.12)

2

[N

m(Bg N Q)t> E

R? ’
The claim (14.7) follows. We are now ready to establish pointwise estimates on g
when z is far from y. We now aim to prove (14.7) with a constant independent of p.
Set R = 10|z —y| > &(y). By (14.4), g € Wy is a solution to Lu = 0 in 2\ B,, so we
can use Moser’s estimates; we claim that we get that

¢ / g’ dm.

m(B(z, R/2) N Q) JB(z,r/2)n0
When §(z) > R/50 we apply Lemma 11.18 in the ball B(z, R/100)), and when
d(z) < R/50 we apply Lemma 11.20 in the ball B(zg, R/25), where z( is such
that |z — x| = §(x). We can use (H4) to replace the measure of the ball by
m(B(z, R/2) N Q).
We can use now the fact that B(x, R/2) C Bg and Cavalieri’s formula (see for instance
[20, p. 28, Proposition 2.3]) to get that

+oom .
(14.14) o (2) < /0 mdt.

Take s > 0, to be chosen later. We bound the interior of the integral above by 1 when
t < s, and for t > s we use (14.7), which we apply with some p > 2 (this is possible);

m(QNBg) < m(uNBg) < RP[m(BrNQ)]) "5t~ % < m(BrNQ) (

(14.13) o () <

SOCIETE MATHEMATIQUE DE FRANCE 2023



100 CHAPTER 14. GREEN FUNCTIONS

we get that

mQtﬂBR dt+/+oo m(thBR)dt

QﬂBR m(QﬂBR)

(14.15) 5/0 1dt+<(B;£Q))> /:ooté’dt

1+ (]

Now we minimize the right-hand side in s. We find s ~ R*/m(Bg N ) and then
g°(z) < R?/m(Bgr N ). Since R = 10|z — y|, the lemma follows from (H4). O

The next result deals with the case when x and y are close to each other.

Lemma 14.16. — If z,y € Q are such that 40p < 2|z — y| < §(y), then
3w r? dr

|z—y| m(B(y,r)) 77
where C' depends on Cy to Cg, C4, and n.

#(2)<C

Proof. — The proof of this result in the classical case, at least the one in [33], uses
a global Sobolev equality. In our setting, we don’t have Sobolev embeddings, only a
Sobolev-Poincaé inequality (Theorem 4.7), and the L? norm given in the right-hand
side of our Sobolev-Poincaré inequality may just be L?T¢. In particular, we have no
reason to get close to the desired L?*/("=2),

Fortunately, the slight improvement in the exponent of the LP space given by
Theorem 4.7 will br—us for Lemma 14.6—sufficient. Even better, the proof will follow
the same ideas as Lemma 14.6.

Let jo > 0 be the biggest integer such that 270*!|z — y| < §(y). To lighten the
notation, we write B’ for B(y, 2’|z —y|). We shall prove that for any j between 0 and

jO - 17
2z — y|)?
(14.17) sup g°— sup g¢g°< CM.
Bi+1\BJ Bi+2\ Bi+1 m(B;)
We write g} for g” — supp;+2\ g1 8”. We also write Q, ; for {z € Q, g§ > s}. Notice
that B7+2 C Q, and SUPpg;+2\gi+1 = SUPQ\ Bj+1 by the maximum principle. Hence,
Qs; C B! when s > 0. Let ¢t > 0 be given; we use again (14.3), but with the test

function N
2 1
SDJ'(Z) = <t - (95(2))+> )

to get, as we did for (14.9),

Qi/2; 9; B,
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and by (11.3)

Vg’ |?
(14.18) / %dm <<
Q)2 (gj) t
Set v;(2) = (In(g}(z)) — Int + In2)*; as before v; € W, it is supported in

Qi/2,; C B!, and |Vu;| = [Vg]|/g} on Q;/5. Since v; = 0 on BIt?\ B/H! C Q, we
can apply Theorem 5.24 and Remark 5.27, and we get that

P . . 11
lv;|Pdm | < C2F 'z —y|lm(BItH)r—2 / |Vv,;|? dm
(14.19) </Qt/27j ! oy

< C|zx —y|m(BI)r 3t 2
by (14.18) and (H4), where p € [k,2k] plays the role of kp in Theorem 5.24 and
Remark 5.27, and we are mostly interested in p = 2 there which yields p = 2k here.

Of course C is independent of j. Since |v;| > 1In2 on Q;; and Q; ; C Qs ;, (14.19)
implies that

1

2

b

m(Qy,;) tm(B?Y) \ ?
(1420 o< (whor)
The rest of the proof of (14.17) is similar to what we did for Lemma 14.6. Since
g/ is a solution in B/ \ B/~!, we can use the Moser inequality inside B/*>\ B/~
to get that for z € B/ \ B, gf(2) is smaller—up to a constant—than its average
on B(z,271%z — y|). The measure of this last ball is equivalent, by (H4), to the
measure of Bj o and thus for any z € B/T1\ B

m(Q ;)
P < 14 J
(14.21) 95(2) S fB]H dm = / m(B2) dt

(compare with (14.14)). Again we split the last integral into two pieces, and for the
second one we use (14.20); we obtain that for all z € B/*1\ BJ

gf(Z)S/OsldtJr (M)_g /S+Oot—’z’dt

(GRS |

where we can choose p, which comes from Theorem 5.24 (for instance applied with
the exponent 2), strictly bigger than 2. We optimize in s and take the supremum in z
to get the desired estimate (14.17).

We can use (H4) to rewrite (14.17) as

(14.22)
<s

~

JH+1.._
27 =yl r2 dr

(14.23) sup g’— sup ¢’<C Bl
Bi+1\Bi Bi+2\Bi+1 29 |z—y| m(B(y,r)) r

This was for j < jg, but for j = jo, we will be able to apply Lemma 14.6.
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Recall that 27072|z — y| > §(y) by definition of jo; hence for z € B+l \ B we
have |z — y| > 27|z — y| > 6(y)/10 and by Lemma 14.6 and the same trick as for
(14.23),

sup g’ <C — <
Bio+1\ Bio 290 |z—y| m(B(y,r)) r

Now, since g, is continuous around z (by the interior Holder estimates and (14.4)),

20T |z —y| r? dr /5(9) r? dr
2]'o|x_y| m(B(:%T)) r .

Jo—1
g’(x)< sup g< sup g+ » [ sup g’— sup g
Bl\BO Bj0+1\Bjo =0 Bj+1\Bj BJ+2\BJ'+1

8(y) 2 Jo=1 p29t z—y| 2
< / LA / o dr
270 |z—y| m(B(y?T)) r j 27 |z—y| m(B(y,r)) r

=0
< /5(?/) 1”2 ﬂ
~ |z—y| m(B(yaT)) r

Lemma 14.16 follows. O

Before we continue to prove estimate about Green functions, we take a little time
to talk about cut-off functions. Pick ¢ € C>®°(R;) such that 0 < ¢ < 1, ¢ =0
on (2,+00), ¢ =1on [0,1), and |¢'| < 2. If we want a cut-off function adapted to the
ball B(x,r), the first choice will be
(14.24) al(y) == ¢ ('x — y') .

r

If the above cut-off function fails to work, we might try to use a cut-off function that
involves logarithms, in the spirit of the one used by Sobolev. For instance, if we work
on the Green function for the unit disk (with the classical Lebesgue measure) on R?
the good cut-off may be
20 In(6(y)/r) >

(1429 0 = (Lgate =an)
In the classical theory, where the domains are equipped with the usual Lebesgue
measure, we would use a' when n > 3 and o? when n = 2. In our article, a' or
a? may be needed, or something different. The cut-off functions that we shall need
depend on the measure m and the purpose of the next lines is to define them.

We define the function y = 7, on (0,d(y)) by

3(y) 2 dt
14.26 y(s) = / -
(1420) A A PR
The function «y is well defined (because m(B(y,t)) > 0 since m is doubling on ),

and decreasing. In addition, ¢ — m(B(y,t)) is continuous, because m is absolutely
continuous with respect to the Lebesgue measure (and not because m is doubling),
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and so v is of class C!, with a derivative equal to

s
14.27 ) P —
(420 NI
Next we use our function - and set
(14.28) ar(s) :=¢ (M) for 0 <7, s < v(y).
(s)
By construction,
(14.29) ar =1on [0,r),
1
(14.30) ar(s) = 0 when y(s) < ify(r),
and a, is of class C! on (0,5(y)), with a derivative equal to — WIEY‘E)SA)YQ(T) ¢ (18) Thus
1
(14.31) al. is supported on the interval where 57(7‘) < (s) < ~(r)
(recall that v is decreasing), and
/!
(14.32) o ()] < 8 ).
(r)

We shall also need a variation of the maximum principle (Lemma 12.6).

Lemma 14.33. — Let FF C R™ be a closed set and E C R™ an open set such that
F CECR" and dist(F,R" \ E) > 0. Let u € W,.(ENQ) be a supersolution for L
in QN E such that

(1) / |Vul? dm < +oo,

ENQ

(ii) Tru >0 a.e. on T'NE,

(iii) v >0 a.e. in (E\ F)NQ.

Then v >0 a.e. in ENQ.

Proof. — The proof of this result is the same as the one of [18, Lemma 11.3]. O

We are now ready to establish a lower bound on g°(x) when z and y are close.
Those lower bounds are not necessary in our article to prove the existence of the
Green function, and a reader who is only interested in existence can skip the next
lemma.

Lemma 14.34. — If z,y € Q are such that 40p < 2|z — y| < §(y), then
w2 gt

|z—y| m(B(yat)) t’

where C' > 0 depends on Cy, Cg, Ca, and n.

g°(z) > C~!

Proof. — The first point that we need to verify is that g°(x) is increasing when z — y,
at least in a weak sense, and when |z — y| is way bigger than p. Pick r > 10p. The
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function v, := (supp \p, /2 g°) — g°—when B, denotes as usual B(y, s)—is a solution

to Lu = 0 in O\ B, /2. Moreover we can easily observe that Trv, > 0 and v, > 0
on B, \ B, /5. We can apply Lemma 14.33 with £ = R™\ B, ; and F = R"\ B,, and
in particular (i) holds because g” € Wy; we deduce that v, > 0 in Q\ B, 5, that is,
(14.35) sup g° < sup g”°.

Q\BT/Z BT\B’I‘/2

For the rest of the proof, we write r for |z — y|, and for ¢ > 0, we set r; as the only
value such that

(14.36) v(r;) =27 (r).

Such a point exists, because v is a (strictly) decreasing continuous function with
~v(6(y)) = 0. Notice that rg = r, and {r;} is an increasing sequence whoes limit is d(y)
(but we won’t go that far). First, we use the test function on 7;(z) := a,, (|z — y|) in
(14.3). Thanks to (14.31), Vn; is supported in B,, \ B,, and one obtains

1:/ AVG - Vi dm < / Va? |l (1 — y)| dm
By, \Br, Bry\Br;

v(r1)
: :
c |z —y|?
(14.37) < / |Vg?|? dm / dm
v(r1) By, \Bry B, \Br, m(B(y, |z — y[))?
We now want to prove that
|z — y|? " 5?2 ds
(14.38) / dm < C/ ———— < Cy(ry).
B, \B,, M(B(y, |z —yl))? n m(Bs) s '

The second part is just the definition of v(r1) (we integrate further); the first inequality
will be a little longer to prove, because we want to avoid the unpleasant situation
where B,., \ B, is a very thin annulus.

Let C4 denote the doubling constant for m, as in (2.3), then set Cj = 2Cy +4, and
let 7 > 0 be small, to be chosen soon, depending on Cj.

First assume that (1 4+ 7)r; < r9 < 2ry. Then the integrand on the left is compa-
rable to r?m(B(y,2) "2 and m(B,, \ B,,) is comparable to m(B(y,r2); the desired
inequality follows, with a constant that depends on 7, because f:f % > C7~!. When
ro > 277, this is also easy: cut B, \ B,, into annuli of modulus comparable to 1, and
prove the inequality separately on each one as we just did.

We may now assume that ro < (1 + 7)r1; our defense will be that this does not
happen in the present circumstances.

We claim that if 7 is chosen so small that Cj7 < 1, 75 < (1 + 7)ry implies that
1+ Cyr)r1 = 6(y).

Indeed, suppose instead that (1 4+ Cj7)r; < 6(y). By definition, v(r1) = 2v(r1),
hence by (14.26)

T2 42 dt Sw) g2 dt (1+Cym)m 12 dt
(14.39) / 7—=/ 7fz/ @
1 m(B(ya t)) i ro m(B(ya t)) t (147)r1 ’I’TL(B(y, t)) t
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The left-hand side is at most (ry — r1)rem(B,, )~ < 27r?m(B,,)~! because 7 < 1,
and the left-hand side is at least [(C} — 1)7r1][(1 + C4j7)r1] m(Ba,, )~ because
Cit < 1; since m(Ba,,) < Cym(B,,) because m is doubling, this is at least
C;H(Cy —1)1rim(B,,)'. We chose C; = 2C + 4, and the ensuing contradiction
proves the claim.

For the purposes of this lemma, we can take 7 = (100C;)~!, and then we just
proved that (14.38) holds as soon as (14 1072)r; < §(y). Similarly,
2

Titl g2 (s
< - < )
72 4m < c/ m(B) s =)

/ |z —y|?
By i1 \Bur m(B(y, |z — y
as long as (1 +1072)r; < 6(y). We want to show that this does not happen for i < 2,

so we need a control on the variations of §(y) — r; along our sequence. Let us check
that

(14.40)

(14.41) 0(y) —ri <3(6(y) — rix1) for ¢ > 0 such that r;y; > gﬁ(y)

Suppose not, set R = §(y) — 3(6(y) — ri+1) > 7i, and observe that (as in (14.39))

Tit1 2 Tit1 2 4(y) 2
AP S R )
R m(B(yat)) t [ m(B(y7t)) t Tit1 m(B(y7t))t

i

When we replace m(B(y,t)) by the larger number m(B(y,r;+1)) on the left-hand
side, we get a smaller integral; similarly, when we replace m(B(y,t)) by the smaller
number m(B(y,r;+1)) on the right-hand side, we get a larger integral. Hence

SRt tdt < fi(fl) tdt. Notice that R > 6(y)/2 because r;41 > 26(y) and the interval
on the left is twice as long as on the right; this gives a contradiction, and (14.41)
follows.

We may now prove that in the present circumstances, (14.38) holds, and even
(14.40) for 0 < ¢ < 2. Indeed, we start from rq = r = |z — y| < (y)/2,
so 0(y) —ro > 0(y)/2, and it follows from a short iteration of (14.41) that
§(y) —ra > 8(y)/24, and so (1 + 1072)ry < 6(y).

We may now return to (14.37). Since v(r1) = v(ro) = v(r) by (14.36), (14.37) and
(14.38) imply that
(14.43) 1< i/ |Vg?|? dm.

v(r) By \By,

Next, since g” is a solution to Lu = 0 in B,, \ B,, we can use the Cacciopoli
inequality (Lemma 11.12) with the test function 73(z) := oy, (Jz —y|)[1 — e (|2 —y])],
which lies in C§°(B,, \ B,) and satisfies 7o = 1 on B, \ B,,. This yields

/ Va2 dm < C / PVl dm < C suwp (¢°)’ / Va2 din.
Br2\Br1 Brg\Bro Br3 BTO

Brg\By,
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We bound the gradient of 7y with the help of (14.32), (14.27), and (14.36). We find

that |V, (z)| < %% So by (14.40)

IA

C |z — y|? C
[V |* dm < 7/ dm < —.
/BTS\BTO v(r)? B \Br, m(B(y, |z — y]))? (r)
As a consequence,

/ Vel dm < suwp (g)’
Bry\Br, v(r) Bry\Br,

and, together with (14.43),

(14.44) 1< sup (g°)%

2
v(r) Brg\Br,

To conclude, we invoke (14.35) and then the interior Harnack inequality
(Lemma 11.35), to get (since rg =)

sup g° < sup g < Cg°(x).
Bys\Brg B,\B,/;

We use the above estimate in (14.44) and notice (r) is exactly the bound required
for Lemma 14.34 (see (14.26)); the lemma follows. O

Lemma 14.45. — Suppose that p < 10725(y) and r < 6(y)/2, and set B, = B(y,r) as

usual. Then 5w)
v s? ds
|Vgp|2dm§0/ _
/Q\BT T m(B(yv S)) s

where C' > 0 depends on Cy to Cg, Ca, and n.

Proof. — By (14.3) for the test function v := g” (and the elliptic condition (11.3)),

(14.46) /|Vg”|2dm§/(§¥Vgp-Vg”dm: g’ dm.
Q Q B,

Then cut the last integral in two; this yields

/ |Vg?|?dm 57[ (g” —][ g° dm> dm+][ g dm
Q B, Bsop\ B2sp Bso,\Basp

§f gp—][ g’ dm dm+f g’ dm.
Bso, Bso,\Bas, Bso,\Ba2s,

We use the Poincaré inequality (Theorem 5.24) to bound the first integral, and
Lemma 14.16 to bound the last one. Notice in particular that 40p < 2|z — y| < d(y)
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for x € Bso, \ B2sp, so the lemma applies. This gives

w2 g
/|Vg"|2dmsp ][ Ve[ dm +/ LA
Q Bso, 25p m(B;) s

1
25p (/ 9 )2 /5(y) s?  ds
<2 ([ |vg?2dm) + .
m(Basp)'/? Q| | 950 M(Bs) s

Since m is doubling, m(B;) < Cam(Bas,) for 25p <t < 50p, so

(25p)2 /5°P t2  dt
—~——= < C — < Cyy(25
m(B25p) < Oy - m(B) T = 17(25p)

(because 50p < d(y) and by the Definition (14.26)). So the above estimate can be
written

1
2

[ 199 dm < ~(250)? ( NG dm) - (250),
Q Q

or

W) g2 (s
14.47 / Vg |2dm < y(25p ::/ —.
(14.47) [ Ve Pam <o) = [ 7ot

The estimate (14.47) is already good, and it proves Lemma 14.45 for any r > 0
such that y(r) > v(25p)/2. Assume now that v(r) < v(25p)/2. Since v is decreasing,
there is a unique R € [25p, r) such that v(R) = 2(r). Then g” is a solution to Lu = 0
in Q\ Bgr. By Lemma 14.16 and the proof of (14.35), g°(z) < Cy(R) = 2C~y(|x — y|)
for any z € Q\ Br. We claim that if 05 is a nonnegative smooth function that satisfies
13 = 0 on By, we have the following Cacciopoli-type inequality:

(14.48) / IVg??|ns|” dm < C/(gp)2|V773|2dm-
Q Q

The above bound is not an application of the Cacciopoli inequalities stated in Sec-
tion 11, because the test function 13 is not contained in a ball 2B such that g° is a
solution in 2B. However, the proof of (14.48) is very similar to the proof of the usual
Cacciopoli inequality, and we leave it to the reader. It relies on the fact that gfPns € Wy
even though 73 is not compactly supported.

We use (14.48) with n3(z) := 1—ag(|z|), where ag is the function in (14.28). Notice
that n3(z) = 0 on Bg and n3(z) = 1 on R™\ B, (because y(|z|) < v(r) = v(R)/2).
So we obtain

5p

P12 dm . P(x)|? o —yl” m(z
aaa) [ WePans o [ WOP e )

by (14.32) and (14.27). But for z € B,.\ B, Lemma 14.16 says that g*(z) < Cy(R) =
2C¥(r); hence by the proof of (14.38),

|z =yl
(14.50) / Va* > dm < / dm(z) < v(R) S ().
Q\B, | | B,\Br m(B(y, |z — yl))? ) (
Lemma 14.45 follows. O
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Lemma 14.51. — There exists ¢ > 1, that depends only on Cy, such that for any y € Q0
and any p < 6(y)/100,

/ (Vg?[7 dm < Cm(Bsy) <5(y’)
B(yo,26(y)) m(Bs(y))

where yo € T is such that |y — yo| = 6(y), and where C > 0 depends only on C; to Cs,
Ca, and n.

Remark 14.52. — If v(r) := ff (y) m(S;s) 45 is uniformly bounded, or in other words if

Jy ()55 is finite, then by (14.47) we can take ¢ = 2 in Lemma 14.51.

Proof. — We first start by proving general results, which are only consequences of
the doubling property (H4). There exists a € (0,1) such that
(14.53) m(B) < am(2B)

for every ball B C R™ such that 2B C €. Indeed, if r denotes the radius of B, then we
can find a ball By of radius r/2 in 2B\ B. Then B C 3By, hence m(B) < C2m(By)
by (H4), and now m(2B) — m(B) > m(By) > C;*m(B), and (14.53) holds with
a=(1+C;%)L

Similarly to (2.5), the estimate (14.53) can be improved into

(14.54) m(B(y,r)) < C (2)2 m(Bly,s))  forr<s<3d(y),

where C, e > 0 depends only on Cy4, and we use 2¢ instead of € to simplify the later
computations. Indeed, let k be the integer such that 27%~! < r/s < 27*. Then by
(14.53)

m(B(y,r)) < m(B(y,27"s)) < o*m(B(y,s)) < (27%)"/*m(B(y, s))
1 /r\In2(l/c)

< — |- B .

<=(5) 7 mBH9)
The claim (14.54) follows by taking € = % Iny(1/a) > 0.

Let us use again By for B(y, s). The inequality (14.54) implies in particular that
r€ ry—¢ s
>c (%)
m(B,) — s m(Bs)

which proves that the function r — &(y)!~¢r¢/m(B,) reaches all the values between
6(y)/m(Bs(yy) and +oo. Moreover if ¢ is in the given range, the values of ¢ that
satisfyt = §(y)!~°r¢/m(B,) are all the same up to a harmless constant.

for r < s < (y),

For the next step we prove weak L7 estimates on the gradient of gf. Set
Q :={z €Q, |Vg°(z)| > t}. Thanks to Lemma 14.45, for all r € (0,6(y)/2), we have

~ C W g2 (s
Q) <m(B — —.
m(@) < m(Br) + tQ/T m(Bs) s
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Then by (14.54)
. 3(y) 2¢

m(Q) < m(B,) + tczvm(lBr)/,, (2) sds.
Or, since we can always chose € < 1,
C 5(y)2(17€),’,26
2 m(B,)
We aim to optimize the above expression in r. But we shall only care about big
values of t, so let us only consider ¢ > §(y)/m(Bs(,)) for the moment. First assume

that 27°0(y)/m(Bs(y)/2) >t > 6(y)/m(Bs(y,)). Then we choose r = 6(y)/2 in (14.55),
and it is easy to see, using (H4) and (2.5) in particular, that

(14.55) m(Q) < m(B,) +

m(@) < Cm(Bygy) 7= (H2) 7

where d = d,;, > 0 is the (possibly large) exponent of (2.5). Notice that we may always
replace d,, with a larger exponent in (2.5), so we may assume that d > 2¢, and this
way the exponent ——<— is rather small and negative. We strive for the same bound

when ¢ > 276(y)m(Bj(y)/2). We then take r such that
(14.56) t=6(y)'~re/m(B,),

and we have seen in the previous paragraph that, even if we may have different choices
for r, they are all the same up to a constant. Using 7 as in (14.56) in (14.55), we obtain
that

d(y)t—cre

(14.57) m(Q) < m(B,) = -

Yet, by (14.56) and (2.5),
m(p) = W (1) < o0 (i) )T

or equivalently

e 1) e
m(B,) T < C %m(iag(y))—a.
Using this bound on m(B,) in (14.57), we obtain that

_d
(14.58) 0,) < Cm(B,) < C'm(Byg,) -7 (29}
. m(@) < Cm(B,) < C'm(By)~ 7 (20
as desired.
We are ready to conclude. We write gg for die > 1. The bound (14.58) becomes
R k) q0
(14.59) m(Q) < Cm(Bsgy))' % <(ty)> .
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We take ¢ = (1 + go)/2 > 1. Then

1

o0
1 / V|7 dm = / 1 m(@, 1 Blyo, 25(y)))dt
4 JB(y0,25(y)) 0

3(y)/m(Bs(y))
< m(B(yo, 25(y))) / 91t
0

0 ~
+ / 77 m(Qy)dt.
3(y)/m(Bs(yy)

Then by (H4) and (14.59),

5y) 1\’
Vg?|? dm < m(Bs >(
/B(yoza(y» @7\ m(Bs )

) () [T g
m(Bs(y)) 8(y)/m(Bs(y))

By (L)'

since q < ¢o. Lemma 14.51 follows. O
We are now ready for the big theorem.

Theorem 14.60. — There exists a non-negative function g : Q x Q — RU{+oo} with
the following properties.

(i) For anyy € Q and any function o € C§°(R™) such that @ =1 in a neighborhood
ofy

(14.61) (1—-a)g(.,y) € Wo.
In particular, g(.,y) € W,.(Q\{y}) c LL _(Q\ {y},dm) and Tr[g(.,y)] =0 onT.

loc

(ii) There exists ¢ > 1 that depends only on Cy4 such that for every choice of y € Q,
(14.62) Vg(.,y) € LY(B(y,(y)), dm).

(iii) Fory € Q and ¢ € C§°(Q),

(14.69 | AV.s@.) - Votade = o(w).
In particular, g(.,y) is a solution of Lu =0 in Q\ {y}.
In addition, the following bounds hold.
(iv) For z,y € Q such that |z —y| > 6(y)/10,
|z —y|?
m(B(y, |z —y) N Q)’
where C' > 0 depends on Cy to Cg, Ca, and n.

(14.64) 0<gla,y) <C
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(v) For z,y € Q such that |z —y| < §(y)/2,

4(y) 52 ds 3(y) 52 ds
14.65 c/ % % gy gc/ 5%
(14.69) ey mB ) s SIEVEO | B ) s

where C > 0 depends on Cy to Cg, C4, and n; and where ¢ > 0 depends on Cy,
Cs, C4, and n.

(vi) Forr € (0,6(y)/2) and y € Q,

(14.66) Vaglo ) Pdm@ <C [ — s
14.66 / Veg(x,y)|[*dm(x) < C’/ _
Q\B(y,r) »  m(B(y,s)) s

where C' > 0 depends again on C1 to Cg, Cy4, and n.

(vil) If ¢ > 1 is the exponent in (14.62)

) o 0w
(14.67) (]i(y’a(y))lvxg(x,y)l dm( )) SCm(B(y,é(y))’

where C' > 0 depends as usual on Cy to Cg, Cy4, and n.

Proof. — As we shall see, we already have all the desired estimates on the
g° := g”(z,y); the proof will mainly consist in choosing a right limit to those g*.

We start with a standard exercise on compactness.

For every compact set K in Q \ {y}, Lemmas 14.5, 14.6, and 14.16 prove that
the set Fg := {gp(ac), sz €Kand0< p< dist(y,K)/lOO} is bounded; then by
Lemma 11.32 the functions g, p < dist(y, K)/100 are Holder continuous on K (on a
slightly smaller compact set), with uniform bounds. In particular, for every compact
set K C Q\ {y} the set Ax = {g°, ;0 < p < dist(y, K)/200}—seen as a subset of
the continuous functions on K—is equicontinuous. Ascoli’s theorem entails that A is
relatively compact in C°(K), that is we can find a sequence of radii p, that tends
to 0, such that the corresponding g° converge, uniformly on K, to a (continuous)
function written gx. We take a sequence of compacts sets K; such that K; C K;;1
and |J; K; = )\ {y}, and by a diagonal process, we can find a sequence (p,),en and
a continuous function g on Q\ {y} such that p, — 0 and

(14.68) g”" converges to g uniformly on every compact set of Q \ {y}.

We shall use again the cut-off functions «, defined in (14.28) and their properties.
Set a,(x) = a,(|z — y|); we want to prove that the {g”"(1 — &,)},en form a Cauchy
sequence in Wy. For any r < 0(y)/2, define r1 € (r,0(y)) as the only value such
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that v(r1) = v(r)/2; then for n,v € N,
/Q V(@ — ¢#)(1 — &) dm
< 2/ Vig? — g2l - a?«|2dm+2/ 67 — g7 |V, ? dm
Q Q

(14.69) < c/ g7 — g% |V |2 dm
Q

where, for the last line, we take n, v big enough so that p,, p, are way smaller than r
and we use the Cacciopoli-type inequality (14.48). Since V@, is supported in B, \ B,,
and the later is a compact set in Q\ {y}, the convergence (14.68) forces the right-hand
side of (14.69) to tend to 0. In addition, all the gf have a vanishing trace, and so do the
9”7 (1 — a,) (see Lemma 6.21). We deduce that {g”"(1 — &,)}nen is indeed a Cauchy
sequence in Wy, so it converges strongly in Wy to a function ¢("). By uniqueness of
the limit, g(") = g(1 — &,). In short, we proved that for 0 < r < §(y)/2

(14.70) g°7(1 — @,.) converges strongly to g(1 — &,.) in Wy.
Notice that g has a gradient in L2 (Q\ {y},dm) defined as
(14.71) Va(z) = Vig(1 — &,)] if @ (z) = 0.

We still need a last convergence, one that goes across the pole {y}. Lemma 14.51
provides us with the uniform bound
5(y)

Vgrr|idm | <Cc—2Y)
(Jiam | ) m(Bs(y))

So, up to a subsequence, the quantities VgP converges weakly to a function
h € L9(Bs(y),dm). But since VgPn already converges to Vg in LY (Bs(y) \ {y},dm),
it forces Vg = h except maybe at the point y, but it has no importance because
m({y}) = 0. To sum up,

(14.72) VgP" converges weakly to Vg in L(Bj,,dm).

Now let us show (i)—(vii) of the theorem. For the first statement (i), let us start with
the more likely situation where lim,_,y(r) = +00. Since a = 1 near y, we can we can
find s > 0 such that |y — z| > s when a(x) # 1. Choose 7 so small that v(r) > 2y(s);
then for z such that a(z) # 1, v(|z — y|) < v(s) < 17(r), so @, (z) = e, (jlz —y|) =0
by (14.30). Because of this, (1 — a)g = (1 — @)(1 — &,)g. This function lies in Wy, as
needed, by (14.70) and Lemma 6.21.

In the other case when lim,_,ov(r) < +o00, we are in the happy situation where
(14.47) says that [, |Vg?|?dm < C, with a constant that depends on y, but not on p;
then the almost everywhere pointwise limit g” satisfies fQ |Vg|2dm < C too, and its
trace is still 0 on T'. Finally (1 — a)g does the same; see for instance the proof of
Lemma 9.15 for the limit, and Lemma 10.6 for the product. This takes care of (i).

The statement (ii) is part of (14.72).
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For the identity (iii), we take ro so that y(ro) = 17(6(y)/2). We then write
© = @1 + @2, where ¢1 = pa,, and Y3 = p(1 — &y,). The function ¢ is continu-
ous and smooth enough for Vi to lie in Lq/(B,g(y), dm), and so by (14.72) and then
Definition (14.3),

(14.73)

/ AVg-Vyidz = lim / AV, - V1 dm = lim p1dm = p1(z) = p(z).
Q = /g

—00
n BPﬂ

When z € B, 0 (z) = ar(Jz —y|) = 1 by (14.29), and hence p,(x) = 0. But

)
otherwise @s(y)/2(z) = as(y)/2(lz — y|) = 0 because y(|z — y|) < 7(r0) = 37(5(y)/2),
and by (14.30). Hence g(1 — as(y)/2) = ¢ on the support of Vs, and so

(14.74)
/ AVg . V(pg dr = / AV[Q(l — &5@)/2)] . V(pg dx
Q Q

= lim AV [g7" (1 = asy)/2)] - Vipo dm

n—o0 |
= lim O%Vg”” Vs dm = lim ][ po2dm = @o(x) =0
n— 00 n—00 Bpn

where we used (14.70) for the second equality and then returned by the same path.
The combination of (14.73) and (14.74) infers (iii).

The estimates given in (iv) and (v) are direct consequences of Lemmas 14.5,
14.6, 14.16, 14.34, and the convergence (14.68). The bound found in (vi) is due to
Lemma 14.45 and (14.70), while (vii) comes from Lemma 14.51 and (14.72). Theo-
rem 14.60 follows. O

Remark 14.75. — Before stating the next result, let us comment a bit on Theo-
rem 14.60. One can easily see that g(.,y) lies in Llloc(Q \ {y},dm), since the latter
is bigger than the space of continuous functions on Q \ {y} (and g(.,y) is continu-
ous on Q\ {y} thanks to (14.68)). However, we said nothing about the integration
of g(.,y) on a neighborhood of {y}. The fact that g(.,y) can be integrated over a
bounded region that covers {y} is a simple consequence of (14.65). Indeed, if y € Q2

and r < d(y)/2, first observe that
3(y) 2 d
/ g(z,y)dm(z) < C / > —Sdm( )
B(y,r) B(y,r) |a; y| m B y73))

cof [VrEuo,

Let € € (0,1) be the constant in (14.54); then

5(y)
/ g(z,y)dm(z) < C’/ / stT2dst* T dt < O6(y)*2er® .
B(y,r) 0 Jt
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In addition, by (14.64)

/ g@.y)dm < Cm(B.0() s gley) < O3
B(y,8(y))\B(y,8(y)/2) z€B(y,8(y))\B(v,8(y)/2)
The combination of the last two estimates implies that
(14.76) / g(z,y)dm < Cs(y)~.
B(y,6(y))

Due to (14.68), the functions g#7(.,y) converges pointwise a.e. to g(.,y) on B(y, (y)).
So by the Lebesgue domination theorem (and the fact that bounds above are also
valid for the g#7), we even have

lim lg?" (z,y) — g(z,y)| dm(z) = 0.
7= JB(y,8(y))
Together with (14.68), we proved that

(14.77) the functions g7 (.,y) converge to g(.,y) in Li,.(Q).

For the next lemma, we need some additional notation. We write A” for the trans-
pose matrix of 4, i.e., (AT);;(z) = Aji(z) for all 1 < 4,5 < n and z € Q. Obviously,
AT satisfies the ellipticity and boundedness conditions (11.1)—(11.2) with the same
constant as A. The elliptic operator Ly := — div ATV enjoys the very same properties
as L, in particular, Theorem 14.60 yields the existence of g7 : QNN — R U {+oco}
with the same properties as g (except for (14.63), where A is replaced by AT).

Lemma 14.78. — With the notation above,
(14.79) 9(z,y) = gr(z,y) forz,y € Q.

In particular, the functions © — g(y,x) satisfy the estimates in Theorem 14.60.

Proof. — The result is the same as the one of [33, Theorem 1.3] (or Lemma 10.6 in
[18]). Yet, the limits we took in the proof of Theorem 14.60 is a bit different to the
one in [33] and [18]. So our result deserves a proof.

Actually, the convergence property (14.72) will make the proof very easy for us.
Let z,y € Q be such that = # y. By our construction of the Green functions, there
exist two sequences (p,)nen and (0,),en such that p,,o, — 0 and

(14.80) g”" converges to g uniformly on any compact set of Q \ {y}
and
(14.81) g7 converges to gr uniformly on any compact set of Q \ {z}.

Using (14.2) and (14.4) for both g(.,y) and gr(.,z), we see that for any n,v € N
(14.82)
| 799 e Vet ) dm(e) =
Q

B(y,pn)

97 (z,z) dm(z) = ][ 9’7 (z,y) dm(z).

B(z,0,)
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We use the uniform convergence of g7 on B(y, |z — y|/2) C Q\ {z} and the uniform
convergence of g(.,y)?" on B(z, |z —y|/2) C Q\ {y} given by (14.80)—(14.81) in the
last equality of (14.82). We get that gr(y,z) = g(z,y) as desired. O

Lemma 14.83. — The Green function satisfies
(14.84)

($ ) < 05(1,)04 |x_y|2—a
Y = m(B(z, |z —y]) N Q)

where C' > 0 and a > 0 depend only on Cy to Cg, C4, and n.

for x,y € Q such that |z — y| > 4(x),

Proof. — See the proof of [18, Lemma 10.9]. The arguments are based on the point-
wise bounds (14.64) and the Holder regularity at the boundary (Lemma 11.32). Ac-
tually, the coefficient « is the one of Lemma 11.32. O

The next result that we wanted is the representation of solutions by Green func-
tions. More precisely, we wanted to take a smooth function f € C§°(€2) and construct
u(z) for z € 2 as

(14.85) u() = /Q o, 9) (W)dm(y).

We have seen in Remark 14.75 that g(.,y) lies in L] (Q,dm). Moreover, due to
Lemma 14.78, we also have that g(z,.) is in L, (€, dm). Yet, in the case of a general
weights w, we do not know if g(z,.) lies in the unweighted space L\ (). That is
why, in the Definition (14.85), the function w has to be defined as an integral over the
measure m.

In doing so, the formal identity satisfied by u is not Lu = f but Lu = fw, where
w is the weight used to define the measure m. Another way to see it, maybe more
relevant, is to say that w!'Lu = f. That is, we are solving the Dirichlet problem
Zu = f for an elliptic operator £ = —w~! div[cZwV] where ¢/ satisfies the classical
elliptic conditions (11.3)—(11.4).

At last, by using L instead of Z := w™'L, we are somehow linking the measure m
to the plain Lebesgue measure on R™. So some readers may want to use Z all the time.
The theory is identical to what we have done until now, since we only worked with
solutions to Lu = 0 before the Green functions, and Lu = 0 is obviously equivalent
to Zu = 0.

We expect from the Green representation of solutions that the function v = uy
constructed in (14.85) lies in Wy and is a weak solution to Lu = fw in the sense that

(14.86) / AVu -V = / fow = / fedm for every ¢ € Cg°(R"™).
Q Q Q

Our assumptions (H1)—(H6) are enough to have (14.86) and the fact that Tru = 0
(for the former, we still need to be careful about our weird definition of the gradient,
and for the later, just use Lemma 14.83). However, we did not succeed to prove
that v € W. That is why our next results will be restricted to the case where the
weight w is nice enough, that is when (H6') is satisfied instead of (H6)
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Lemma 14.87. — Assume that (2, m, u) satisfies (H1)-(H5) and (H6').
Let g : Q x Q — RU {+00} be the non-negative Green function constructed in
Lemma 14.60. Take f € C§°(Q) and construct u(x) for x € Q as

(14.88) u(z) = /Q oz, 9)f ()dm(y).

Then u belongs to Wy and is the solution to Lu = fw (given by Lemma 12.2) in the
sense that

(14.89) /AVU-V(pz/fcpwz/ftpdm for every ¢ € Wy.
Q Q Q

Remark 14.90. — In (14.88) and (14.89), we can replace dm by the classical n-dimen-
sional Lebesgue measure dz.

Proof. — The proof is the same as the one of Lemma 10.7 in [18]. It relies on the
fact that the solutions to Lu = fw are continuous inside €2, because as long as we
consider inside estimates, (H6’) implies that the classical unweighted elliptic theory
can be applied. See Theorem 8.22 in [32] for the theorem in the classical case.

We also need the fact that the approximations g¢°(.,y) converges in L ()
to g(.,y). Under (H6'), this result is a consequence of the weak L4 convergence of the
gradients and the L!-Poincaré inequality for inside balls, the latter is true because
inside estimates works here exactly like the classical unweighted case. With only

(H6), we can only use L?—or L?~¢—Poincaré inequalities. O

Lemma 14.91. — Assume that (0, m,u) satisfies (H1)-(H5) and (H6'). There exists
a unique function g : Q x Q — RU {400} such that g(x,.) is continuous on Q\ {z}
and locally integrable in Q for every x € Q, and such that for every f € C3°(2) the
function u given by

(14.92) u(@) = [ gle.n)fw)in()

belongs to Wy and is a solution of Lu = f in the sense that

(14.93) / AVu -V = / ANVu - Vodm = / fodm for every v € Wy.
Q Q Q

Proof. — See the proof of Lemma 10.8 in [18]. In short, the existence is due to The-
orem 14.60, and Lemmas 14.78 and 14.87, while the uniqueness of g comes from the
uniqueness of u € Wy satisfying Lu = fw, and the latter is due to Lemma 12.2. [
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CHAPTER 15

COMPARISON PRINCIPLE

First, let us state the non-degeneracy of the harmonic measure.

Lemma 15.1. — Let a > 1, B := B(zg,r) be a ball. Take Xy € Q be any corkscrew
point associated to xo and r given by the assumption (H1). Then

(15.2) wX(BNT)>C' forX e éB

and

(15.3) wX(BNT) >C;'  for X € B(Xo,6(X0)/a),
(15.4) wX(F\B)—F@g(X,XO) >C.t for X €Q\ aB,

and

(155)  wX(@T\B)+ @g(X, Xo) > C.t for X € B(Xo,8(Xo)/a),

where in the four estimates, C, depends on Cy to Cg, C4, n, and a.

Remark 15.6. — The estimates (15.2)—(15.3) are classical results about the non-
degeneracy of the harmonic measure. However, the reader can be at first surprised by
the appearance of the Green functions in (15.4)—(15.5). The terms that involves the
Green functions are yet necessary. Indeed, none of our assumptions stops the bound-
ary I' to be a bounded and 2 to be still infinite. Simply take for instance Q = R™\ {0}
and T' = {0} with appropriate measure p and m. Under those conditions, we can ac-
tually have I'\ B = (), which leads to w™ (I'\ B) = 0 for all X € Q.

We claim—without proof but we pretend that there are real difficulties to it—that
the estimates

(15.7) wX(I'\B)>C;' for X €Q\aB

holds whenever Q is bounded (since the Q \ aB would be empty when '\ B = 0)
or when we can find a point in I' close to aB yet outside of aB, i.e., whenever
[100B\ aB]NT # 0.

At last, the estimate (15.5) is given to make it similar to (15.4). The harmonic
measure is actually unnecessary in (15.5).
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Proof. — The proof of (15.2)—(15.3) is the same as the one of [18, Lemma 11.10],
and relies on the Holder continuity at the boundary (Lemma 11.32), the existence of
Harnack chains (Proposition 2.18), and the Harnack inequality (Lemma 11.35).

Rapidly, the Hélder inequality at the boundary will imply that w*X (BNT) is bigger
than 1/2 for any points “close” to I'\ éB . Then we use Harnack chains of balls to link
any point in éB to one of the previous points, and the Harnack inequality repeatedly
on the balls of the Harnack chain.

Let us make the proof of (15.4)—(15.5). First, let us prove (15.5). Thanks to (14.65),
we have
4(Xo) 52 %
5(X0)/2 M(B(Xo,8)) s
Using the doubling property, since §(X) ~ r, we have m(B(Xo, s))/s? ~ m(BN§) /r?
for all s € (6(X0)/2,6(X0)). The estimate (15.8) becomes
m(BNN)
r2

(15.8) g(X,Xo) > C~* for all X € B(Xo,(Xo)/2).

(15.9) 9(X,Xo) >Ct for all X € B(Xo,d(X0)/2).

We let the reader check that Q\{Xo}, obtained from Q by removing a single point, will
still satisfy (H1)—(H2), maybe with some constant C7, C4 smaller than Cy, Cs. Indeed,
if Xy is close to a Corkscrew point for {2 associated to (x,r), then the Corkscrew point
for Q associated to (z,C;'r) will be far from X; and so Corkscrew point for Q\ { X}
with a constant C] = (C;)?. The Harnack chains in Q\ {X,} are the same as in (,
except if they got close to Xy. In this case, we consider smaller balls, and we avoid
Xo by taking balls in B(Xy,d(X0)/2) \ B(Xo,d(X0)/4) C Q. As a consequence, we
can link any point from

[{X €Q, dist(X,T) > nr} N4B]\ B(Xo,8(Xo)/4)

to a point in B(Xy,0(X0)/2) \ B(Xo,d(Xo)/4) by a Harnack chain of ball with uni-
formly finite length (the length of the chain is bounded by a constant that depends
only on 1 and n). For the sequel, we write Q,, for {X € Q, dist(X,T") > nr}. We use
the fact that g(., Xo) is a solution to Lu = 0 on 2\ {Xo} and the Harnack inequality
(Lemma 11.35) on each balls of those Harnack chain to improve (15.9) into

m(BNN)

(15.10) 3 9(X, Xo) > C;! for all X € Q, N4B.

In particular, if n = (o — 1)/C1, we get (15.5) without the harmonic measure, so we
get (15.5) since w*X is non-negative.

The proof of (15.4) needs additional computations. We write h for the smooth
function in C§°((o + 1)B/2)) satisfying 0 < h <1 and h =1 on B. We set up, € W
for the solution to Lu; = 0 with Tru, = 1 — Trh. By positivity of the harmonic
measure,

(15.11) wX(I'\ B) > up(X) > w®('\ («+1)B/2) > 0 for X € Q.
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We prefer u;, to wX(I'\ B) because uy is in W, which makes him suitable for the
use of Lemma 14.33 (our maximum principle). The first estimate that we state comes
from (15.10) without difficulty:

m(B NS
(2 )g

(15.12)  up(X) + (X, Xo) > C;t for all X € Q, N [4B\ aB].

We want the estimate on the larger set Q N [4B \ aB], so we need to prove that
(15.12) is also true when X is close to I'. Let » > 0 be small and to be fixed.
Let X € [Q\ Q,|N[4B\ aB]. Take z € T so that |X — z| < nr, which is possible
since X € Q\ Q,. Due to the fact that X is also in 2B \ aB, it forces = to be in
I'\ (a — n)B. We chose then n = (a—1)/8, which makes z € I'\ 7% B. Consequently,
for X € [Q\ Q,]N[4B\ aB],

un(X) 2 wX(T\ (o + 1)B/2) = w* (B(z,3r) > C*
by (15.11), the construction of n and z, and (15.2). The combination of the last
estimate with (15.12) entails

m(BNQ)
2

(15.13) up(X) + 9(X, Xo) > Ct for all X € QN [4B\ aB|

since Green functions are non-negative. We finish the proof with the maximum princi-
ple given by Lemma 14.33, which will become our favorite tool for the section. Indeed,

we define v as
m(BNQ)

v:i=up(X)+ 12 9(X, Xo) - C;!

where C;! is the constant in the right-hand side of (15.13), and we aim to apply
Lemma (14.33) for the solution v with the sets E = R™\ @B and F' = 4B\ a.B. Recall
that the term up(X) lies in W. Together with (14.67), we deduce that assumption (i)
of Lemma 14.33 is true. The other assumptions required by the lemma are given by
(15.13) and the fact that Trv =1—C,! > 0 on I'\ aB. We deduce that v > 0 on E,
which is exactly the desired estimate (15.4). The lemma follows. O

If B is a ball centered on the boundary I', we bound the values in BN of a
solution v (to Lu = 0 in KB N Q) by the value of u at a Corkscrew point associated
to the ball B.

Lemma 15.14. — There ezists K := K(C1,C2,n) such that the following holds.

Let B = B(zg, 1) be a ball centered on T' and let Xy be a Corkscrew point associated
to xo and r given by (H1). Let u € W,.(KB N Q) be a non-negative, non identically
zero, solution of Lu =0 in KB N, such that Tru=0 on KBNT. Then

(15.15) uw(X) < Cu(Xy) forXeBnNQ,
where C' > 0 depends on Cy to Cg, Ca, and n.
Proof. — We get inspiration from the proof of [41, Lemma 4.4] (see also [18,

Lemma 11.8]). Lemma 11.8 in [18] deals with balls centered at the boundary, and
K = 2. However, in [18], the connectedness is not a issue, while we need to be careful
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here. Indeed, taking the universal constant K = 2 in Lemma 15.14 is not possible,
since nothing garantees that we can link 2 points in BN by a path that stays in 2B.

We solve this problem by taking the tent sets constructed in Section 5, which can
be seen as connected substitute of the sets B N Q. Then we use the property (5.15)
to conclude.

First, let us recall the following fact. Let x € I' and s > 0 such that Tru = 0
on B(z,s)NT. Then the Holder continuity of solutions given by Lemma 11.31 proves
the existence of € > 0 (that depends on C; to Cg, C4, and n) such that

1
(15.16) sup u < = sup u.
B(z,es) B(z,s)
Without loss of generality, we can choose € < 1/1000C; < %

A rough idea of the proof of (15.15) is that u(X) should not be near the maximum
of w when X lies close to B N T, because of (15.16). Then we are left with points
that lie far from the boundary, and we can use the Harnack inequality to control
u(x). The difficulty is that when X € BNT lies close to I, u(z) can be bounded by
values of u inside the domain, and not by values of u near I' but from the exterior
of B. We will prove this latter fact by contradiction: we show that if supz u exceeds
a certain bound, then we can construct a sequence of points X € %B, where K is
large enough, such that §(Xj) — 0 and u(Xy) — 400, and hence we contradict the
Hoélder continuity of solutions at the boundary.

As said in the beginning of the proof, the quantities AB N {2 lack connectedness,
and it will be more convenient to work with a tent set T5¢+, which has all the desired
connectedness by Lemma 5.23. The cube Q* and the constant K are defined as follow.
Let k € Z be such that 27%2 < r < 27%~1 and we write Q for the unique cube in Dy,
containing z. Notice that 2Q D BN T, but T5g is not necessarily bigger than B, and
so we take Q" the first ancestor of @ such that dist(T2q,T5g.) > #(Q). Check that
the difference of generations between @ and Q* is uniformly finite, and so combined
with (5.15), we obtain that we can find K that depends only on n, ¢1, and Cy such
that

K

1

We can link any couple of points in Thg+ by a chain of balls B; that satisfies
2B; C 2B* N Q. The proof of this fact is similar to the proof of fact that T~
satisfies the chain condition C'(k, M) for some k, M (see Lemma 5.23) and thus will
be omitted. Therefore, the fact that u(X) > 0 somewhere, that Tho~ is connected, and
the Harnack inequality (Lemma 11.35), maybe applied a few times, yield u(Xy) > 0.
We can rescale v and assume that u(Xg) = 1.

We claim that there exists M > 0 such that for any integer N > 1 and Y € T5¢-,

(15.18) (V) >eNr = u(Y) < MV,
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where ¢ comes from (15.16) and the constant M depends only upon n, Cy to Cg,
and C'4. We will prove the claim by induction. The base case is given by the following.
We want to show the existence of M; > 1 such that

(15.19) u(Y) < My for every Y € Ty« such that §(Y) > €*r.

Indeed, if Y € Thg- satisfies §(Y) > €r, Proposition 2.18 implies that we can link
Y to Xy by a chain of balls that stay away from the boundary and with length
uniformly bounded by C(e). We can construct the chain such that it stays also far
from the boundary of B* (). Together with the Harnack inequality (Lemma 11.35), we
obtain (15.19), and hence (15.18) for N = 1,2 as long as M is chosen bigger than M;.

Now, let Y € Tyg~ such that §(Y) < e?r. By construction of Tog«, Y belongs
to some 77).(2) for some 2z € 2Q*. We take Z a Corkscrew point associated to z
and C16(Y)/e. Since € < C;', Z € B(z,r), and so Z stays in Thg-. In addition,
by construction, §(Z) > §(Y)/e and |Z — Y| < §(Y)/€?; these two estimates can be
combined to Proposition 2.18 (existence of Harnack chains, as before the chain can
stay far from 0B*) and Lemma 11.35 (Harnack inequality) to get we the existence
of My > 1 such that u(Y) < Mau(Z). So we just proved that
(15.20)

for any Y € Tg~ such that §(Y) < e~ ?r,

there exists Z € Thg« such that 6(Z) > §(Y)/e and uw(Y) < Mau(Z).

We turn to the main induction step. Set M = max{M;, My} > 1 and let
N > 2 be given. Assume, by induction hypothesis, that for any Z € Thg~ sat-
isfying §(Z) > eV4(Q), we have u(Z) < MPN. Let Y € Tpg- be such that
5(Y) > eNt10(Q). The assertion (15.20) yields the existence of Z € Thg- such
that §(Z2) > 6(Y)/e > eVe(Q) and uw(Y) < Mou(Z) < Mu(Z). By the induction
hypothesis, u(Y) < MY+, This completes our induction step, and the proof of
(15.18) for every N > 1.

Choose an integer i such that 2¢ > M, where M is the constant of (15.18) that we
just found, and then set M’ = M**+3. We want to prove by contradiction that

(15.21) w(X) < M'u(Xg) = M’  for every X € B(zo,r).
So we assume that
(15.22) there exists X; € B(xo,r) such that u(X;) > M’

and we want to prove by induction that for every integer k > 1,
(15.23) _
there exists Xy € Thg-+ such that u(Xy) > M2 and dist(Xy, B) < (1 —2'7F)r.

1. This fact is true because by construction of T+, one can see that the center of the balls
constituting the chain can be taken in Thg+«, and (15.17) let us a bit of freedom, but if may be easier
for the reader to think that this statement would be also true by taking a larger K.
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The base step of the induction is given by (15.22) and we want to do the induc-
tion step. Let kK > 1 be given and assume that (15.23) holds. From the contra-
position of (15.18), we deduce that §(Xx) < €™2**r. Choose z; € T such that
| Xk, — x1| = §(X)) < €F2+Fr. By the induction hypothesis,

(15.24) dist(zg, B) < |zp — Xg| 4+ dist(Xg, B) < (1 — 2 7F)r 4 €F2Hhy
and, since € < %,

(15.25) lzp — xo| < (1 —217F —2727F)p,

Now, due to (15.16), we can find X1 € B(wk,>T*r) such that

(15.26) w(Xpy1) > 2° sup uw(X) > 2u(Xy) > M2,

X€eB(zg,ett2tkr)

The induction step will be complete if we can prove that dist(Xjt1,T2q) < (1—27F)r.
Indeed,

dist(Xp41, B) < | Xk41 — x| + dist(zg, B) < 2tk (1- 9l—k _ 2—2—k)r
<(1-2"%r
by (15.25) and because € < 1.

(15.27)

Let us sum up. We assumed the existence of X; € B such that u(X;) > M’
and we end up with (15.23), that is a sequence X}, of values in 2B such that u(X})
increases to +00. Up to a subsequence, we can thus find a point in 2B C B* where
u is not continuous, which contradicts Lemma 11.32. Hence u(X) < M’ = M'u(Xy)
for X € B. Lemma 15.14 follows. O

We can now compare the harmonic measure with the Green function, that can be
seen as a weak version of the comparison principle.

Lemma 15.28. — Let B := B(xo,7) be a ball centered on T'. Let Xo is a corkscrew
point associated to xog and r. Then one has

(15.29)
BNQ BNQ
c—lwg(x, Xo) <wX(BNT) < cwg(x, Xo) for X €Q\ 2B,
and

m(BNQ)
2
where C' > 0 depends only upon n, Cy to Cg, and Cy.

(15.30) wX(T\ ZB) <C 9(X,Xo) for X € [BNQ]\ B(Xo,d(X0)/4),

Remark 15.31. — The bound (15.30) may look a bit artificial. There is nothing deep
about the constant % in the left-hand side. We could have used 2 instead, and obtain
a statement which looks a little weaker but is actually equivalent (we leave the proof
of this to the reader); we simply reproduced g in the form given by our general

comparison principle (Theorem 15.64).
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Observe also that we do not necessarily have the lower bound in (15.30). See
Remark 15.6.

Proof. — This lemma is the analogue of [18, Lemmas 11.9 and 11.11].

First, we quickly prove the first inequality in (15.29). The upper bound (14.64) for
the Green function, together with (H4), implies that

m(BN Q)
)

(15.32) 0 < 9(X,Xo) < C for X € B(Xo,0(X0)/2)\B(Xo,0(Xo)/4).

As in the proof of Lemma 15.1, we take h € C§°(B) such that 0 < h<land h=1
on %B. We set up, € W for the solution to Lup = 0 with Trup = Trh. By the
positivity of the harmonic measure,

(15.33) wX('n %B) <up(X) <wX(T'NB) for X € Q.

We combine (15.33) with the non-degeneracy of the harmonic measure (15.3) to get
that

(15.34) up, > C1 for X € B(Xo,6(X0)/2).
The estimates (15.32) and (15.34) easily infer the existence of a constant x such that
m(BNN)

v(X) = kup(X)— 9(X,Xo) > 0, for X € B(Xo,8(Xo)/2)\B(Xo,d(Xo)/4).

r2
The assumptions of Lemma 14.33 for the function v and the sets
E = R"\ B(Xo,5(Xo)/4) and F = B(Xo,8(X0)/2) \ B(Xo, 6(Xo)/4)
are satisfied, which implies that v > 0 on F, i.e.,

m(BN Q)
r2 9

(15.35) (X, Xo) < kup, <wX(T'NB) for X € Q\ B(Xo,6(Xo)/4).

This is stronger than the first inequality in (15.29).

We shall also use the following result on Green functions: for ¢ € C®(R*") NW
and X ¢ supp ¢,

(15.36) uslX) = = [ AVO(Y) - V,9(X.V)aY,

where ugy € W is the solution ro Lu = 0, with the Dirichlet condition Trug = Tr¢
on I', given by Lemma 12.2. The identity (15.36) is the same as (11.70) in [18],
and its proof—which only relies on the properties on the Green functions given in
Section 14—is the same as in [18].

We turn to the proof of the upper bound in (15.29), that is,

m(BNQ)
r2 9

(15.37) wX(B(zg,r)NT) < C (X,Xo) for X €Q\2B.

For the rest of the proof, K is the constant in Lemma 15.14. Let X € Q\ 2B be
given, and choose ¢ € C§°(R™) such that 0 < ¢ < 1, ¢ = 1 on BNT,
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supp ¢ C Ep :={Y € Q, dist(Y,BNT) > (100K)~r}, and |V¢| < 200K/r. We
get that

(15.38) us(X) < ¢ /E 1V,9(X, Y)|dm(Y)

by (15.36) and (11.2), and since w™ (BNT)) < u4(X) by the positivity of the harmonic
measure,

(15.39) w¥(BNT) < 9/ |V, 9(X,Y)|dm(Y).
T Eg

We cover Ep by a finitely overlapping collection of balls (B;);ey centered on BNT
and of radius (10K)~!r. Then

C
X — m
BN <TY [ Y ldn)

(15.40) < %:7 m(B: m)m (/Bm V,9(X, Y)|2dm(Y)>2
< ZJ mELOE(] el Y)|2dm<Y>)é,

where we use successively the Cauchy-Schwarz inequality and Cacciopoli’s inequal-
ity at the boundary (Lemma 11.15); the use of Cacciopoli’s inequality is indeed al-
lowed because Y — g(X,Y) is a solution of Lru := —div ATVu in 2B; N Q) by Lem-
mas 14.78 and 14.60 (iii). Observe that Y — ¢g(X,Y) is more generally a solution of
Lyu := —div ATVu in each set 2K B; N, because the radius of 2K B; is less than r/2
and hence 2K B; C 2B # X. As a consequence, Lemma 15.14 yields that

B;
(15.41) Ay <S8 v x,,
i€ "
where X; is a corkscrew point associated to the ball B;. Hence
B
(15.42) WwX(BNT) < m(2 ) g(X, Xo)

because of the finite overlapping of the (B;);, the Harnack inequality, and the fact
that we can easily find Harnack chains of balls that link X; to X, and that avoids X.
The bounds (15.37) and then (15.29) follow.

The proof of (15.30) can be treated in a similar manner, and we refer to [18,

Lemma 11.11] for additional ideas on the proof. O
Lemma 15.43 (Doubling volume property for the harmonic measure). — Let o > 1,
and take a ball B := B(xg,r) in R™ centered on I'. One has

(15.44) wX(2BNT) < CuwX(BNT)  for X € 2\ 2aB,

where Cy, > 0 depends only upon n, C; to Cg, Ca, and .
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Proof. — The proof is the same as the one of [18, Lemma 11.102]. Here are some
ideas.

When a = 2, we use Lemma 15.28, the doubling property (H4), the Harnack
inequality, and the existence of Harnack chains of balls to write
m(2B) m(B)
(2r)? 9 r2
where X; and X, are corkscrew points associated to respectively (zg,r) and (zg, 2r).
When 1 < a < 2, we cover 2B N T by a collection of finitely overlapping balls

2B; of radius 2r, := (o — 1)r and centered on B(zg,2r — 3r,) NT. In this case, for
any X € Q\ 2aB

(15.45) wX(@2BNT) < (X,X5) < 9(X, X1) Sw¥(BNT),

1
(15.46) w™(2BNT) < > w¥(2B;NT) <> w*(B;NT) < w* (B(wo,2r— 57e) D),

where the second estimate is due to (15.45). We repeat the argument a finite number
of time (depending in @ — 1 > 0) to get (15.44). The lemma follows. O

Lemma 15.47 (Comparison principle for global solutions). — Let B := B(zq,r) be a
ball centered on T, and let Xo € Q be a corkscrew point associated to (zg,r). Let
u,v € W be two non-negative, non identically zero, solutions to Lu = Lv = 0 in
such that Tru = Trv =0 on T'\ B(zo,7). Then

Vu(Xo) _ u(X) _ u(Xo)
v(Xo) T o(X) T v(Xo)
where C' > 0 depends only on n, C1 to Cg, and Cy.

(15.48) c~ for X € Q\ 2B,

Remark 15.49. — We also have (15.48) for any X € Q\ B(zg,ar), where @ > 1. In
this case, the constant C depends also on a. We let the reader check that the proof
below can be easily adapted to prove this too.

Proof. — The proof is very similar to the one of [18, Lemma 11.14]. Let us recall the
main steps and show the differences.

By symmetry of the roles of u and v, we only need to show the upper bound
u(X) < CU(XO)
v(X) 7 v(Xo)
Notice also that thanks to the Harnack inequality (Lemma 11.35), v(X) > 0 on the
whole Q, so we we don’t need to be careful when we divide by v(X).

(15.50) for X € 0\ 2B.

We introduce some notation for two boundary balls: set I'y := I' N B and
I'y:=T'nN %B. The proof of the lemma is composed of three steps:

1. we prove the lower bound

(15.51) v(X) > C WX (M)v(Xy) for X € Q\ 2B;
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2. we prove the upper bound
(15.52) u(X) < Cu(Xo)w™ ([y) for X € Q\ 2B;

3. we conclude by using the fact that the harmonic measure is doubling
(Lemma 15.43).

The proof of (15.51) is can be done exactly as in [18, Lemma 11.14]. Let us quickly
sketch it. By the Harnack inequality (Lemma 11.35), for all X € B(Xy, §(Xo)/2), we
have v(X) 2 v(Xp). Together with the upper bound (14.64), we get the existence of
a constant K7 such that the function
m(BN Q)

’l)l(X) = Klv(X) — 2 'U(Xo)g(X, Xo)

satisfies all the assumptions of the maximum principle (Lemma 14.33) with
E =R"\ B(X0,6(X0)/4) and F = B(X,0(X0)/2) \ B(Xo,d(X0)/4). Indeed,
since v is non-negative everywhere, it forces Trv; = Trv > 0. We deduce that v; > 0
on F,ie.,

m(BN Q)

r2
The claim (15.51) is now an immediate consequence of Lemma 15.28.
We turn to the proof of (15.52). We first check that

’U(Xo)g(X, X()) < Kl’U(X) for X € Q \ B(X0,5(X0)/4)

13 11
(15.53) u(X) < Cu(Xy) for X € §B \ §B.
Let K as in Lemma 15.14. We want to establish (15.53) in the two sets:
13 11 1
(15.54) Q=N {X € B(zg, =) \ B(zg, —7), §(X) < ==}
8 8 8K
and
(15.55) Qs = {X € Bzo, 1)\ B(zo, =7), 6(X) > ——1}
. 2 .= 0 ] 0 8 ) = 8K I

The proof of (15.53) on Qs is easy, it is only a consequence of the Harnack inequality
(Lemma 11.35) and the existence of Harnack chains.

Then, we prove (15.53) for X € Q. Let thus X €  be given. Take z € I' such
that |X — z| = 6(X); in particular, particular, | X — z| < %, and hence z € IB.
Now let X; be a Corkscrew point for (z, ;% ). Since u is a non-negative solution
of Lu = 0 in B(z, ;) N satisfying Tru = 0 on B(z,7) NI, Lemma 15.14 gives
that u(Y) < Cu(X:) for Y € B(z, %) and thus u(X) < Cu(X;). By the existence
of Harnack chains (Proposition 2.18) and the Harnack inequality (Lemma 11.35),
u(X7) < Cu(Xp). Hence u(X) < u(X;), which completes the proof of (15.53) on £

The end of the proof is as in in [18, Lemma 11.117], but let us recall it. We proved
(15.53) and now we want to get (15.52). Recall from Lemma 15.1 that wX (BNT) >
C~! for X € 23BN Q. Hence, by (15.53),

(15.56) u(X) < Cu(XO)wX(ZB NT) for X € [1833 \ {;B} NnQ.
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Let h € C§°(B(wo, 22r)) be such that 0 < h < 1 and h = 1 on B(z, 5r). Then let
up € W be the solution of Luj = 0 with the Dirichlet condition Tru; = Tr h. By the
positivity of the harmonic measure,

(15.57) u(X) < Cu(Xo)up(X) for X € [183B\ 1;3] naQ.

The maximum principle given by Lemma 14.33—where we take £ = R™ \ %B and
F=R"\ %B—yields

(15.58) u(X) < Cu(Xo)up(X) for X € Q\ %B
and hence
(15.59) u(X) < Cu(Xo)w™ (Tg) for X € Q\ L;’B,

where we use again the positivity of the harmonic measure. The assertion (15.52) is
now proven.

We conclude as follows. Because of (15.51) and (15.52),
u(X) _ ,u(Xo) ¥ (Ts)
v(X) T " v(Xo) wX(Ty)
The bound (15.50)—and thus the lemma—follows then from the fact that

(15.60)

for X € 2\ 2B.

wX(Ty) < wX(Ty), which is given by Lemma 15.43. O
Lemma 15.61 (Comparison principle for harmonic measures / Change of poles). — Let
B := B(zo,r) be a ball centered on T’ and let X be a corkscrew point associated

to (zo,r). Let E,F C T'N B be two Borel subsets of T' such that wX°(E) and w™°(F)
are positive. Then

wXo(E) _wX(E) wXo(E)
15.62 c! < <

(15:62) So(F) = WoX(F) = O
where C > 0 depends only on n, Cy to Cg, and C4. In particular, with the choice
F=BnT,

for X € Q\ 2B,

(15.63) C 1o () < w;{;‘ﬁ}) < WM (E)  for X €9\ 2B,

where C > 0 depends on the same quantity as for (15.62).

Proof. — This result can be deduced from Lemma 15.47 with the same proof we
obtained [18, Lemma 11.135] from [18, Lemma 11.117]. It relies on approximations
of X — wX(E) and X ~ wX(F) by solutions in W to Lu = 0 in . O

Theorem 15.64 (Comparison principle for locally defined functions). — There exists
K > 2 depending only on n, C1, and Cq such that the following holds.

Let B := B(zo,r) be a ball centered on T, and let Xg € Q be a corkscrew point
associated to (xo,7). Take u,v € W,.(KBNQ) to be two non-negative, not identically
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zero, solutions to Lu = Lv = 0 in KB N, such that Tru = Trv =0 on KBNT.
Then

Lu(Xo) _ u(X) _ ulXo)
v(Xo) ~ v(X) v(Xo)

where C' > 0 depends only on depends only on n, Cy to Cg, and C4.

(15.65) c- for X € QN B,

Proof. — Two strategies can be used to prove this theorem:

(i) If we mimic the classical proof from the codimension 1 case, we need to find a
(good enough) domain D such that BNQ € D ¢ KBN, and we work with the
harmonic measure on 9D of the operator L restricted to D. One might think
that for instance D = 2B N Q) will work out, but this choice of D will not be
“good enough” if it is not connected (and it can easily happen).

The difficulty is first to construct such a D that satisfies the corkscrew point
condition and the Harnack chain condition, but this part could be possibly done
by considering the tents sets constructed in Section 5. Yet, even with such good
D, we still need to build a measure pup on 0D which is suitable, in particular
satisfies (H5) for this particular domain. Well, at the present moment, we don’t
even know if building such pp is possible with our assumptions.

(ii) The second strategy, that we shall apply, is to follow the ideas used in [18,
Theorem 11.146]. In this strategy, we are not allowed to consider a harmonic
measure different from the one we defined on I'. The main pitfall in the present
theory which did not exist in [18] is the fact that w* (I'\ B) can be null because
'\ B is empty, and so we do not necessary have the non-degeneracy of the
harmonic measure, and we shall use the estimate (15.4) involving the Green
function instead.

We may have chosen to restrict our attention to the balls B that do not cover
entirely I'. Here we decided to allow more balls, but then when we take r large
in our theorem—when €2 is unbounded and I' is bounded—we need to impose
stronger conditions (and we get a stronger conclusion).

Step 1. Construction of a function fy,s. — Let yo € I' and s > 0. We write Yj for a
corkscrew point associated to yo and s. Roughly speaking, we would like to use the
function fy, (X) defined by

m(B(yo,s) N )

(15.66)  fyo,s(X) := S—Zg(X, Yo)

- o [0 (0 Bl i) + MU0
where Yk, is a Corkscrew point associated to yo and K;s, and where K, Ko > 0 are
some large constants that depend only on n, Cy to Cg, andC4. We could show that
with large enough choices of K; and Kj, fy, s is positive in B(yo,s) and negative
outside of a big ball B(yg,2K;s). However, we want to use the maximum principle

to extend such inequalities to larger regions, and with this definition involving the

g(X, YK1)
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harmonic measure, our fy, s is not smooth enough to be used in Lemma 14.33. So
we shall first replace w* (T'\ B(yo, K15)) in (15.66) by some solution of Lu = 0 with
smooth Dirichlet condition.

Let h € C*(R™) be such that 0 < h < 1, h = 0 on B(0,1/2) and h = 1 on
the complement of B(0,1). For 8 > 1 (which will be chosen large), we define hg
by hg(z) = h(*5%). Let ug be the solution, given by Lemma 12.2, of Lug = 0
with the Dirichlet condition Trug = Trhg. Notice that ug € W because 1 — ug is
the solution of L with the smooth and compactly supported trace of 1 — hg. By the

positivity of the harmonic measure, it holds that for any X € 2 and v > 0,
(15.67) WX (T\ B(yo, Bs)) < us(X) < wX(T'\ B(yo, Bs/2)),

and we can see here that ug will be used as a smooth substitute of the harmonic
measure.

Similarly to (15.32), using the Green function upper bounds and (H4), we have

m(B(y(;;s) N Q)g

(15.68) (X,Yp) <C for X € B(Yo,d(Y0)/2)\ B(Yo,8(Y0)/4).

Then by Lemma 14.33 with £ = R™ \ B(Y;,6(Yp)/4) and F = R™ \ B(Yy,6(Ys)/2),

m(B(yo,s) N )

(15.69) ° g(X,Yy) < C  for X € Q\ B(Yy,6(Yo)/4).

From this and the non-degeneracy of the harmonic measure (Lemma 15.1), we deduce
that for 8 € (1,00) and X € Q\ B(yo,208s)

(15.70)
B0 DD 56, %5) < Ko [0 (0 Blun, 53) + “EWLI 0D v
m(B(yo, Bs) N )
<K, [uﬁ(X) + (552 9(X, Ya))] ;

where Y3 is a corkscrew point associated to (yo,3s), and where the constant Ky > 0
depends only on n, C; to Cg, and C4; in particular, K5 does not depend on 3.

Our aim now is to find Ky > 20C; such that, for X € QN[B(yo, s)\ B (Yo, (Ys)/4)],
(15.71)

Ky |ug, (X) + m(B(yo, K1s) N Q)

(Kis)?
According to the Holder continuity at the boundary (Lemma 11.32), we have

(15.72) sup ug < Cp™°.
B(yo0,10s)

g(XvYKI)] < %M

82 g(X’)/O)

Moreover, Lemma 14.83 applied to g(.,Y3) implies, that

m(B(yo,Bs) N )
(Bs)?

(15.73) 9(X,Ys) <Cp™@ for X € B(yo, 10s).
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In both cases, we need 3 to be big enough, for instance 8 > 20C, and the constants C'
and a > 0 depend only on n, C; to Cg, and C'4. Due to the non-degeneracy of the
harmonic measure given by (15.4)—and (H4)—we have

m(B(yo, s) mQ)g

ug + (X,Yy) >C™'  for X € Q\ B(yo,5s).

By the last estimate in (15.72)—(15.73), there exists K3 > 0 such that
(15.74)

m(B(yo, Bs) N Q)
ug(X) + (Bs)?
for X € QN [B(yo,10s) \ B(yo,5s)]. In addition, by increasing K3 if needed, the
estimates (15.72)—(15.73) and the lower bound in (14.65) for the Green function imply
that

9(X,Ys) < KB~ |ua(X) + M

g(X7 YO)

m(B(yo, Bs) N Q)
(Bs)?

when X € B(Y),6(Y0)/2)\ B(Ys, 6(Yo)/4). We invoke then Lemma 14.33, used on the

function

m(B(yo, s) N )

g2

(15.75)  ug(X) + 9(X,Y))

9(X,Y) < K3p™"

TrL(B(y(;,zs)ﬂQ)g(X7%)] _ {u,@(X) + Wg(X, Yg)]

and the sets E = B(yo, 10s) \ B(Yy,(Ys)/4) and F = B(yo, 5s) \ B(Y,6(Y5)/2), to
deduce that for X € QN B(yo, 10s) \ B(Y0,(Yo)/4),

X = K37 |ua(X) +

ua0) + "EOLIOD 3, v,) < Ky [uat) + PEL 0D o x|
< g [ (B, 45) + D 0D g 1)

<Cp™*

by Lemma 15.28. Therefore, (15.71) can be indeed achieved for some large K7, that
depends only on n, C; to Cg, and C4 (recall that K5 is already fixed, and depends
on the same parameters).

Define the function f,, s on Q\ {Yy} by

(15.76)

F(X) = w

m(B(y07 8) N Q)g()(7 Yb)

B(yo, K15) N )
(K1s)?

0(X, Yo) — Ko |uge, () + ™ o(X.Yx))| .

The inequality (15.70) gives
(15.77) fuo,s(X) <0 for X € Q\ B(yo, 2K15),
and the estimate (15.71) proves that

(15.79) froe(X) > MBSO

for X € QN [B(yo,s) \ B(Yo,d(Yo)/4)]-

g(X7 YO)
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Step 2. End of the proof. — Let us turn to the proof of the comparison principle. By
symmetry and as in Lemma 15.47, it suffices to prove the upper bound in (15.65),
that is

u(X) _ u(Xo)

1579 L®@) = o)

for X € QN B, where B = B(zg,r).

We claim that
(15.80) v(X) > C_lyv(Xo)g(X, Xo) for X € [N B]\ B(Xo,6(X0)/4),

where C' > 0 depends only on n, C; to Cg, and C'4. So let X € 2N B be given. Two
cases may happen. If §(X) > gz—, where K comes from (15.71) and is the same as
in the definition of f,, s, the existence of Harnack chains (Proposition 2.18) and the
Harnack inequality (Lemma 11.35) give that

v(X) = v(Xo)
For the above inequality to hold, we need the Harnack chains to stay in the area
where v is a solution; we take K big enough to make sure that it happens, and by

Proposition 2.18, K need to depend only on C; and Cs. Similarly, Proposition 2.18
and Lemma 11.35, together with the bound (14.65) on the Green function, give that

mr(f)g(X, Xo) =1 on [N B(zo,7)] \ B(X0,8(X0)/4).
We conclude that for all X € [N B]\ B(Xo,d(Xo)/4) satisfying 6(X) > gz
(15.81) o(X) ~ v(X0) ™8 o (x, x,).

2
,
The more interesting remaining case is when §(X) < gz
Take yo € I' such that |X — yo| = 6(X). Set s := gz~ and Yo a corkscrew point

associated to (yo, s). The ball B(yo, 37) = B(yo,8K1s) is contained in B(zo, Ir). The
following points hold:

— The quantity fB(yo 4K $)\B(Y,5(Yo)/4) |Vv|2dm is finite because v € W,.(B(zo, 2r)).
The fact that fB(yo 4K\ B(Yo,5(Yo)/4) |V fyo,s|°dm is finite as well follows from

the property (14.61) of the Green function.
— There exists K4 > 0 such that

(15.82)  K40(Y) — v(Yo) fuos(Y) >0 for Y € B(Yo,6(Y)/2) \ B(Ye,5(Yo)/4).

This latter inequality is due to the following two bounds: the fact that

(15.83)
m(B(yo,s) N )

fyo,s(Y) < 2 gV, Yy) <C forY € B(Yy,5(Ys)/2) \ B(Yy,d(Ys)/4),
which is a consequence of the Definition (15.76) and (14.64), and the bound
(15.84) v(Y) > C o(Yy) for Y € B(Yq,8(Ys)/2),

which comes from the Harnack inequality (Lemma 11.35).
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— The function K4v—v(Yp) fy,,s is nonnegative on QN[B(yo, 4K1s)\ B(yo,2K15)].
Indeed, v > 0 on Q N B(yo,4K1s) and, thanks to (15.77), fys < O
on Q\ B(yo,2K;5).

— The trace of K4v — v(Yp) fy,,s is non-negative on B(yo,4K:s) NT" again because
Trv = 0 on B(yo,4K15)NI and Tr[f,, s] < 0on B(yy,4K71s)NI" by construction.

The previous points prove that Ksv — v(Yp)fy,,s satisfies the assumptions of
Lemma 14.33 with

E = B(yo,4K15) \ B(Y0,6(Y)/4) and F = B(yo, 2K1s) \ B(Yo,6(Y0)/2).
As a consequence, for any Y € B(yo,4K1s) \ B(Yy,0(Yp)/4)
(15.85) Kyo(Y) = v(Yo) fyo,s(Y) 20,
and hence, for any Y € B(yo, s) \ B(Ys,0(Yp)/4)

B(y07 S) N Q)

(1586)  v(¥) > (K 0(¥0)fy,a(v) 2 07 MBI OB 0y )

by (15.78). The points X and Y are both corkscrew points, and they can be linked
by a Harnack chain of balls whose length depends only on r/s = 8K7, that is with
uniformly bounded length. So using the Harnack inequality on every ball of the chain,
we deduce that v(Yp) =~ v(Xo) and g(Y,Ys) = ¢(Y, Xo) whenever Y € B(yo,s) is
far from Yy and X, (but it cannot be close to Xy since K; > 20C;). Moreover,
s72m(B(yo,8) N Q) ~ r2m(B N Q) by (H4). Therefore (15.85) becomes

1m(BNQY)

v(Y)>C™ 2 v(Xo)g(Y, Xo) for Y € [2N B(yo, s)] \ B(Yo,6(Yo)/4).

Since the two functions of Y in the inequality above are solutions in Q N B(yo, 2s),
the Harnack inequality yields the following improvement:

1m(BNQY)
)

v(Y)>C™ v(Xo0)g(Y, Xo) for Y € QN B(yo, s).

Recall that X € B(yo, s) by construction of yy and s. We conclude, at last, that even
when X € QN B is such that §(X) < gz, we still have
m(B)

v(X) = O_ITU(XO)Q(Xy Xo).

The claim (15.80) follows.

Now we want to prove that, for all X € [2nN B]\ B(Xo,d(Xo)/4),
(15.87) u(X) < Cu(Xo) |wX(T\ ZB) + @g(.,XO) ,
where the constant C > 0 depends only on n, C; to Cg, and C'4. By Lemma 15.14,
(15.88) uw(X) < Cu(Xy) for X € QN EB,

as long as K is large enough so that Lemma 15.14 can be applied. But again, K
does not need to depend on anything else than n, C; and Cs. Pick b’ € C*°(R")

ASTERISQUE 442



CHAPTER 15. COMPARISON PRINCIPLE 133

such that 0 < b’ < 1, b’ = 1 outside of 3B, and b’ = 0 on 2B. Let ujy = U(R’) be
the solution of Lup = 0 with the data Trup = Trh’ (given by Lemma 12.2). As
before, up € W because 1 — upr = U(l — h) and 1 — h is a test function. Also,
up (X) > w*(I'\ 2B) by monotonicity. So (15.4), which states the non-degeneracy of
the harmonic measure, gives
m(3BNQ)
G

where X3/5 is a corkscrew point associated to (o, %r) The doubling property (H4)
and Harnack inequality for the function ¢g(X,.) = gr(., X) entail now that

m(B N
(2 )g

1
(1589) Uh’(X) + g(X, X3/2) > C_l for X € Q \ ;B,

13
(15.90) up (X) + (X,Xo)>C™' for X € Q\ 3B

The combination of (15.88) and (15.90) yields the existence of K5 > 0 such that

m(BNQ)

U= K5’LL(X0) Up + 2

7 13
»Xo)| —u>0 QNn[-B\ —B|.
r g(’ 0) u =z on [4 \8 ]

Moreover, using the Harnack inequality and the Green function lower bounds, by in-
creasing slightly K5 if needed, we also have @ > 0 in B(Xy, 6(Xo)/2)\ B(Xo,(Xo)/4).
Now, it is not very hard to see that @ satisfies all the assumptions of Lemma 14.33,
with the sets E = IB\ B(Xy,0(Xo)/4) and F = ¥ B\ B(Xo,6(X)/2). Observe in
particular that up, € W, Tup > 0, and as long as we choose K > 2, u € W,.(2B) and
Tu=0onI'N2B. Then by Lemma 14.33,
(15.91)

BNQ 7
U(X) < K5U(X0) [Uh/(X) + %Q(X, Xo):| for X € [QOZB]\B(X(),(S(X())/ZL),
and since up/ (X) < wX(T'\ 2B) for all X € Q,

(BNQ)

uw(X) < Cu(Xy) [wX(F\ gB) + m - 9(X, XO)] for X e [QN EB] \ B(Xo,d(Xo)/4).

The claim (15.87) follows.
The bounds (15.80) and (15.87) imply that

(15.92)
u u Tsz 5
1)8((; = Cvé))({zi {m(B N S()I;g\(;(B))g'o) + 1} for X € [2N B]\ B(Xo,d(Xo)/4)-

The bound (15.79) in the set [N B] \ B(Xo,d(Xo)/4) is now a consequence of the
above inequality and (15.30). The bound (15.79) in the full domain QN B is then an
easy consequence of the Harnack inequality (Lemma 11.35). O
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