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Abstract—State-of-the-art literature on constrained multiagent
system operations can only deal with constant or at best time-
varying constraint requirements. Such constraint formulations
cannot respond well to the dynamic environment and presence of
external agents outside of the multiagent system. In this work, we
consider a formation tracking problem for a group of unmanned
aerial vehicles (UAVs) in the presence of a physical attacker. The
safety/performance constraint functions are environment-aware
and dynamic in nature, whose formulation depends on certain
path parameters and presence of the attacker. The dependence on
path ensures adaptation to the dynamic operation environment.
The dependence on the attacker ensures swift adjustment based
on the relative distances between the attacker and agents. UAV
desired paths and desired path speeds can also be both path-
and attacker-dependent. Composite barrier functions have been
proposed to address the constraint requirements. Neural network
is used to approximate unknown attacker velocity, where the ideal
weight matrix is learned by adaptive laws. Besides, unknown
system parameters and external disturbances are estimated by
adaptive laws. The proposed formation architecture can ensure
formation tracking errors converge exponentially to small neigh-
borhoods near the equilibrium, with all constraint requirements
met. At the end a simulation study further illustrates the
proposed scheme and demonstrates its efficacy.

Index Terms—Environment-aware dynamic constraints, multi-
agent systems, adaptive neural network control, robust formation
tracking

I. INTRODUCTION

ORMATION control of unmanned aerial vehicles

(UAVs), especially quadrotors, has many practical ap-
plications in surveillance [1], [2], search and rescue [3],
contour mapping [4], [5], source locating [6], object lifting
and transporting [7]-[10], just to name a few.

Safety and performance constraints on motion control for
multiagent systems has been rigorously studied in recent
years. Violation of such requirements can lead to perfor-
mance degradation and/or system damage, which can result
in operation failures. Common approaches in handling con-
straint requirements include control barrier functions (CBFs)
[11]-[14], barrier functions/barrier Lyapunov functions (BLFs)
[15]-[18], and model predictive control (MPC) methods [19]—
[23]. However, these algorithms can only deal with constant or
at best time-varying safety constraint requirements. Constant
constraints are often conservative in formulation, as control
engineers have to assume worst case scenarios throughout the
entire operation. Time-varying safety constraints give system
designers more flexibility, yet many environmental factors,
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such as space- or geometry-related environment boundaries
are not time-dependent. This requires the safety/performance
constraints should be environment-aware in response to the
complex environment.

Furthermore, in practical scenarios, external agents outside
of the multiagent systems can also influence the safety and
performance constraint formulations. Consider a real-world
example from the nature, where a fish school faces attacks
from predators. We can observe that each fish will attempt
to swim as close to other fish as possible while avoiding
collisions; whereas in the absence of predators, the inter-fish
distances can be relaxed inside the fish school. Meanwhile, to
ensure survival, each fish should not separate too far from the
rest of the school. Similarly, when an “attacker” is approaching
an autonomous multiagent system, the safety and performance
constraints should adapt dynamically, with the desired path
and desired path speed also change accordingly. This requires
the safety/performance constraint should be dynamic in nature,
which depend on the presence of external agents.

It is worth pointing out that the “attacker” considered here
is a physical attacker, which is different from the well-studied
cyber-attacks on multiagent systems in the literature, including
[24]-[29]. These works have extensively examined strategies
to mitigate cyber-attacks for multi-UAV systems, including
deception attacks, replay attacks, denial-of-service attacks,
false-data injection attacks, camouflage attacks, and actuation
attacks. However, to launch such cyber-attacks on multi-
agents systems often requires sophisticated skills or enormous
resources, which can make such attacks not economically
worthwhile from the attacker’s viewpoint. Compared with
cyber-attacks, the physical attacker considered in our work are
non-cyber attacks that are much easier to launch and require
less skills and resources from the attacker. Therefore, such
attacks pose greater risks than cyber-attacks.

Our recent work [30] published in this journal proposed
constrained path-following control architectures for a ground
vehicle, where the constraint requirements depend on a path
parameter, instead of being merely constants or time-varying.
The work focuses on the spatial path following task without
temporal restrictions, and hence can result in less aggressive
dynamic behavior. However, our work [30] only focuses on a
single vehicle operating on a two-dimensional plane, hence is
not suitable for addressing multiagent UAV system operations
in a 3D space. Moreover, the constraint requirements in [30]
cannot respond to the presence of external agents outside of
the multiagent system.

In this paper we consider a formation tracking problem
for a team of UAVs in the presence of a physical attacker,
where each UAV is communicating with its neighbors over
an undirected topology. For the first time in the literature, we

Authorized licensed use limited to: UNIVERSITY OF KENTUCKY. Downloaded on November 09,2023 at 01:35:00 UTC from IEEE Xplore. Restrictions apply.

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Intelligent Vehicles. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TIV.2023.3295354

consider environment-aware dynamic constraint requirements
on safety and performance. First, for the performance con-
straints, the UAV team needs to track the desired path closely
under disruptions from the physical attacker. More specifically,
the line-of-sight (LOS) distance between each UAV and its
reference path should not be too large. Second, for the safety
constraints, we need to guarantee that the LOS relative dis-
tance between any two UAVs cannot be either too small or too
large. At the same time, the UAV team needs to avoid collision
with the attacker, which can adjust velocity depending on
the relative coordinates between the attacker and agents in
the UAV team. Due to the complex operating environment
for the UAV team, these safety and performance constraint
requirements cannot be merely constant or time-varying, but
instead need to depend on path parameters and the attacker.
The UAV desired paths and desired path speeds are also path-
and attacker-dependent. The proposed algorithm incorporates
adaptive neural network control scheme to address unknown
attacker velocity. Besides, unknown system parameters and
uncertainties are estimated by adaptive laws. The algorithm
will ensure exponential convergence of all position and attitude
tracking errors, while at the same time guarantee safety and
performance of the team.

Main technical novelties can be summarized as:

1. Unlike existing works on control barrier functions (CBFs)
[11]-[14], barrier Lyapunov functions (BLFs) [15]-[18], and
model predictive control (MPC) methods [19]-[23], which
can only address constant or at best time-varying constraint
requirements, in this work we consider environment-aware
dynamic constraint functions that are both path- and attacker-
dependent. The dependence on path ensures that constraint
functions can adapt to the dynamic operation environment. The
dependence on the attacker ensures that constraint functions
can be dynamically adjusted, based on the relative distances
between the attacker and agents.

2. We consider the UAV desired paths and desired path speeds
are also path- and attacker-dependent.

3. Unlike some literature on multiagent system path following,
which only incorporates one environment-related path parame-
ter for the whole team [31]-[33], in this work each agent in the
UAV team has its own path parameter, making the proposed
algorithm a fully distributed one.

We will use the following standard notations in this paper.
First, R is real number set and I,, denotes the m x m
identity matrix. Moreover, ()T is the transpose of (), | - |
represents absolute values for scalars, and ||-|| represents
Euclidean norms for vectors and induced norms for matrices.
Furthermore, we use cf to denote cosf, sf to denote sin 6,
and t0 to denote tan®. We also write (-) as the first order
time derivative of (), if () is differentiable, and (-) as the
second order time derivative of (-). Besides, for any two
vectors vy, vy € R3, the cross-product operator S(-) gives
S(v1)ve = vy X vg. It is also true that S(vy)vy = —S(ve)v; and
v1S(v2)v; = 0. Next, @ represents the Kronecker product. In
addition, for any matrix A € R"*™ where A = [A1, -, A]
and A; € R", j =1,---,m, the vector operator vec(-) gives
vec(A) = [AT,---, AT]T € R™. Finally, SO(3) = {Q €
R3*3 | QTQ = I3} is a set of orthogonal matrices in R3*3

and S? = {z € R3 | ||z|| = 1} is a set of unit vectors in R3.

II. PROBLEM FORMULATION
A. Basic Graph Theory and Notations

A weighted undirected graph is represented by G = (V, £),
where V = {1,---,N} is a nonempty set of nodes/agents,
and £ C V xV is the set of edges/arcs. (j,4) € £ implies that
agent ¢ can receive information from its neighboring agent j,
and vice versa. In this case, agent j is called a neighbor of
agent 1. Furthermore, \V; denotes the set of neighbors of agent
i and || represents the number of neighbors. In our following
controller design and stability analysis, we suppose that each
agent in the group has at least one neighbor, which means that
IN;] > 1 (¢ =1,---,N). The topology of a weighted graph
G is often represented by the adjacency matrix A = [a;;] €
RNXN where a;; = 1 if (j,i) € &; otherwise a;; = 0. It is
assumed that a;; = 0, and the topology is fixed, i.e., A is time
invariant. Define a; = j=1 @ij as the weighted in-degree of
node i and A = diag(ay, - ,ay) € RV*¥ as the in-degree
matrix. The graph Laplacian matrix is £ = A — A € RVXV,

B. System Dynamics

We consider a group of N quadrotors (¢ = 1,--- , V), where
each has the following dynamics

mip;(t) = —F;(t)R(O;(t))e. + mige. + Ni;(t), (1)
0i(t) = T(Oi(t))wi (1), 2)

where p;(0) = pi1o € R?, pi(0) = pizo € R?, ©;(0) = Oy €
R3, w;(0) = w;p € R? are initial conditions. Moreover, m; €
R, m; > 0 is the mass of the ith quadrotor (: = 1,--- , N), and
J; € R3*3 is a symmetric positive definite matrix representing
the inertia of the ¢th quadrotor (¢ = 1,---, N). The position
and attitude in the inertial reference frame are represented
as p7(t) = [l‘l(t), yi(t), Zl(t)]T € R? and @Z(t) =
[6i(t), 0:(t), ¥i(t)]T € R3, respectively. F;(t) € R and
7;(t) € R3 represent the thrust and torques of the ith quadrotor
(G = 1,---,N), respectively. Ny;(t) € R® and Ny;(t) € R3
denote the external disturbances. Furthermore, g € R is the
gravitational acceleration and e, = [0, 0, 1]T € R3 is a
unit vector. R(©;(t)) € SO(3) is a rotation matrix, which
translates the translational velocity vector in the body-fixed
frame into the rate of change of the position vector in the
inertial frame

R(©;)
cticp;  s@ysticy); — coishy  coistict; + sgysi;
= | ctisth;  spistisy; + coich;  coistisy; — spic;
—s@i S¢iC9i C¢iC0i
)

Moreover, define a body-fixed frame with the origin being
at the center of mass for each quadrotor, and the rotational
velocities with respect to this body-fixed frame are denoted by
wi(t) = [wai(t), wyi(t), w.i(t)]T € R3. Besides, T(0;(t)) is
a transformation matrix that relates the angular velocity in the
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body-fixed frame to the rate of change of Euler angles in the
inertial frame, and is given by

1 séitﬁi cgbitﬁ,»
T(©)=| 0  c¢; —s¢; |- (5)
0 S¢i/C0i CQSZ'/C@;

As shown in Appendix A (see (57)-(61)), the rotational
dynamics (2) and (3) can be rewritten as

M;(©i(1))0i(t) + Ci(5(t), ©4(t)) O (t)
= UH(O;(t) ] 7i(t) + T (0:(1) ] Nai(t),  (6)
where W(0;(t)), M;(©;(t)), and C;(O;(t),0;(t)) are given
in (57), (60), and (61), respectively.

C. Path-Following Formation with a Physical Attacker

Attacker
(@a(t), ya(t), za(t))

ith UAV
(i(t), wi(t), zi

dei(t, si(t). dai(t))

Desired Position

(wai(si(t), dai(t); yai(si(t), dai(t)), zai(si(t), dai(t)))
Fig. 1. A brief graphical illustration for the ith UAV (¢ = 1,--- , N) path
following in the presence of a physical attacker.

See Figure 1 for an illustration of the ith quadrotor
(¢ = 1,---,N) path-following problem in the presence of
a physical attacker. The LOS distance d,;(t) between the ith
quadrotor and attacker is

da; £ \/(xz - xa)2 + (yz - ya)2 + (Zz - Za)2a @)

where p,(t) = [7a(t), ya(t), za(t)]T is the attacker position.
The desired path for the 4th quadrotor (7

1,---,N) is denoted by  pqi(s;(t),dai(t))
[zai(5i(t), dai(t)), Yai(si(t), dai(t)), 2ai(si(t), dai(t))]"
R3, where s;(t) € R is a path parameter evolving with
time. As pointed out in Figure 1, pg;(s;(t),dqi(t)) is any
arbitrary point on the desired path, not necessarily the
vehicle’s closest/projection point on the desired path. Finally,
vai (8:(t), dai(t)) is the desired path speed associated with the
path parameter s;(¢) and attacker distance da;(t).

m >l

D. System Performance and Safety Constraints
For the ith quadrotor (¢ = 1,---,N), define the LOS

distance tracking error de;(t, s;(t), d.;(t)) as
dei & /(i — 2ai)? + (yi — yai)® + (21 — 2a0)%. (8

Besides, the desired LOS relative distance between th and jth
(j € N;) quadrotors L;;(s;(t), da;i(t), sj(t), daj(t)) is

Lij & \/(l'di —24j)% + (Yai — ya;)? + (zai — 245)%, 9)

and the actual LOS relative distance d;;(t) is

dij £ \/(xz‘ — ;)2 4 (Wi —y;)* + (2 — )

During the formation operation, certain system constraint
requirements need to be satisfied, in order to ensure precise
and safe operation. These constraints are environment-aware
and dynamic in nature. First, the LOS distance tracking error
for the ith quadrotor de;(t, s;(t),dai(t)) (i = 1,---,N) has
to satisfy the following performance constraint

dei(t,si(t),dai(t)) < QHi(Si(t),dai(t)), (11)

where, for all ¢ > 0, Qmu;(s;i(t),dai(t)) > 0 is the user-
defined constraint requirement for the distance tracking error
de;i(t, si(t),da;(t)), and is at least three-times continuously
differentiable and has bounded derivatives with respect to
the path parameter s;(¢) and LOS attacker distance da;(t).
Moreover, Q;(8;(t), da;i(t)) is designed such that when ¢t = 0,
de; (0, S; (O), dai (0)) < Qu; (81(0), dai (0))

It is easy to see from (8) that de; (%, s;(t), dai(t)) > 0 at all
time. However, in order to avoid singularity in the controller
design later in the analysis, it is needed for do; (¢, s;(t), dai(t))
to be bounded away from the origin. Therefore, the constraint
requirement (11) is modified as

0 < €ei < dei(t, 5i(t), dai(t)) < Qui(si(t), dai(t)),

(10)

(12)

where €.; is any arbitrarily small positive number. Note that
(12) is equivalent to

—Eei < deei(t, 5i(t), dai(t)) < Qami(si(t), dai(t)),

where deei(t; Si(t),dai(t)) £ dei(t,si(t),dai(t)) — 25ei and
Qarti (8:(t), dai (1)) £ Qui(8i(t), dai (1)) — 2e6s.

Remark 2.1: In the analysis to be presented later, we will
show that the distance tracking error de; (¢, ;(t), da; (t)) will
converge to a small neighbourhood of 2¢,;, which is a shifted
equilibrium point bounded away from zero. This ensures that
the tracking error will decrease over time, yet stay positive
at all time. This equilibrium shift method to avoid singularity
in the control design is common in the literature [34]-[36].
More discussion on how the modified constraint requirement
(13) can help avoid singularity in the control design can be
seen in the later Remark 3.2.

Second, each quadrotor in the group needs to avoid collision
with the attacker at all time. Namely, the ¢th quadrotor (i =
1,---, N) needs to satisfy the following safety constraint

dai (t) > Qai (Si (t)) )

where Qa;(s;(t)) > 0 is a user-defined path-dependent con-
straint requirement, which is designed to be at least three-times
continuously differentiable and has bounded derivatives with
respect to s;(t). Moreover, €2,;(s;(t)) is designed such that
when ¢ = 0, d,;(0) > Qa;(s;(0)).

Furthermore, define the LOS relative distance tracking error
between the ith and jth quadrotors (: = 1,--- , N, j € N;) as

deij (t, 5i(t), dai(t), 55(t), da(t))
é dij (t) — L”(Sl(t)7 dai(t), Sj (t), daj (t)),

13)

(14)

15)
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where s;(t) € R is the path parameter for the jth quadrotor
and d,;(t) € R is the LOS distance between the jth quadrotor
and attacker. The following safety constraint needs to be met

deij(t, 5i(t), dai(t), 55 (t), daj(t))
€ (—Quij(si(t), dai(t), s5(t), d ( ))7
Quij (5i(t), dai(t), 5;(t), daj(t))), (16)
where, for all ¢t > 0, QHij(si(t),daT;(t),sj(t),daj(t)) >0
is the path- and attacker-dependent higher
bound for deij(t, 8:(t), dai(t), 55(t), daj (1)), and
— ;i (5i(t), dai(t), sj(t),daj(t)) < 0 is the lower

bound, with 0 < QLij (Si(t>, dai (t), S; (t), daj (t)) <
L,’j (Si (t), daz (t), Sj (t), daj (t)) The higher and lower
constraint functions are both at least three-times
continuously differentiable and have bounded derivatives
with respect to the path parameters s;(t) and s;(t) and
LOS attacker distances d,;(t) and d,;(t). Moreover,
the higher and lower bounds are designed such that
when ¢ = 0, deij (0, Si (O), dai (0), S (O), daj (O)) €
(=45(5i(0), dai(0), 55(0), da;(0)), Qi (5:(0), dai (0), 5,(0),
da;j(0))). The constraint requirement (16) means that the
inter-quadrotor distances cannot be either too small or too
large, such that the collision avoidance and formation keeping
can be ensured.

Last but not least, the attitude tracking error for the ith
quadrotor (¢ = 1,---, N) is defined as

z0i(t) = [24i(t), z0i(t), 2yi(t)]" = O5(t) —

where Oq;(t) = [pai(t), Oai(t), tai(t)]”
attitude to be specified later.

O4i(1),

€ R? is the desired

a7

E. Control Objective

The control objective for the path-following formation
tracking problem is to design a control framework for the ¢th
quadrotor (¢ = 1,---, N) such that:

1) The LOS distance tracking error de;(t, s;(t),d.;(t)) for
the ith quadrotor can converge into an arbitrarily small
neighborhood of the equilibrium;

2) The LOS relative distance tracking error
deij(t,8i(t), dai(t), sj(t),da;(t)) between the ith and
jth (j € NV;) quadrotors can converge into an arbitrarily small
neighborhood of zero;

3) For the <th quadrotor, the attitude tracking error
zoi(t) = [24i(t), z0i(t), zpi(t)]T can converge into an
arbitrarily small neighborhood of zero;

4) The ¢th quadrotor satisfies its desired speed assignment
’Udi(Si(t), dal(t)) That iS, 231(t) = Sz(t) — ’Udi(Si(t), dai(t)),
can converge into an arbitrarily small neighborhood of zero;

5) The environment-aware dynamic constraints (13), (14),
and (16) will not be violated during the formation operation.

Next, we introduce the following unit vectors before pre-
senting the assumptions needed for analysis and discussion of
our main theoretical results. First, the unit vector between the
ith quadrotor and attacker is defined as F,; = i [Xi—Za, yi—
Ya, Zi — za]T €92 Similarly, the unit vector between the ¢th
quadrotor and its desired path F,; and unit vectors between

the ¢th quadrotor and its neighboring agents Fg;; (j € N;) are
defined as FEo; = [xz Tdi, Yi — Ydiy Zi — zdi]T €S2 and
Edzg = [xz xjv Yi — Y5, 2 — ]T €S2

Assumpnon 2.1: For the ith quadrotor ( = 1,--- , N), the
physical attacker is “avoidable”, which requires unit vectors
Eq, Eei, and Eg5 (j € N;) are not on the same plane.

Remark 2.2: For the ith quadrotor, Assumption 2.1
means that its position p;(t), desired path coordinate
pai(si(t), dai(t)), neighboring agents position p;(t) (j € N;),
and the attacker position p,(t) cannot be on the same plane.
When Assumption 2.1 is satisfied, the control law wu; intro-
duced in (33) will be non-singular. More discussion can be
seen in Remark 3.3.

Remark 2.3: Tt is worth pointing out that Assumption
2.1 is not restrictive. Note that the desired path coordinate
pai(si(t),da;(t)) for the ith quadrotor can depend on both
the path parameter s;(¢) and LOS attacker distance d,;(t),
which has two degrees of freedom. Therefore it is relatively
easy to modify the desired path coordinate to satisfy this
“avoidability” assumption.

Assumption 2.2: The ith UAV desired path
pai(si(t),dai(t)) and desired path speed wvq;(s;(t), dai(t))
are at least three-times and twice continuously differentiable,
respectively, with bounded derivatives concerning s;(¢) and
dai(t). Furthermore for the reference attitude we require that
(bdi(t) ( 27 2) adl() ( 72r, 2) and 1/1(11() [ T, W]’
where 1g4;(t) is at least once continuously differentiable and
has bounded derivatives with respect to time.

Assumption 2.3 ([37], [38]): The thrust F;(t) and external
disturbances Np;(t) and No;(t) for the ith quadrotor are
uniformly bounded with unknown bounds.

Assumption 2.4: The attacker velocity is continuous and is
related with the relative positions between the quadrotors and
attacker, that is, the attacker velocity can be expressed as
Va(Za) With Zy = [ -+, Ty — Tay, Yi — Ya, 20 — 1T e

i=1,---,N
R3*N. Furthermore, the attacker velocity v,(Z,) is unknown.

Remark 2.4: Assumption 2.4 means that the physical at-
tacker has a certain level of intelligence. Therefore, the
physical attacker problem considered in this work cannot be
addressed by well-established obstacle-avoidance mechanisms
that only consider static or time-varying obstacles.

Assumption 2.5: The mass m; for the i¢th quadrotor (i =

,IN) is known. However, the i¢th UAV inertia J; is
unknown such that for any z € R3, J.zTz < 2T J;z < J;272,
where J; and .J,; are unknown positive constants. As a direct
result, the symmetric positive definite inertia matrix M;(0;) in
(60) is also unknown and bounded, such that for any z € R3,
M;z%2 < 2TM;(©;)z < M;2"z, where M; and M, are
unknown positive constants.

Assumption 2.6 ([38]): The attitude of the ith quadrotor is
confined such that ¢; € (=3, 5), 0; € (=5 +€9i, 5 — €0i)
and v¢; € [—m, «] for some €g; > 0.

Remark 2.5: From (1)—(3), we see that quadrotors’ posi-
tion and attitude dynamics are highly coupled. For example,
left/right movement can be archived by rolling, and for-
ward/backward motion can be realized by pitching. Hence
improper roll and pitch motions can cause aggressive motions

Zaa ..
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of quadrotors, which will not only affect system performance
but can also destabilize the quadrotor dynamics and result in
system failure.

The following lemmas are required for the controller design
and theoretical analysis to be presented.

Lemma 2.1 ([39]): For any constant € > 0 and any variable
z € R, we have 0 < |z| — \/2222?<5.

Lemma 2.2 ([40]): Let A € R*™*™ B e R™*! and C €
R*_ Then vec(ABC) = (CT @ A)vec(B).

To simplify the discussion and analysis to be presented, we
will omit the variables’ dependence on time, state, and path
parameters when there is no potential for any confusion.

F. Radical Basis Function Neural Networks

In our formation control design, radical basis function neural
networks (RBFNNs) [41]-[45] will be utilized to estimate the
unknown attacker velocity v,(Z,) : R*Y — R3. Specifically,
for a continuous nonlinear function v,(Z,) defined over a
compact set 7, C R3N, there exist RBFNNs W.IB,(Z,)
given as

Va(Za) = WX Bo(Z,) + €a(Za),

where Z, € Qz. C R3YN is the input vector, W, =

[Wa1, "+, Wan]T € R™3 is the ideal weight matrix where
Wak = [waklv Wak2, wak3]T € R® (k = 1,---,n),
n > 1 is the number of neural network nodes, B,(Z,) =
[01(Za),+ ,bn(Za)]T € R™ is the basis function vector,

and €,(Z.) = [€a1(Za), €a2(Za), €a3(Za)]t € R3 is the
approximation error satisfying ||e,(Z,)|| < €., where €, > 0
is a given precision level. The basis function by (Z,) is usually
selected as the following Gaussian-like function [46]-[48]

Z.— i)Y (Z, —
— (Zo = V) 2( a =) , k=1,---,n,
Ci
with v, = [Vk1, -+, vran|T € R3Y being the receptive field’s
center and (; € R being the width of the Gaussian-like
function by (Z,). Moreover, W, is defined as

Here we introduce the structure of “composite barrier func-
tion”. Specifically, to address the environment-aware dynamic
constraint requirements (11) and (14), which are on the LOS
distance tracking error d.; and attacker distance d,;, the
following transformed error variables are introduced

bi(Z,) = exp

Ua(Za) - Wg‘Ba(Za)

sup

W, :=arg min
ZaGQZa

Wa ERnX 3

G. Composite Barrier Function

QdHideei 1
= ——. (8
deei)(gei + deei) ’ fla dai - Qai ( )

Note that 7,; = 0 only when d.; = 0 and 77,; — 0 only when
da; — +00. The “composite barrier function” to deal with the
constraint requirements (11) and (14) is designed as

Nei = (QdHi —

1 1
Vei = =03 + =13

2 2 (19)

Remark 2.6: The function (19) is called “composite barrier
function”, since it takes environment-aware dynamic con-
straint requirements into consideration. Note that the perfor-
mance and safety constraints are on different distance tracking
variables. On the one hand, when the performance constraint
(11) is to become violated, we get d.; — (lqu;, and hence
Vei — +00. On the other hand, when the safety constraint (14)
is to become violated, we will have d,; — §,;, and hence
Vei — +oo. Therefore, by keeping the “composite barrier
function” uniformly bounded through closed-loop analysis, we
can ensure that environment-aware dynamic constraint require-
ments (11) and (14) will be satisfied during the operation.

Next, regarding the environment-aware dynamic constraint
requirement (16) on the LOS relative inter-quadrotor distance
tracking error de;; (i = 1,---,N, j € Nj), the following
transformed error variable is introduced

Quij Qrijdes
(Qmij — dei)(Quij + deij)
The barrier function used to deal with the safety constraint
requirement (16) is designed as
1

Veij = 577§ij~

(20)

Neij =

1)

III. CONTROL DESIGN AND MAIN RESULTS

Here we present the controller design procedure based on
backstepping, which will lead to our formation algorithm
design and main theoretical results.

A. Distance Control Design and Results

Step 1:
First we consider the position kinematics of the quadro-
tors. Design the Lyapunov function as V; = va:l (V;i +

> JEN: V;ij), and its time derivative leads to

N
Vi= Z(Ueiﬁez‘ + Naithai + Y neijﬁeij)-

i=1 JEN;

(22)

For neiﬁei + naiﬁai (1= 1. 7N) in (22) we get
neiﬁei + naznaz = Nei (gesiéi + Gg;:;zpl - GeTaipa)
+ Nai(GasiSi + Gapili — GaniPa).  (23)

where Gesi S R’ Gasi S ]R’ Gepi S Rgs Gapi S Rgv Geai € Rgv
and Gaa; € R® such that

o Oei Omi  OMei 7 Opa 2 OMai A

Yosi 8QdHi (932 adgei e 851 ’ Gasi 8Qm dSi
OMei Oami OMei 1 Opai

Geai £ Eai - ET Eai»
BQdHi 8da4 8daei ez adai
Mai OMes

Gaai £ iEai» Gc 7 £ Gcai iEci Ga 7 £ Gaai
8dai b M adsei ’ b ’

and recall E,; € S? and E,; € S? are defined in Section II-E.
Similarly, for ne;;nei; (¢ = 1,--- N, j € N;) in (22) we
obtain
. o . . T . T .
NeijMNeij = Teij (geijsisi + GeijsjSi t GeijpiPi + GeijpiDi
— Gaijba), (24)
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6
where
o A 57]eij aQHij aneij 8QLij
s 8QHZ']' 88, 8QLij 881'
OMeij v OPai
- i ) eijsi € RJ
8deij Lij 651 9 J
Goiies 2 OMNeij Omi; — OMeij OSALij
ewsd 3QH” (98]‘ 8QL7;j aSj
OMeij v OPaj
+ Lij ) Inijsj S Ra
Ddei; 9 Ds,
G A aneu aQHZjE 87762] 8QLZJE
I aQHt] adaz 8QL1] 8daz
aneu 8neij T apdz
Eaij — E Eai,
+ adczg 44 8dcij Lij adai
OMeij O 377 i 00,
Gé eij jE eij U
I 90 Oday aQLZ—j ody; Y
anez] anezj T apd]
_ Ei; ET Eai,
I Y Y

A 3
Gaij = Geijpi + Geijpj7 Geijpi7 Geijpj7 Gaij eR )

in which recall Eg;; € S2 is defined in Assumption 2.1.
Furthermore, unit vectors Er;; € S? and E,; € S? are

defined as Esz = 7-[tai — 24, Yai — Yaj, zai — 2zt
and E,; = [xj Ta, Yj — Ya, Zj — 2] T, respectively.
Hence, from (22), V1 yields to
N
Vo= (haisi + Hyps = Hipa ). (25)
i=1
where
Nsi = NeiGesi + NaiGasi + 2 Z NeijJeijsi» Nsi € R,
JEN;
Hpi = neiGepi + naiGapi +2 Z neijGeijpi7 Hpi € RSa
JEN;
Hy = neiGeai + naiGaai +2 Z neijGeijpia H,; € R3.
JEN;

Moreover, the term Hp; in (25) can be rewritten as

sz = hpazEaz + hpezEez + Z hpdledZ] - ET pi7 (26)
JEN;
where

b [ O Oami

OMNesj 00145
+ 2 Z Neij (aQHij 8dm +

87767,‘
0 deei

Opai OMai
ET at ™y 7
i D ) i B,

ONei; OS5
8Quj Od.;

JEN;
3Uez; T Opdi
E e R,
Odeij " Ody;
877&31’ 87]61
hei: e ER, hz—Qez JeRv
P " adsci pdis "leid adczg
hpi = [hpai7 hpeia R hpdij7 o i RlN‘H‘Z:
jEN;
Epi = [Eai, Eoiy -+, Euaij, T e RUNil+2)x3
JjEN;

Now, taking (26) into (25) yields

N
Vi=) (hsz@i + hpi Bpipi — Hipa), 27)
i=1
where, by using Lemmas 2.1 and 2.2, the term —HLp, (i =

1,--+,N) can be expressed as follows
H Lpa = _Hz;li (WE(Ba(Za> - Ba’i + Baz) + ea(Za))
< —HE(WE — W.E)Bai + ba || Hail|
< i (Hai @ Bag) + 3, (Hai @ Bai)
2
S ||Ha2||

—i_éa—
V1 Haill* + €7

where Wai = WM- — Wa, Wai € R™*3 is the estimation of
W, by the ith quadrotor, w,; = vec(W2k) € R, w, =
vec(WF) € R, 1, = vec(WE) € R, 6, & /n||W, H +
€ is unknown, and B,; = B.(Z,) with Z,; = [v; —
Ta, Yi—Ya, Zi—Ra, " " — Zay, Yj = Ya, Zj — Za, ]T €
jiEeEN;

R3Wil+3, Besides, €; > 0 is an arbitrarily small number
introduced in view of Lemma 2.1.

Next, define the fictitious velocity tracking error as z,; =
Eyipi — apg, with the stabilizing function ay; € RWil+2 ( =

, ) designed as

+ Sagiv

, Ty

hpi
Qpi = hTiz;y <Kci773i = Kaing; — Z Keijnziy — hsivai
pi' ‘Pl JEN;
) Haill?
+ wgi(Hai X Bai) - 6ai|d|>’
|| Haill* + €2
(28)

where K¢; > 0, K,; > 0, and K;; > 0 are the control gains
and 6M is the estimation of 0.

in the stabilizing function design. [|hpill = O implies that
hpai = 0, hpei = 0, and hpdij =0y € M) at the
same time, which implies 7e; = 0, 7.; = 0, and 7¢;; = 0.
When this happens, all terms inside the bracket on the right-
hand-side of (28) are zero. According to L'Hopital’s rule, we
have limp, |0 api = api(vdi,u}ai,éai). Since vg; is the
desired speed assignment along the path, which is selected as
a bounded function, and the boundedness of w,; and Sai is to
be shown in Theorem 3.1, hence a; (Vs , Wai, Sai) is bounded.
Thus, singularity of «,; will not happen.
Hence, (27) yields

Vl < Z <h v elngi - '1777&1

+ hsizsi + wgi(Hai ® Bai)
< Hai 2
sl

az— Jr 5361>7
2
I Hail|* + €2

where Sm- = Sai — 4, and the path speed error is defined as
Zsi = §; — Ud-

Z Kel] nem

JEN;

(29)
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Step 2:
At this step, we consider the translational dynamics of the
quadrotors. Desyén the Lyapunov function candidate at this

step as Vo = i=1 2,23;2@“ and its time derivative gives
N 1 1
V:E zT-[Elef—ulf—E F;(R; — Rg;)e
2 v vi pig€z m; 20 m; 7,( 0 dz) z

1 .

in which we denote u;g = Ep;u; € RNil+2 w; = FiRye, €

R3, and
P — Haaz Z Haazg pa) + Hapipi
JEN;
+ Z H(Xplj p]) + haszsz + Z haszjsy
JEN; JEN;
8 T A a i &
+ ij ai + &5%
ow Was 8531'
- ozpzpz + Gaaz Z Goépl] )
JEN;
. . Oty - Oa
+ hasisi + Z hasijsj B A;m Wa; + pl aza (31)

at

JEN;

where Goa; = Haoai + Z]EN Heonij and Gopij = Hapij —

daypi
Haijr with Hopi = ;250 € RUMIT2XE and Hopy; =
73(271_";_) e RUNil+2x3  Moreover, Hya; € RINil+2)x3,
i—Pj

Haaij S R(‘Ni‘+2)><3, hasz S R‘M|+2 and hasij S R|M|+2
are given in Appendix B (see (62)—(65)). Moreover, Epipi in
(30) can be expressed as

Eyipi = &pipi + Caiba + Eaidi + Y Bpaij (i — D5),  (32)
JEN;
where
apdl .
Epi = Epai + Epez - Epez Od.. E;ﬁ, Epi € R(‘MHQ)XS,
Opa; .
ai = _Epai + Epez azd E};, & € R(l“/\/"|+2)><3,
Opd; N
si — -F el Z; si € Rl 1‘+27

€ P asi 6

in which Ep.;, Epe;, and Epq;; are expressed as
paz - [Qalpu 037 Tty 03 ]T S R(‘Ni‘+2)><37

[Ni| 4+ 1 zero vectors
T, - T
Epei = [037 Qeipi7 037 Tty 03]
[N zero vectors

e RON:I+2)x3,

E

paij = [03, O3, - T e RIVil+2)x3,

dailzs—(pi —Pa)E;

d2,

ai

where 03 = [0, 0, 0]T € R?, Q. =
pai)E R3x3

deiIs—(pi—pai) EL
RSXS’ Qei — % c and lej =
di;Ts—(pi—p;)ET.. ava . .
% € R¥3, j € N;. For the matrix FEpg;j,
ij
j € N, the (2 + I;;)th column vector is QdTijpi and other
columns are zero vectors, where I;; is the index of j in the

set \V;.

S

Remark 3.2: In (32), singularity can only happen when
dei = 0, dpy = 0, or d;; = 0, j € N;. However, in view
of the performance and safety constraint requirements (12),
(14), and (16), we have do; > €o; > 0, do; > Q. > 0, and
di; > 0, hence de; = 0, dy; = 0, and d;; = 0 will not happen
if (12), (14), and (16) are satisfied. Therefore, singularity will
not occur in (32).

Now, for the ith quadrotor (z+ =1, ---
u; € R3 is designed as

, N), the control law

ui = (B Epi) " Epuio, (33)
Ujg = M l(ﬁpi — Hopi — Gani)pi + (Esi — hasi)vdi
= D hasigvaj + Y (Bpaij — Gapig) (B — 5)
JEN; JEN;
+5 . gazggizvi A‘ EPiETZ“i
|50l [* + €2 || BE 2] |” + €2
T Sai GaazGaal (BaTz ® fai) Was

V HGaazzWH + E

+ (Bg; & Gaai) wai + Kvizm' + Epigez + hpi
_ Oopi s
OWa;

(34)

where K,; > 0 is a control gain, ¢; > 0 is a design
constant, and ¢; is the estimation of the unknown constant J;

satisfying HfiF(R Ryj)e. + = NM ’ < §;. Moreover,

adaptive laws w,; and 65” will be introduced in (39) and (40),
respectively.

Remark 3.3: In (33), the square matrix EpTiEpZ- € R3%3 is
required to be invertible to ensure that the control law w; is
non-singular. According to the definition of F,; € R(Nil+2)x3
in (26), rank(E,;) = rank(E);) = min(|N;|+2, 3) = 3 since
each agent in the group has at least one neighbor (JV;| > 1)
and the “avoidable” condition in Assumption 2.1 is satisfied
during the operation. Therefore, rank(EpTiEm-) = 3, hence
E;Epi is invertible.

Remark 3.4: In (34), we can observe that the relative ve-
locities between each UAV and its neighboring agents are
used for the controller design. This condition is not restrictive
in practical applications since it can be easily achieved by
methods such as optical flow [49], [50] and visual odometry
[51], [52], which does not require real-time bidirectional
communications with neighboring agents.

According to (29) and (30), we can derive

Vi + V2
< Z { eznez - aznaz Z Kez]nezj sz i?vi
JEN;
+ hgizsi + Z;;rz(g% — hasi Zsz - Z ZuzhozszJZSJ
JEN;
_Sai HHaiH2 _S Hg Z’UZH

5 at
VI Hall” + €7

€5zl + 2
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5. G

Rvi i%vi | ’

aal

2
s e
HGEM’ZWH +52 HE Z”H 2
=T T T
+ Wi (Hai ® Bai) — Wy [(Gaaizvi) ® Bai]

Ujg; [(gz};'zm) ® Bai] + (Sga + 51’)51'}’ (35)

whereg_é—é(i_l N).
Next define V; = El | 322, its time derivative gives

. Ovai.  Ovai 7,. .
V Zzsz ( Sq Ds., Si O Eai(pz pa)) : (36)

7

Now, demgn the path parameter timing law §; (¢ =

,N) as
Ovg; . avdz T. T
- _Ksi S a_ i Eaz DPi — vi\Sst hasi
Zei + D5, $ od.. 20 (€ )
Ovg;
N Zsi ‘ Od.; Eaz
+ Z ZEjhasji — dai 5
JEN: \/ 22, gg:‘ E.|| +¢€?
Ovg; T .
- ad . (Edl ® Bal) Wai — h5i7 (37)

where s;(0) = s;10 and $;(0) = s;90 are initial conditions and
K, ; > 0 is a control constant.
Therefore, considering (35) and (36), we can get

Vi+Va+ Ve

< Z{ elnez - alnaz Z Kez]ne” U Zrm

JEN;
o 5 Hal® s Hf zmH
sz S7 az al
V[ Hai* + 2
5 ||Gwzm|| % Zi’f“E
V !szzm + &2 \/Sz ‘%dl F. 2+512
- ||BE

+ wai(Hai ® Bai)

- w;rz [(sz‘zvi> Y Bai] - “73; [(fz};ZM) ® Bai]

— WX (Bai ® Bai) 2s; gz + (45, + 8))e } (38)

Figally, design the adaptive laws for the estimators w,;, 3%
and ; (i =1,---,N) as the following

u;]ai = Nuwas <_(Hai & Bai) + (G;[é‘azzvz) & Bai

Ovg;
(gdlzvl) ® Ba; + (Edl 0 de) Zsi azd )

(39)

- Jwai’waiy
|| Hail|”

o M<\/|Hm|| te2

i ZmH

et

2
|G iz | | 25 || iy B )
\/| |Go¢azzm 22 \/Z; gz: Eai ’ + 612
- Jéazéau (40)
X ET 2 A
|| BE 2] |” + &2

where ’LZIM(Q) = ’LZJaiQ, 5az(0) = (531'0, and 51(0) = 6i0,
with Wa;0, 0aio, and J;p being the initial conditions. 72,45,
Nsais Nsis Owai» Tsai» and os; are positive design constants.
Design the Ly%)unov function candidates for the estimators
1 ~T,~ N 1 3
as Via = Zz 1 anmwT’wm, Voo = Zi:l 2N5ai 5Zi’ and
I o VA W
Vo =2 im 2155 07

Denote Vios = Vi 4 Vo + Vi + Vipa + Vsa + Vs, for its time
derivative we can get Vo5 < Zf\il (—Kemgi — Kan? —

) _ 2 Owmi Tom
> jen; Keijne; Koz — g2, Wa
Osai 82 _ Osi 52 . . Owai ,,T _Osai 2
Ty 0z; oy 0; :i—ch , where ¢1; = TR W, Wa + 5,2k -5+
26152 4 (48, + 6;)e; (i =1,--- , N). Hence,

2ns;

T
- Kvizm' Zvi

Vpos < 751Vpos + 01, (42)

where k1 £ min;, jen; (2Kei, 2Kai, 2Keij, 2K i, 2K, Oupais
Osais 05i)s 01 £ Zf\il c1;- The aforementioned design proce-
dure leads to the following theoretical result.

Theorem 3.1: With the thrust laws (33) and (34), adaptive
laws (39), (40), and (41), and the path parameter timing law
(37), the quadrotor team described by (1) under Assumptions
2.1-2.5 will have the following results:

i) The environment-aware dynamic constraint requirements

(13), (14), and (16) will be met during formation.
ii) The transformed output tracking errors 7e; and 7;; (¢ =
1,---, N, j € N;) will converge into the set

291} 43)
K

{95 = NeirNeij © |X] <&y, €&n= .

which implies that the output tracking errors de; and de;;
will converge into the following regions

{dei : maX(f‘:eh 2e0; + €XLi) < dei < 260 + Exmi }7
(44)
{deij Py < deij < ngij}’ 45)

where ¢, and €, , are expressed as

Exni
[en(Qani — €ei) — Qami]
+ \/[€n(QdHi — €ei) — Qami]? + 43 Qamicei
2e,, ’
Exri
[en(Qams — €ei) + Qan)

- \/[5n(QdHi — €ei) + Qami]? + 4e2Qanicei

2¢e,
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Moreover, €,,,, and €, ,; can be written as

—(Qms; Qi — €n(Qmij — Quij))
+ QHU QLz] +e (QHU + QLU)
B - QEnQHZJQLm (Qsz - QLZ])
Eemig = 2e, ’
— (i Qi + €y (Qeij — Qij))
08,908, + e (Quij + Qi)
+ 26 Qp Qs (Qmsy — Qwij)
Eiriy —

2e,

iii) For each quadrotor, the path speed error zg(t) =
$:(t) — wai(si(t), da;(t)) satisfies lim sup,_, . |$:(t) —
vai(5:(t), dai (t))] < &

iv) The adaptive laws (39), (40), and (41), and the path
parameter timing law (37), are all uniformly bounded.

Proof: From (42) we have

Voon(®) < (Voen(0) = Z)et 4 24 )

R1 R1

The boundedness of Vs implies boundedness of 7ci, 7ai,

and 7;; (0 = 1,---,N, j € N;). Hence, the constraint

requirements (13), (14), and (16) are satisfied during the

operation.

Moreover, we have lim sup,; ., Vpos < 4, hence 77781
when t — oo, therefore 7; will converge to the set

(43) Similar relationship holds for 7;;. Furthermore, uni-

form boundedness of V},os implies boundedness of adaptive

estimates w,;, 0.;, and ¢;, as well as fictitious errors z,;.

Next, note that in the range —cq; < deei < Qs Mei 1S @
function in d..;. Recall that d.e; 2 de; — 260i, With £¢; > 0
being an arbitrarily small constant. Hence, the range (13) gives
the range for de; given in (44). Besides, within the range of
(16), nes; is quadratically related to de;;. Hence, satisfying the
constraints (13), (14), and (16) means that the distance tracking
errors de; and de;; will be confined in the ranges defined by
(44) and (45).

Furthermore, since lim sup,_,. %z; < %, the speed
assignment error will satisfy |$; — vq;| < €, when ¢t — oo
for ¢ = 1,--- , N. Besides, the boundedness of vg; will lead
to the boundedness of $;(t).

Finally, boundedness of the adaptive estimates w,;, Sai, and
&; , the path speed variable s;, its derivative signal $;, and the
fictitious error z,; as well as the invertibility of E;;Em- imply
that «y;, u;, and ;o are all uniformly bounded. Hence, it is
clear to imply that adaptive laws (39), (40), and (41), and the
path parameter timing law (37), are all uniformly bounded. W

Remark 3.5: In Theorem 3.1, using L’Hopital’s rule yields

71

lim e,,, =0,

lim e, . =0
ey—0 XLi ’

en—0
oo foms =0 I Sy =0 “n
for ¢ = 1,.-- ,N. This implies that when the modified error
variables 7¢; and 7e;; converge into small neighborhoods of

zero, the relative LOS tracking error de;; will converge to

a region close to zero and the actual LOS tracking error de;
will converge to a region arbitrarily close to 2¢.;, with £; > 0
being an arbitrarily small constant.

Remark 3.6: To reduce the set size in (43), we need to
select large «; and small p;. To make x; large, we can select
large control gains Ko, Ka;, Keij, and Ky (¢ =1,--- | N,
j € N;), and large adaptive and path timing law parameters
Owai» Osai» 0si» and Kg;. To make o1 small, we can select
small ¢;, and large adaptive parameters N.a;, Nsai, and ng;.

B. Attitude Control Design and Results

Step 3:

Next, we select the Lyapunov function candidate as V3 =
PR 528;70;. With some algebraic analysis shown in Ap-
pendix C (see (66)—(71)), the stabilizing function ag; € R3
for the ith quadrotor (: = 1,--- , N) is designed as

Vi
= —(KG)i + %)Z@u

where Kg; > 0 is a control gain and vg; > 0 is a design
constant.

Step 4:

At this step, select the Lyapunov function candidate as V;y =
SN 12T M;(©;) 2. With some algebraic analysis shown
in Appendix D (see (72)—(73)), the torque law for the ith
quadrotor (¢ = 1,--- , N) is designed as

— 112 ~
U(0;) 2w |7]|” p7;

ae; (48)

i , (49)
@)l I 7 4 2
“ TT 61 ZUMEZ
7o = TY(O0:)(Kuizuwi + z0i) + figi G e,
Vlzwil P 52 + €2
(50)
i = Np1izes ¥ (0T — 0 prifgis (51)
s s o
i = NpuJgi OuJilJis (52)

||2wil | B2 + €

where ﬁ]i(o) = ﬁjio and ﬂji(O) = ﬂ]io are the initial
conditions. K,; > 0 is a positive control gain. =; is introduced
in (73). pj; is the adaptive estimate of the unknown constant
Py = i and fij; is the adaptive estimate of the unknown
constant /Mz introduced in (73). ny7i, Npgis Tpgis and oy, 75
are positive design constants. Denote

Vare = Va3 +Va+ V5 + Vg,

Vor =) 505 Var=) iy (53)
p ; an,h Pri 1% Zzzl Qn,u,]i Hq
where pj; = pyp — pgi and Gy, = g — ’[_LJZ Af-

ter some algebraic manipulation, we can arrive at Vatt <

N T T opgid; ~2 OuJi ~
Zi:l (_K@iZGiZ@i - KWiZWiZWi - 277.,,]7 Pyi — Zn‘;h lj’Jl
= OpJ Oudi =2
021‘), where Co; = Ei(li'i‘/lzji)'i‘ 27{) ; J +2nﬂ ; M]1+ 21,0 ®d1
(¢=1,---,N). Hence,
Vatt < —k2Vage + 02, (54)

where ko £ min; (2K@Z, O'pJZ,O"uJZ) and g, =

Zi]\il C2i-
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Path parameter
timing law (37)

Attacker Path Parameter Timing Law for ith UAV
Dynamics
Qi (81, dai), Qi (5),
Qe (51, dags 55 o),
i (i dai) — QLLJ(sl d, daj),
Attacker i=1,2,--,N,jEN;

Pai(8i, dai)

Vai (i, dai)

zth UA\/ s

TNai

EXpi(t)| | vaivaj

Dai(s:)

Err
— transformation
(18)

Qui(sis dai)
dei(t, 5i, dai)

Error Tei
[— transformation .
(18)

di;(t) +

- On1ij (54, i, 55, daj)

deij (t, 8is daiy 85, daj) |

pi(t) — p;(t)

OLij (i dais 55, daj)

Lij(si,dai, 55, dag)

Pai(Sis dai) = pa;(sj, daj) IRl

Dis Di — Dj
+

pi — Zui

Stabilizing
" function (28)

[ A

Teij

Error
transformation
(20)

’—>

» Wai
Hai, 2vi, 2sis Bai Adaptive law (39) ﬂ ,

Hai, zvi, 2si = Adapti W 3
ptive law (40, Aﬁ

i 5;
vi [ Adaptive law (41)»@ 1

Control law Ui THI Fi o
(33) and (34) Ij

Decoupling i bai

ai () (68) and (69)

b, >104; ,% zoi
+
Ot

Stabilizing a6 —
function (48)

Control law  Ti

2i(t), T

™

(t) —> Adaptive law (51)

(49) and (50)

. pii

zuilt )4; Adaptive law (52)

[ SCIENC NN N R e R R IR NN AL NN N N R N R R e R L U S e U e R R I N R AT O R

Fig. 2. Block diagram of the overall control algorithm.

The above design leads to the following theoretical result.

Theorem 3.2: With the UAV torque laws (49) and (50), and
adaptive laws (51) and (52), the attitude of the quadrotor team
described by (2) and (3) under Assumptions 2.1-2.6 has the
following properties:

i) The attitude tracking error of the ith quadrotor (i =
1,--- ,N) zg; will converge into the set

202

204 ||Z®1H < Eny En = ?2 ) (55)

ii) The adaptive laws (51) and (52) are uniformly bounded.

Proof: First of all, (54) leads to
02\ kot 02
Vi (L (Va 0) — 2)eret 4 22 56
e (1) < t¢(0) /12)6 +52 (56)

hence V¢ is uniformly bounded.

1
Next, we have lim sup, ., Vase < 22, hence £28; < £

when ¢t — oo, therefore zg; will converge to the set (55)
Furthermore, boundedness of the adaptive estimates pj; and
[17i, as well as boundedness of the fictitious error z,,;, are now
obvious since V,y is bounded. Therefore, it is straightforward
to prove the boundedness of adaptive laws (51) and (52). ®

Remark 3.7: Our proposed path-dependent constrained
adaptive formation control framework, which includes the
thrust laws (33) and (34), torques (49) and (50), adaptive laws
(39), (40), (41), (51), and (52), and the path parameter timing
law (37), is fully distributed since it only requires states of
the agent itself, desired path and speed signals, and relative
information of neighboring agents. Absolute information of the
neighboring agents, such as their position and velocity, is not
required in our proposed control algorithm. Such a distributed
control framework is practical and implementable for small
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UAV systems with limited communication bandwidth.
The overall control algorithm is summarized in Figure 2.

IV. SIMULATION STUDIES

We conduct a simulation with a team of N = 4
quadrotors in the presence of an attacker. A comparative
study with [53] is also discussed. The communication
topology is shown in Figure 3. For ¢ = 1,2, 3,4, the model
parameters of the quadrotors are m; = 4kg, g = 9.81m/ s2,
J; = diag[0.109, 0.103, 0.0625]kg - m?. Note that the units
of the position, attitude, translational and angular velocities are
m, rad, m/s, and rad/s, respectively. The attacker velocity is
given as v,(Z,) = [—0.45 — 0.1sin(2da1) — 0.15 cos(2daz) —
0.3sin(2d,3) — 0.3cos(2da4), 0.55 + 0.1sin(2d.1) +
0.15cos8(2da2) + 0.3sin(2dn3) + 0.3cos(2d.4), —1.9 —
( Slofl + d?;fl + dgsofl + dof_fl)]T, which is based
on relative distances from the team and unknown for
the controller design. The desired paths for agents are
given as pai(si,dar) = [0.8cos(0.4s1) + 0.15s1 + (%1’ +
0.6, 0.8sin(0.431)+0.1531+%+0.6, —0.481+2T?+2.5]T
paz(s2,daz) = [0.8 cos(0.4s2) + 0.15s5 + % +
0.6, 0.8sin(0.432)+0.1552+%—H.?E), —0.482+%+2.5]T
pas(ss,daz) = [O 8cos(0.4s3) + 0.15s3 + % +
1.75, 08sin(0.453) + 0.15s3 + 92 + 0.65, —0.4s3 +
O 342 5] , and paa(sq,daqs) = [O 8005(0 4s4) + 0.1584 +
03 165, 0.8sin(0.ds4) + 01555 + G 4 165, ~0.4s, +

ga‘j + 2. 5] . The reference yaw signals are selected as
Ya; = 0, ¢ = 1,2,3,4. The desired speed assignments for
quadrotors are chosen as vq; = 1.5 — exp(—0.5s;) + %52

The safety constraint functions are designed as

Qai(Si) = 1.6 — 1.46Xp(—0.38i), QHij(5i7dai73j,daj> =
exp(—0.1s;)+exp(—0.1s;) 0.8 0.8

0.3 + 15(22 foxp — 08 08 g

Qi (8is dai, 5, daj) = 0.4+1.1 (exP(*O'1551‘);“1)(70'1551')

23 - 23’ i = 1,2,3,4, j € WN,. The performance
constraint  functions  for quadrotors are selected as

Qwi(si,dai) = 0.26 + 5.34exp(—0.15s;) — - and the
lower bounds are ¢.; = 0.05. The external disturbances are
Ny; = [0.105sin(0.2t), 0.06 cos(0.05¢), 0.03 cos(0.12¢)]T
and No; = [0.01sin(0.14¢), 0.01sin(0.14¢), 0.06sin(0.3)]T.
The number of neural network nodes is selected as n = 3
and the basis functions are given as bx(Z,;) = exp

“”kf;z”k)l k = 1,2,3, i = 1,2,3,4. For the
basis funkétions, the width values are given as (; = (o =
(3 = 2 and the receptive field’s centers are selected as
vy = 0.5 - 19, Vo = 19, and Vs = 1.5 - 19, where
19 =[1, 1, 1, 1, 1, 1, 1, 1, 1JT € R We choose the
design parameters as Nya; = 0.29, nsa; = 0.35, ng; = 0.25,
np.]i = 025, n#.]i = 035, Owai — 0025, O§ai — 01, g§; —
0.05, 0,5 = 0.1, 045; = 0.1, and ¢; = 0.1, i = 1,2,3,4.
The control gains are designed as K., = 0.25, K,; = 0.1,
Keij = 002, Kvi = 2, Ksi = 30, K@i = 15, Ve; = 05,
and K,; = 2,1 =1,2,3,4, j € N;. The initial positions of
quadrotors and attacker are p1(0) = [0.5, 0.5, 0]T, p2(0) =
[0.5, 1.5, 0], p3(0) = [1.5, 0.5, 0], p4(0) = [1.5, 1.5, 0],

and p,(0) = [6, 0, 10]T. The initial attitudes of quadrotors
are ©;(0) = [0, 0, 0.3]%, i = 1,2, 3, 4. The initial conditions
of translational and angular velocities of each UAV are zero.

For the artificial potential function (APF)-based controller
[53], controller gains and design parameters are §; = 0.25,
B2 =2, Kp =0.02, Ky = 1.6, K, = 3, §;; = 0.5, d;; = 0.4,
and J;, = 1.6. The model parameters of quadrotors and at-
tacker dynamics are the same as we selected. Besides, external
disturbances and initial states of the UAV team and attacker
are identical for both controllers. Simulation results can be
found in Figures 4-9. The LOS attacker distance d,; under
our proposed controller (M) and APF-based controller (M>)
[53] with the safety constraint function €,;, ¢ = 1,2,3,4,
are shown in Figure 4. It is evident that the attacker distance
d,; never decreases to the level of 2,; when applying our
proposed controller (M), implying that the safety constraint
requirement (14) is not violated, which is not the case with the
APF-based controller (M) [53]. As we can see in Figure 4,
the safety constraint requirement for the third and forth agents
are violated when 5 < ¢ < 10. Thus, under our proposed
controller, the quadrotor team is capable of collision avoidance
with the attacker during the formation operation. It is worth
noting that the attacker is approaching the quadrotor team
when 0 <t <8&.

Fig. 3. Undirected communication graph of the UAV team.

30 - M — Qa1 - M

=My —ao

0 5 10 15 20 0 5 10 15 20
Time(sec) Time(sec)

30 - M1 - MQ—Qa3 30 - M1 Mz—QM

0 5 10 15 20 0 5 10 15 20

Time(sec) Time(sec)

Fig. 4. Comparative simulation results of our proposed controller (M) and
artificial potential function (APF)-based controller (M2) [53].

The 3D trajectories of quadrotors and attacker are presented
in Figure 5. We can observe that four quadrotors can track
their own desired paths without collision with the attacker.
Furthermore, when the attacker moves close to the quadrotor
group during 0 < ¢t < 8, the desired path for each agent is
modified to keep a safe distance from the attacker. The LOS
distance tracking errors de;, ¢ = 1,2, 3,4, are shown in Figure
6 with higher bounds 2y; and lower bounds ;. From this
figure, it can be observed that d.; can converge to a small
neighborhood of 2e.; without any violation of the constraint
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Fig. 5. Trajectories of quadrotors and attacker in 3D space.
6 6
der =t a1
=4 2 ~— =4 2 04—
g i o= £ (NS —
T2 5/ 10 15\20 T2 § /10 15\ 20
0
0
6
0 .
0 5 10 15 20 0 5 10 15 20
Time(sec) Time(sec)
Fig. 6. LOS distance tracking errors profile with performance constraint
functions.
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Fig. 7. Inter-quadrotor distance tracking errors profile with safety constraint
functions.

requirements, where .; can be arbitrarily small positive con-
stants. When 0 <t < 8, the performance constraint functions
Qy; decrease noticeably to make quadrotors get close to their
own desired paths, which have been adjusted away from the
attacker. Next, Figure 7 gives the profile of inter-quadrotor
distance tracking errors de;j, @ = 1,2,3,4, j € N;, from
which we can see that safety constraints are never violated,
since de;; always stays between the safety constrain functions
—Qri; and Qpg;. When 0 < ¢ < 8, a substantial decrease
in the path- and attacker-dependent safety constraint functions
Qm;; and Qr;; can be observed. This reduction enables the
UAV team to move towards the modified desired formation
in the presence of an approaching attacker. Attitude profiles

0.4 T
2 02f /\ *¢1"¢2 ¢3 '"¢4
T Obr e e
_02 L - L L
0 5 10 15 20
0.2 T T

0,0, 050,
[0 8 80

0;(rad)

15 20
0.4 T T
Z 02 2\\ —1 - g b3y
T;’ or ™~ gyt — i
0.2 \ \ \
0 5 10 15 20
Time(sec)
Fig. 8. Attitude profile for quadrotors.

54, vas(m/s)

0 5 10 15 20 0 5 10 15 20
Time(sec) Time(sec)

Fig. 9. The profile of path speed $; and desired speed assignment vq;,
1=1,2,3,4.

for quadrotors are depicted in Figure 8. This figure shows the
convergence of the attitudes to their own desired values despite
lack of accurate model parameters and the influence of external
disturbances. Path speeds s; and desired speed assignments vq;
are exhibited in Figure 9. During 0 < ¢ < 8, when the attacker
gets close to the quadrotor group, desired speed assignments
vq; 1s able to increase substantially to let each UAV move
away from the attacker quickly, and s; can quickly converge
to a neighborhood of vy;.

Note that in Figure 8, sudden changes of attitudes ¢;, 6;,
and 1;, and path speeds $; when 5 < ¢t < 10 are primarily
caused by the attacker being near the quadrotor group. Despite
the presence of attacker, quadrotors can rapidly approach their
own desired paths pg;, which have been adjusted away from
the attacker, so that the performance and safety constraint
requirements can be guaranteed. From the aforementioned
discussion, we can now conclude that the simulation results
confirm the theoretic analysis shown in Theorems 3.1 and 3.2.

V. CONCLUSION

In this work, we developed a formation tracking control
architecture for a group of UAVs in the presence of a physical
attacker. The safety and performance constraints considered
in this work are environment-aware and dynamic in nature,
whose formulation depends on certain path parameters and
presence of the attacker. The dependence on path ensures
adaptation to the dynamic operation environment. The de-
pendence on the attacker ensures that safety/performance
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constraints, UAV desired paths, and desired path speeds can be
dynamically adjusted, based on the relative distances between
the attacker and agents. We also consider path- and attacker-
dependent UAV desired paths and desired path speeds. Un-
known system parameters and external disturbances are dealt
with by adaptive laws. In the future we will look into scenarios
where both cyber and physical attacks occur for UAV teams.
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APPENDIX
A. System Dynamics
Denote ¥(0;) = T71(0;), from (2) we get
w; = V(0,)0;. (57)
Hence, multiply JiT on both sides of (3), and substitute (57)
into (3), the angular motion dynamics can be rewritten as

JiJ; (q/(@i)éi + ‘i’(@i)@z)

+ JiTS(\I/(G)i)@Z-) J0(0,)0; = J 1 + JE Ny (58)

Now, multiply ¥™

(©;) on both sides of (58), we can get
M;(0,)0; + Ci(8,,0,)0;
=V

T(0:) ] 7 + U (0:) ] Ny, (59)
where
M;(©;) = ¥ (0,)JF 1, 0(6;), (60)
Ci(©4,6,) = U7 (0,)175(0(6,)6,) /i ¥(8;)
A CHYAPATCHE (61)

It is easy to see M;(©;) is symmetric and positive definite,

and for any = € R3, 2T (Ml(@l) —2C4(0;, @J)x =0.

B. Step 2 of Backstepping Design

Oap; OQam;

00w Odag
8041,1' (929(11{1‘

o(%gms)  0d3;

Oap;  Opa;
Haai = - L +
{ O(pi — pai) Oda;
aam 82QdHi
O(%54s) 0s;0dy;
n Oap;  0%pai
O(9par) 05i0da;
aapi apdz
+ +
]EZN { O(pai — Paj) Oda;

Doy 0%pai Doy Ova;
8(35‘“ ) 8d2 81)@11‘ 6daz
C{)Ozpz 8QHZ-J-
Ouij Oda;

8am 82QHij
oy 0%Quyj Do I*Quij

+ Q. 2 s
o(%miy 0d3;  9(%kin) 0si0dai

80épi 8QLZ‘j
8QLij 8dm

aam 82QLij

QL 2
O(FaL) 9dy;

Oy
EL 4 9w
} : a(pz _pa)

(62)

B Oap; Opd;
O(pai — paj) Oda;
Oapi 04
05 Ody;

Doy 0%Qmij
3(%) 0d,;0d,j

at

8041”‘ 8QHij
Oy Od
aam- 82 QHij
8(‘%52—;”) 08;0d,
30&1)1 82(2&5
3(7022;1-1' ) 05i0dy;

Haaij =

60&172‘ 8QQLij
o0 ij . .
3(—%;- ) 8dazadaj

8041,1'

a(pj - pa) ’

El + (63)

80@1 anHi 80sz‘ ani

anHi (r“)Sz 8Qai dSi
80épi 8QQdHi

6(7852;:") 0d,;0s;

Dy 0*pai
O(%s) Os?

8api apdi
O(pi — pai) Osi
804171' BQQdHi
o(75ue) Osi
8api dQQai
a(%) ds?

hozsi =

+

(904;01' 8’0(11'
aUdi 8Si
Bapi 8QHU
BQHU 88i
aapi GQQH”—
mi; 2
O(“Hs)  Os;
aOépi 8QQLZ‘]‘
o(ZBrisy Os?

7

n Oap;  0%pa;

8(%) 0d,;0s;
dapi  Opai

+ 3 { CpiCPdi
P O(pai — paj) 9si

0am- 8QLZ-J-

8QLZ‘J‘ 851

+ 80[1” 8QQHZ-J»

3( a;ZdH” ) adazasz

ai Si

Oap; 0?2 Qrij
3(3(;%” ) 0da;0s; |’
Oap; O
O Osj
Doy 0%y
3(%) Ds;0s;
Doy 0%Quij
3(3%@1) Ds;0s;

(64)

Oap;  Opaj
O(pai —pdj) 0s;
Oap; 05
0i; 0s;
N oy 0*Quyj

3(%};}1‘) Odn;0s;
Doy 0%Qj
a(%) d,i0s;

ai

hasij = -

(65)

C. Step 3 of Backstepping Design

Recall that u; = F;Rg;e,, we have

cpaistaictba; + soaista;

cPqistaisa; — spaicba; |,
coaicta;

in which we recall that F; is the thrust of the ith quadrotor.

Here, for any designated reference yaw signal 1)4; satisfying
Assumption 2.2, we define ([38])

F; = HUzH7 (67)
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14
¢q; = arcsin ( uilswdﬁ; |?|iz‘20¢di ) , (68)
Oq; = arctan(uilcwdi + UizsPas ), (69)

U43

where u; = [uih Ui, uig]T S RB, with ¢q; and 0g; satisfying

Assumption 2.2.

Choose V5 = Zf\il 328;70i as the Lyapunov function
candidate, which has the following time derivative
N
Vs = 28,(20i + aei — Ous), (70)
i=1
where we define z,; = (;)i —ag; (0 = ,N), with

the stabilizing function ag; € R? designed in (48). Taking
derlvatlve of ¢q; in (68) and 9d1 in (69) with respect to t1me
y1€1dS ¢dz = aq:dl u; + gidl wdza adz = 80d7 Uz + ggf: ¢d17
where 14; and ¢dl are bounded according to Theorem 3.1

and Assumption 2.2, such that terms %‘z’ud’, %, %%f’ and

% are all bounded. The result of differentiating u; in
(33) with respect to time can be combined with Theorem
3.1 to conclude the boundedness of ;. Therefore, (9dz is

bounded, which satisfies ‘@dl < ©g;, where B4; is an

unknown positive constant. Note that for any ve; > 0,
28.04i < 20| Oai < 21,101 03, + z0i||> . Therefore,
from (70) we can get
al 1
Vs < Z(—K@izgiz@i + 28201 + T@j@ﬁi). (71)
D. Step 4 of Backstepping Design
Taking derivative of V} yields
N
Vi= Y 25 (0700 7 + 0T (0,) ] Ny
i=1
— M;(©;)de; — Ci(0;, Oi)a®i>7 (72)

where, for the term Zgi(\IfT(@i)JZTNgi — M;(©))ae; —

Ci (0, (;)i)a@i), we can get
/L (\I'T(@i)JiTN% ~ My(©,)ée; — Ci(Os, @i)a@i>
= T uT(e,)J (\P(@i)a@i
+W(0:)(~Koi — 5" )(6; - odi))

— 2L 0T(0,)JFS(1(0,)0,).J,7(0;)ae;
+ 25T (0,) I T, T Ny,

< [zl [[%(© >||\|J\| (|[#©aes|| + 177Nl
+[[s((©)6)]| IT(©1)aes|
+ 04 || (Ko + gl)\y(oi)‘
+H(K@i+ysi)\lf(®i)@i )

< i+ Azl = 73)

||2wil | B2 + €

where [ij; 1s an unknown positive constant such
2 A _

that ||.J;|| (1 + O4i + [[Ji'Ny|]) £ pyi and

Hz—uw I (|| #©)ae: +\\K@Z+”@1>w<ei>@i -

500060 (@0l + [[(er + 252 (00| +1)

1s known
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