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Shared visual attention between team members facilitates collaborative problem solving (CPS), but little is known about how team-level
eye gaze dynamics influence the quality and successfulness of CPS. To better understand the role of shared visual attention during CPS,
we collected eye gaze data from 279 individuals solving computer-based physics puzzles while in teams of three. We converted eye gaze
into discrete screen locations and quantified team-level gaze dynamics using recurrence quantification analysis (RQA). Specifically, we
used a centroid-based auto-RQA approach, a pairwise team member cross-RQAs approach, and a multi-dimensional RQA approach to
quantify team-level eye gaze dynamics from the eye gaze data of team members. We find that teams differing in composition based
on prior task knowledge, gender, and race show few differences in team-level eye gaze dynamics. We also find that RQA metrics of
team-level eye gaze dynamics were predictive of task success (all ps<.001). However, the same metrics showed different patterns of
feature importance depending on predictive model and RQA type, suggesting some redundancy in task-relevant information. These
findings signify that team-level eye gaze dynamics play an important role in CPS and that different forms of RQA pick up on unique

aspects of shared attention between team-members.
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1 INTRODUCTION

Humanity’s problems, big or small, are rarely solved by singular individuals. Instead, groups of individuals with diverse
backgrounds and complementary skill sets work together to solve complex problems. For instance, elementary school
students may form groups to complete a large art project, college students may work on teams when conducting
a hazardous chemistry experiment, or a team of software engineers may work together to build a new application.
Unfortunately, only a minority of individuals exhibit high levels of collaboration proficiency [40], and this scarcity has
been further exacerbated by the recent increase in remote collaboration as a result of the COVID-19 pandemic [4, 20].
In particular, individuals report that new cognitive challenges (e.g., time management, learning new technologies,

and adapting to rapid/inconsistent changes) and social challenges (e.g., feelings of loneliness, a lack of motivation
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or engagement, and difficulty acquiring personalized assistance) significantly impact their collaborative experiences
[19, 33].

Research in collaborative problem solving (CPS), where two or more individuals work together to construct and
execute in problem solving, aims to understand the conditions under which team efforts result in successful outcomes
[2]. Successful CPS requires that team members exhibit both the cognitive skills (e.g., planning, reasoning) as well as the
social skills (e.g., negotiation, conflict resolution) needed to create effective solutions to complex problems [40]. A related
and emerging research field called collaborative analytics aims to characterize relevant aspects of CPS (e.g., team makeup,
collaboration success, and collaborative learning) using multimodal data streams from multiparty interactions[7, 15, 24],
with the end-goal of incorporating CPS measures into feedback technologies that aim to improve collaboration processes
and outcomes while attenuating barriers to successful CPS. Work in this area has been successful in using numerous
combinations of data modalities such as speech [17, 31, 34], facial expressions [44, 48], body movement [5, 32, 48],
physiological indicators [13], and eye gaze [30, 48] to predict certain CPS processes and outcomes, and it has produced
supportive CPS technologies. Examples include real-time intelligent team tutoring systems (ITTs) where a computer
interacts with multiple team members synchronously [41], Al teammates that can assist in regulating group dynamics
[12], or an Al system that can monitor CPS as it unfolds and provide feedback to group members about their collaboration
skills after task completion [6, 42]. Many of these technologies analyze CPS through the lens of individual contributions
and actions, but in highly collaborative teamwork, successful outcomes are often greater than the sum of individual
contributions. Thus, in this work we adopt the view that group collaboration needs to be studied holistically at the level
of teams rather than individuals.

One major open research question is how to analyze signals from multiple individuals for statistical or computational
modeling of team collaboration and how teams progress towards successful outcomes [41]. Although using a combination
of modalities has shown improvement from unimodal or bimodal models in modeling CPS [47], few works have focused
on the multiparty aspect examining how complex patterns of individual and team actions lead to success. Therefore,
this work focuses on improving the multiparty element instead of the multimodal aspect of modeling collaborative
interactions.

We situate our multiparty analysis in the context of triads engaged in active remote problem solving with a shared
screen, and we target a single modality: eye gaze. We choose eye gaze since it indexes social visual attention [11],
captures elements of cognitive state [36], and since the dynamics and coordination of individuals’ gaze within a team
setting are inherently complex and nonlinear [35, 51]. As a novel solution to account for the inherent complexity of eye
gaze dynamics in multiparty interactions during CPS, we propose a using an approach derived from nonlinear dynamical
systems theory known as recurrence quantification analysis (RQA) for processing multiparty gaze signals during a group
CPS task. RQA is a method of quantifying both linear and nonlinear dynamics of time series by constructing a symbolic
representation of the underlying dynamics observed from these time series. RQA has multiple variants, each applicable to
different situations, which we examine in this work. Specifically, we study how auto-recurrence quantification analysis
(ARQA; a method for quantifying the internal dynamics of a singular time series), cross-recurrence quantification
analysis (CRQA; a method for quantifying the shared dynamics of a two time series), and multi-dimensional recurrence
quantification analysis (MdRQA; a method for quantifying the dynamics of repeating patterns across multiple time
series) may be implemented for studying team-level eye gaze dynamics. In the remainder of this work, we describe each
of these RQA methods in detail, discuss quantitative metrics that can be derived from RQA analysis, and we demonstrate

their utility in capturing team eye gaze dynamics which are pertinent to inferring successful collaborative outcomes.
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1.1 Background and Related Work

1.1.1  Multimodal, Multiparty Modeling of CPS. Using data from collaborative interactions to predict CPS processes
and outcomes is a complex challenge that researchers have approached in a variety of ways. Much of the work in this
area has explored combining multiple data modalities to robustly capture CPS dynamics. There is an extensive body of
work on dyadic and multiparty interaction modeling to predict CPS outcomes (e.g., learning gains, collaboration quality,
listener comprehension, group performance, task success, etc.) using combinations of modalities such as language
[37, 39], facial expressions [44], body movements [5, 39], eye movements [34, 36] , electrodermal activity [34], speech
and gaze cues (e.g., turn-taking, interruptions) [5], acoustic-prosodics [26, 44], and more. In this area, the focus has
mainly been on how to combine multiple data modalities, and less on how to combine the signals from multiple
individuals in a group, with the aim of capturing their dynamic interactions.

To address this gap, we direct our attention to modeling the multiparty elements of group interactions. In an effort to
quantify these more complex multiparty group dynamics, some work has utilized nonlinear dynamic systems methods,
but with an eye for analyzing the interaction instead of predicting CPS processes and outcomes [14]. In particular,
Gorman et al. [14] combines nonlinear dynamics systems analysis (e.g., attractor reconstruction and Hurst exponent
estimation) along with individual team member dynamics to model how team dynamics change when subject to outside
perturbations. In line with Gorman et al. [14], other researchers have explored several techniques of combining data
signals from multiple individuals [e.g., 23, 45].

One commonly utilized technique involves the concatenation of data signals across individuals to form a complete
feature set for each team. This approach supports multimodal data capture for a variety of signals per individual, but
depending on how features are concatenated, context regarding the intertwined group dynamics may be lost (e.g.,
group coordination and co-regulation) 8, 43]. Additionally, using an aggregative-statistic approach (i.e., computing
high-level statistics from each individual’s data) to derive group-level features may dilute the complex interplay between
teammates [5]. Another approach involving strategically weighting individuals’ signals based on characteristics, like
role and behavior, found no improvement from an equal weighting baseline when predicting task success [44]. This
suggests that an individual’s assigned role during a collaborative task is not as influential as their effective role, which
is not necessarily static since individual’s often adapt to task needs; thus, models should account for this.

We extend the motivation for moving away from an aggregative-static approach for modeling multiparty systems
to predicting CPS outcomes using predictive models rather than solely analyzing group behavior. To this end, we
leverage recurrence quantification analysis as a means of capturing multiple levels of group dynamics and to account
for individual teammates taking on shifting roles during a collaborative interaction, unlike dyadic conversational

experiments which statically assign participants as either speaker or listener [36].

1.2 Recurrence Quantification Analysis

Recurrence quantification analysis is a nonlinear dynamical systems technique used to analyze recurrence, the repetition
of patterns in a sequence [49, 50]. RQA has a long history of use within nonlinear dynamical systems research and it
is used to recover/understand symbolic dynamics within a system [25]. Broadly, RQA can determine when a system
returns to a previously visited state by comparing the similarity between time-series at every possible time lag.

The primary tool for doing this is the recurrence matrix (also known as a recurrence plot), a matrix where the x and y
axes each represent a time-series, allowing for pair-wise comparison between every element (see Figure 1). Through this

comparison, recurrence is identified as a “close” distance between time-series elements, where “close” is a user-defined
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A - RQA Matrix of a Simple Time Series B - RQA Matrix of a Complex Time Series C - RQA Matrix of a Random Walk Time Series D - RQA Matrix of a Random Noise Time Series

Fig. 1. Example of constructing recurrence quantification analysis (RQA) matrices from different time series. Patterns in the RQA
matrices are indicative of intrinsic dynamics within each time series. (A) Represents RQA matrix construction of a simple periodic
system; (B) Represents RQA matrix construction of a complex aperiodic system; (C) Represents RQA matrix construction of a
structured random system (i.e., a random walk); (D) Represents RQA matrix construction of random noise. Each of these are example
of auto-recurrence and are symmetric. Cross-recurrence plots are between two time series and are generally not symmetric.

parameter. RQA can also be generalized to using categorical time-series, making the distance comparison a binary
decision (i.e., are the values being compared the same or not). This pairwise comparison of every time step produces the
recurrence matrix, a binary matrix where 1 indicates recurrence and 0 indicates non-recurrence. The recurrence matrix
itself is a powerful tool that can be used as a visual representation of the system’s dynamics, displaying instances of
regularity (repeated patterns), irregularity (lack of repeated patterns), and preserving temporal information.

In this work, we consider three approaches for performing RQA: auto-recurrence quantification analysis (ARQA),
which specifically compares a time series to itself to determine whether there are repeated patterns within a signal,
cross-recurrence quantification analysis (CRQA) which compares a single time series to a different time series to detect
when the two signals are in sync or share common states, and multidimensional recurrence quantification analysis
(MdRQA) which computes recurrence for more than two time series (see Figure 2).

ARQA. Auto-recurrence quantification analysis (ARQA) is a method for quantifying self-similar dynamics of a
time series appearing at different time points across the time series. ARQA has been used in dyadic contexts to
quantify physiological synchrony by performing ARQA on individuals’ heart rate variability as an expression of
socio-psychological compliance [46]. Since ARQA involves comparing a time series to itself, to be useful for studying
team dynamics, it requires a singular team-level time series to be formed from some aggregation of individual team
member dynamics.

In our context of eye gaze analysis, each individual’s gaze locations with a team could be averaged to form a time
series of centroid gaze locations. While this may seem an intuitive approach for ARQA analysis for studying team eye
gaze dynamics, aggregation inherently destroys information that may be key to understanding eye gaze dynamics
[8]. In the case of gaze location averaging, there is no information retained on the distance of each team member’s
gaze location to the centroid. Thus, times when all team members look at the same position on the screen could be
treated the same as when all team members are looking at different extremes on the screen. This aggregation approach
potentially damages the interpretability of team eye gaze dynamics derived from ARQA on aggregated time series,
though the centroid gaze dynamics may still provide relevant information for understanding CPS in this context.

Cross-RQA. Cross-recurrence quantification analysis (CRQA) is a method of quantifying recurrent dynamics between
pairs of different time series. CRQA is useful in dyadic settings to measure temporal coupling between individuals [9].
For example, CRQA has been used to identify that a lag time of 2-sec between a speaker and listener’s eye movements
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Fig. 2. A simplified demonstration of recurrence matrix formation from team gaze dynamics across a computer screen using different
RQA approaches. (A) An example set of time series derived from participants gaze across a computer monitor. The monitor is broken
up into nine regions. Three time series’ of gaze locations from each participant (p1, p2, and p3) are recorded for six time points, which
are then used to create RQA plots. (B) A time series of gaze centroids is calculated from all participant’s gaze locations and an RQA
plot is created relating the centroid time series to itself. (C) Gaze time series’ from each pair of participants are used to create three
unique recurrent matrices. (D) Multi-dimensional RQA (MdRQA) is conducted on all participant’s time series simultaneously and
points are considered recurrent when all three participants’ gaze locations repeat at some other point in time.

maximizes the coupling between them [36]. Niissli and Jermann [28] also used CRQA to capture joint attention as a
measure of team synchrony by comparing gaze signals of dyads during a pair programming task while sharing text
selections in order to manipulate levels of joint attention.

CRQA allows for a more natural and interpretable means of studying team-level gaze dynamics by utilizing metrics
obtained from all individual pairs within a team. That is, by running a CRQA on every pair of team members, we may
gain a better understanding of dyad-level dynamics, which can then be aggregated to the team-level. Compared to
centroid-based ARQA, little information is lost during the aggregation process and team-level aggregated measures
retain interpretability. However, because each CRQA matrix is based on the information of dyads only, it may be
insufficient to quantify recurrent properties based for teams of three or more persons.

Multi-dimensional RQA. A third possible method for studying team dynamics in an RQA framework, and the only
method requiring no aggregation, is MARQA. Unlike centroid-based ARQA and CRQA, MdRQA matrices represent
recurrence of the shared states of all participants simultaneously [49]. Amon et al. [2] previously used MARQA to analyze
speech rate, body movement, and user interface changes during a remote CPS task and found that irregularity (i.e., less
recurrence indicating novel behaviors), an arguably neglected aspect of positive collaboration, predicted CPS processes
related to shared knowledge and coordination. Additional work in this area, which also used MdRQA to process
team signals, confirmed that team irregularity during more challenging tasks positively predicted task performance
[13]. These works have utilized MARQA to discover that irregularity is an influential factor during collaboration,
demonstrating the power of analyzing recurrence across all participants simultaneously.

MdRQA provides a means of capturing the symbolic eye gaze dynamics of a team with minimal information loss.
That is, if the gaze-location of all three participants at one time point is repeated at another time point, even if not in
the same location, those points are considered recurrent in the MARQA framework. This makes the interpretability of
MdRQA the most direct of all of our studied RQA versions, in that all MARQA metrics represent the repeated dynamics
of gaze-fixation states between all team members at all time points. This also means that MARQA and CRQA differ
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slightly in their interpretations, as MARQA represents the dynamics of repeated states between all team members

simultaneously, while CRQA represents the dynamics of repeated states between pairs of team members.

1.3 Current Work: Contributions and Novelty

Our work aims to go beyond dyadic interactions by leveraging RQA techniques to analyze gaze signals of a triad. With
RQA, we move ahead of just examining synchrony and joint attention, and instead move towards a team-level approach
which examines how teams as a whole exhibit repeated patterns of behavior. Existing work on modeling multiparty
signals has experimented with several strategies for modeling team-level dynamics such as concatenating feature sets
for each individual, applying aggregative approaches which calculate statistics like the mean of all individual features,
weighted averaging of individual features that express teammate differences (such as role and dominance), or pooling
occurrences of behaviors across teammates [e.g. 23, 48]. However, there is a scarcity of work focusing on holistic
multiparty analysis in the context of CPS.

In this study, we explore different multiparty modeling methods using recurrence analysis and provide findings that
will benefit the learning analytics community in the context of group collaboration. To our knowledge, there is no
other study that investigates the differences between different aggregation methods in an RQA framework for studying
team gaze dynamics, only the gaze dynamics of individuals [3]. Determining an appropriate aggregation technique for
understanding team-level dynamics from individual team member time series is an open question in regards to the
dynamics of shared visual attention. Differing methods have their own interpretations, pros, and cons. As such, it is
possible that the combination of information from each method may differentially contribute to accurately predicting
CPS success. It is also possible that differences in team member composition may lead to differences in measured
team dynamics derived from RQA. Therefore, we examine two research questions: RQ1 - How does team composition
(amount of prior knowledge, gender composition, and race composition) influence team dynamics as measured by RQA;
and RQ2 - How do recurrence matrix metrics integrating multiparty data and derived from different RQA methods

differentially predict objective CPS task outcomes?

2 METHOD
2.1 Data

Data was obtained from an existing study on CPS [43]. All procedures were approved by each institute’s respective
Institutional Review Board and all participants provided written consent. Only aspects germane to the present study
are discussed here (i.e., eye gaze dynamics, team composition, and team success outcomes).

Participants (N = 288; average age = 22; 56% female, 42% male, 2% other; 51% White, 27% Hispanic/Latino, 18% Asian,
3% Black, 1% reporting Native American or Other) were students from two large public universities in the Western US
(111 from School 1 and 177 from School 2). Participants were assigned to 96 triads based on scheduling constraints.
Each participant was compensated with a 50.00USD Amazon gift card (95.8%) or research credit (4.2%). Prior to the
study, participants also completed a measure of knowledge of physics concepts. Data collection either occurred on
computer-enabled workstations in separate rooms (School 1) or partitioned with dividers (School 2), to separate them
from their team members in order to simulate a remote interaction. Workstations were fitted with webcams, headsets,
and Tobii 4C eye trackers (for which licenses to record data were purchased). All interactions occurred over Zoom
(https://zoom.us) with video and screen sharing. Gaze data was recorded at 90 Hz and is the primary data source

analyzed here.
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Fig. 3. Screenshot illustrating the 10x10 grid used to transform each individual’s gaze location time-series into a categorical time
series reflecting specific areas of the screen.

Triads were tasked with playing Physics Playground [1, 38], an educational computer game for learning Newtonian
physics concepts. Teams participated in four 15-minute blocks, where the first three blocks involved the Physics
Playground task, and the fourth block involved a task irrelevant to this study; therefore, we only used data from the
first three blocks. The goal of Physics Playground is to guide a ball to a balloon, separated by obstacles, by drawing
objects on the screen (e.g., ramps, levers, pendulums, springboards, weights); everything in the game obeys the laws of
Newtonian physics. Teams earn a trophy when the goal is met, provided they do not exceed the maximum allowable
number of objects per level. Physics Playground contains numerous levels featuring different obstacles, and teams were
allowed to freely select which levels to attempt, when to quit a level to attempt another, and they were encouraged
to complete as many levels as possible. For each block, one team member was assigned the role of controller. Their
screen was shared with the rest of the team, and they were responsible for using their mouse to control the gameplay.
The remaining teammates were labeled as contributors and able to communicate their ideas through audio and video,
but they had no direct control over the game. The role of the controller was rotated between teammates each block so
that each team member had the opportunity to be the controller one time. No level-specific support mechanisms were

provided, except for a tutorial on general game mechanics and the user interface that could be viewed at any time.

2.2 Data Analytics

We collected the time series of gaze locations of all participants as (x, y) coordinates on the computer screen. We then
created a gaze time-series for each participant by averaging gaze locations over fixed 225ms non-overlapping windows,
as this was the mean fixation duration for our data set'. Next, we divided the computer screen (1920 x 1080 pixels) into
a 10 x 10 grid to help measure gaze correspondence and numerically labeled each location. Then, we transformed the
gaze time-series into categorical time-series by assigning each gaze location to a grid square from the screen (1-100) or

off-screen (0) (see Figure 3).

!Fixations were obtained using PyGaze Analyser [10] and defined as frames in which gaze was maintained on a location (within 25 pixels) for at least
50ms and at most 1s.
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The time-series were variable in length because they were generated separately from each level a team played,
excluding the last 10s of each level to control for potential celebratory behaviors after earning a trophy. Each individual’s
categorical gaze time-series was associated with a binary measure of task success, where 0 was assigned if the individual’s
team did not earn a trophy for the level and 1 was assigned if they earned one (i.e., if they completed the level). In total,
we generated time-series for 765 level attempts out of 789. Two teams’ data were unavailable due to technical issues
and one team’s data had no valid gaze readings, leaving us with data from 93 teams. We imputed any invalid gaze data
for these 93 teams using spline interpolation with a second-degree polynomial (approximately 7% missing frames on

average).

2.2.1 Recurrence Quantification Analysis of Multiparty Gaze Dynamics. We calculated aggregated RQA metrics for
understanding team-level gaze dynamics in three different ways (see Figure 2). First, we calculated a team-level centroid
time series of gaze fixation locations on the 10x10 grid. This was done by taking the geometric center position of each
participants gaze fixation location on the screen (using [x,y] coordinates) and then assigning a location on the 10x10
grid to each centroid value. When some team members gazed off the screen, only the gaze locations of the members
focusing on the screen were used to create the time series of gaze centroids. When all team members were looking
off screen, this was considered its own categorical state (state 0). This centroid time series was then assessed using
ARQA. In an ARQA framework, a time series is compared against itself, resulting in a symmetric recurrence matrix
(Figure 2.B). Second, we applied CRQA to each time series pair within each team and averaged the three resulting
recurrence matrices from each pair. As opposed to ARQA, CRQA quantifies the recurrence between two separate time
series, generally yielding a non-symmetric matrix (Figure 2.C). Finally, we applied MARQA to all team members within
a team simultaneously. MARQA quantifies recurrence as the times when the categorized gaze locations of all team
members at one point in time repeat at a later time (Figure 2.D).

For each RQA method, we utilized nine commonly used recurrence metrics to capture different characteristics of
the corresponding recurrence matrix [25]. These features are: recurrence rate, determinism, diagonal line entropy,
maximum diagonal line length, average diagonal line length, laminarity, vertical line entropy, maximum vertical line
length, and average vertical line length. Measures involving diagonal lines capture evidence of regularity or repeated
sequences of behavior, in our case, when one gaze location is likely to follow another. Measures involving vertical lines
capture evidence of detailed inspection and reinspection of areas on the screen. A qualitative description of each feature
and how each RQA feature relates specifically to eye gaze dynamics is provided below.

Recurrence Rate. Recurrence rate for categorical time series is simply the number of elements of a recurrence
matrix that are 1 (black) out of all possible entries. That is, recurrence rate represents how often a system repeats itself.
In the context of eye gaze dynamics during CPS, high recurrence rate is indicative of teams whose eye gaze patterns
consistently visit/repeat previous states over time.

Determinism, Average Diagonal Line Length, and Maximum Diagonal Line Length. Determinism for cate-
gorical time series is calculated as the proportion of filled elements in a recurrence matrix that fall on diagonal lines.
Whereas RQA matrices of random noise tend to have very few diagonal structures, more predictable and periodic
time series tend to have regions with long diagonal lines (see Figure 1.A). Thus, diagonal lines in a recurrence matrix
are indicative of the average predictability of shared change in dynamics of a system. Two common measures of
determinism are the average diagonal line length, which measures the average length of time a system behaves in a
manner similar to its previous states, and the maximum diagonal line length which quantifies the longest amount of
time a system behaves in a manner similar to its previous states.

8
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A - High Recurrence Team: Gaze Location B - High Recurrence Team: MdRQA Plot C - Low Recurrence Team: Gaze Location D - Low Recurrence Team: MdRQA Plot
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Fig. 4. Example team gaze dynamics across a screen and their associated MdRQA plots. (A) A heat map of gaze dynamics from a
highly recurrent team. Darker blue colors indicate screen regions with low shared gaze across the study while brighter yellow colors
indicate screen regions with high shared gaze. (B) The associated MdRQA plot for (A). (C) A heat map of gaze dynamics from a
weakly recurrent team. (D) The associated MdRQA plot for (C).

Laminarity, Average Vertical Line Length, and Maximum Vertical Line Length. Similar to how determinism
quantifies team dynamics using diagonal lines in an RQA matrix, laminarity for categorical time series is calculated
as the proportion of filled elements in a recurrence matrix that fall on vertical lines. Vertical lines are indicative of
intermittent phases of stability and instability within a system. In the context of team gaze analysis, when a snapshot of
a team’s gaze state at one moment repeats at several other points in time, the system will exhibit a high laminarity
value [22] (see Figure 1.B). Similar to determinism, the average vertical line length and maximum vertical line length are
indicative of the average length of time and maximum amount of time a time series shows laminar behavior respectively.

Diagonal and Vertical Entropy. A final set of RQA metrics we study in the paper revolve around the amounts of
Shannon entropy? observed within the diagonal lines (determinism) and vertical lines (laminarity) within a recurrence
matrix. Diagonal entropy is the calculated Shannon entropy for all possible diagonal line lengths observed in a recurrence
matrix and thus captures uncertainty in the periodicity or predictability of a system. Vertical entropy is the Shannon
entropy for all possible vertical line lengths observed in a recurrence matrix, and it captures the unpredictability of the
system returning to some state.

To perform ARQA and CRQA we used the crqa R package [9]. To perform mdRQA for each team, we used the mdrga()
R function provided in [49] with multivariate time-series derived from grouping together the time-series from each
member of a triad. Figure 4 shows example MdRQA recurrence matrices and gaze heat maps for teams exhibiting both

high and low levels of gaze-dynamics recurrence.

2.3 Data Analysis: Team Composition and RQA Dynamics

The teams in this study were composed of individuals from differing backgrounds and skill sets. In order to determine
if these demographic and experiential differences influenced our obtained RQA metrics of team dynamics (RQ1), we
conducted a series of robust linear mixed-effects models,? predicting each RQA metric from each type of RQA from team
average prior knowledge of physics concepts, team gender composition, and team race composition . These models
take the form:

METRIC;j = f(Prioroj, Genderoj,Raceoj) +upj + ejj (1)
2Shannon entropy is a measure of randomness or disorder within a systems. Shannon entropy is maximized when the distribution of a set of observations
is uniformly distributed and is 0 when all observations share the same value.
3Linear mixed-effects models are a family of models for the analysis of nested data. The repeated-measures ANOVA/ANCOVA can be shown to a special

case of a linear mixed-effects model, albeit with more strict assumptions. A robust model was chosen to account for the possibility of distributional
assumption violations. All continuous variables were z-scored before inclusion into each model.
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where METRIC;j is an RQA metric from either ARQA, CRQA, or MdRQA, for Physics Playground level i within team j;
Prior; is the average prior knowledge of physics concepts for team j, Genderyj; is a categorical variable representing if
a team is all male (8%), all female (22%), or mixed gender (70%); Raceo; is a categorical variable representing if a team is

from all the same race (22%) or is racially diverse (78%); uo; is a random intercept term; and e;; is an error term.

2.4 Data Analysis: Trophy Prediction

To gauge the strength of the link between recurrence in teams’ gaze patterns and successful team outcomes, we trained
two machine learning models to predict successful level completion using different combinations of the RQA metrics
and RQA approaches previously described (RQ2). The details of these machine learning experiments are described
below.

Data and Labels. Each data sample corresponded to a team’s level attempt and consisted of the team’s RQA metrics
(e.g., vertical entropy, average diagonal line length; 9 total) derived from each of the three RQA approaches (27 metrics
in total) and a binary label corresponding to whether the level was successfully completed or not.

Data Partitioning. To facilitate using cross-validation to report model performance, we partitioned the data using
team-independent stratified folds. First, the data samples were grouped by team (93 teams; approximately 8 level
attempts per team) and then partitioned into three folds where each team’s data was entirely contained within one fold.
We employed a stratified sampling technique to ensure that the proportion of data samples in each fold corresponding
to a successful level completion was about equal (approximately 53% level success rate per fold). This ensured that both
successful and unsuccessful level attempts were present within each fold. This process was repeated 10 times using
random initialization for the stratified sampling to produce 10 separate sets of three team-independent folds (i.e., 10
randomized cross-validation trials).

Learning Algorithms. Logistic regression and random forest learning models were selected for their interpretability.
The logistic regression formulation included an ¢, regularization component to help prevent overfitting. All machine
learning code was implemented using Python 3.6 and Scikit-learn 0.20.2 [29].

Model Tuning. Two hyperparameters for the random forest model were tuned using nested three-fold cross-
validation with the same validation-set partitioning strategy as above. Per trial, during model training for each of the
three folds, we further partitioned the training data to obtain validation folds and used a grid search to determine the
optimal hyperparameters. The random forest was then retrained on all training data to predict the test data per fold.
We tuned two parameters for the random forest: number of decision trees ({10, 15, 20, 25, 50, 100, 200, 300}), and the
maximum tree depth ({1, 2, 4, 6, 8, 10, 20, 30, 40}). We separately tuned random forest models for each set and combination
of RQA metrics (see below), and the bold items indicate which values were chosen for at least one set of RQA features.

Experiments. For each of the logistic regression and random forest learning models and each of the RQA approaches
(ARQA, CRQA, and MdRQA), we separately trained classifiers to predict whether a team completed a level. Additionally,
we tested two model fusion approaches to investigate whether the RQA features contained mutual information relevant
for predicting level success. In one approach (feature fusion), we combined all 9 features from each of the 3 RQA
approaches (27 features in total) and then separately tuned and trained both the logistic regression and random forest
models. In the second fusion approach (late fusion), we combined the predictions from the ARQA, CRQA, and MdRQA
versions of the logistic regression model by computing their means (i.e., an ensemble), and likewise for the random
forest late fusion. The predictions for teams’ outcomes per level were evaluated using the area under the receiver

operating characteristic curve (auROC).
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Shuffled Baseline. To establish a fair basis for evaluating the utility of the RQA metrics, we generated shuffled
variants for each of the above experiments. Each shuffled variant per experiment followed the same procedure, except
just prior to model training, the level completion labels were randomly shuffled across all data samples. This preserved
the base level success rate (53%), but mixed up these outcomes with respect to the RQA metrics, thus providing a

simulated noise baseline for comparison.

3 RESULTS
3.1 Team Composition

In total, we ran 27 robust linear mixed-effects models for each combination of RQA approaches (ARQA, CRQA, MdRQA)
and RQA metrics (9 total). For follow-up analyses, we used the R package emmeans and employed a false-discovery
rate correction [21]. Out of all conducted tests, the only statistically significant difference in RQA metric by group
composition variable was observed between all female teams and mixed-gender teams for recurrence rate of centroid-
based ARQA (p = .048), indicating that all female teams (Meanggc = .07) had slightly lower ARQA recurrence rate than
mixed-gender teams (Meanggc = .08). Thus, we consider the RQA analysis of CPS to be independent of individuals’

prior knowledge and race while, it may exhibit a small differential effect across gender if ARQA metrics are utilized.

3.2 Predictive Accuracy and Feature Importance

Table 1 shows the auROC accuracy of logistic regression and random forest models for predicting whether teams
successfully completed a level. The table shows the means and 95% confidence intervals for each model and RQA
approach across the three cross-validation test folds for each of the 10 randomized trials (30 auROC samples in total).
The ROC for each sample was generated from the test-set predictions within each cross-validation fold consisting of
about 255 samples. Confidence intervals were estimated via stratified bootstrapping for each of the 30 ROCs individually
and then averaged. Both the auROC and confidence intervals were computed using the pROC package in R.

Linear mixed-effects models were used to estimate the difference between the original and shuffled experiments. Each
linear mixed-effects model was constructed to include a fixed effect comparing auROC values between original and
shuffled RQA feature variants and a nested random effect accounting for paired samples within each cross-validation
fold. Conceptually, this is similar to conducting a correlated paired-sample t-test, but it additionally accounts for
paired-sample correlations in different cross-validation folds.

All original experiments significantly outperformed the shuffled model variants [e.g., £(29.00) = 22.59,p < .001,
random forest late fusion model] and by extension also significantly outperformed random chance (e.g., auROC=.50)
since none of the shuffled auROCs exceeded .50. This implies that our proposed RQA metrics of team gaze dynamics
are indeed informative for predicting collaborative success in this context. Among the original logistic regression and
random forest performances, random forest achieved higher auROCs than its corresponding logistic regression model,
and the differences were significant for each set of RQA approaches (p < .001). This suggests that the link between
RQA metrics and successful level completion is non-linear, which is unsurprising.

Within the random forest models for different RQA approaches, the differences in performance are small (<.05
auROC). Table 2 shows the correlations between the model predictions trained on RQA metrics from each of the three
RQA approaches. All correlations are strong (>.60), however the predictions obtained from the CRQA and MdRQA
metrics show the highest overall correlations for logistic regression and random forest (.84 in both cases), which suggests
that CRQA and MdRQA features contain similar information. Thus, the results indicate, both in terms of auROCs and
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Table 1. Comparison Between Mean (95% -Cls) Predictive Accuracy of Level Wins Between Original and Shuffled Variants

auROC (N ~ 255)

Model RQA Approach Original Experiment Shuffled Experiment Original Vs. Shuffled

Logistic Regression ~ARQA 0.59 (0.53, 0.65) 0.50 (0.46, 0.54) £(58.00) = 13.72,p < .001
CRQA 0.59 (0.53, 0.65) 0.50 (0.47, 0.54) £(28.99) = 17.41, p < .001
MdRQA 0.60 (0.54, 0.66) 0.50 (0.47, 0.53) £(58.00) = 19.90, p < .001
Feature Fusion 0.59 (0.53, 0.65) 0.50 (0.45, 0.55) £(29.00) = 17.16, p < .001
Late Fusion 0.61 (0.55, 0.68) 0.50 (0.45, 0.56) £(29.00) = 16.07, p < .001

Random Forest ARQA 0.66 (0.59, 0.73) 0.50 (0.43, 0.57) £(58.00) = 17.39, p < .001
CRQA 0.61 (0.54, 0.68) 0.49 (0.41, 0.56) £(29.00) = 19.45, p < .001
MdRQA 0.64 (0.57, 0.70) 0.48 (0.41, 0.55) £(29.00) = 21.48, p < .001
Feature Fusion 0.65 (0.59, 0.72) 0.50 (0.43, 0.57) £(56.00) = 22.41, p < .001
Late Fusion 0.65 (0.59, 0.72) 0.48 (0.41, 0.55) £(29.00) = 22.59, p < .001

Table 2. Prediction Correlations for RQA types with Logistic Regression and Random Forest Classification

Logistic Regression Model Random Forest Model
ARQA CRQA MdRQA ARQA CRQA MdRQA
ARQA 1 0.63 0.68 ARQA 1 0.61 0.67
CRQA 1 0.84 CRQA 1 0.84
MdRQA 1 MdRQA 1

prediction correlations, that there are few relevant differences in the information contents of different RQA approaches
for detecting successful team collaboration, though these RQA metrics may still be capturing different aspects of gaze
dynamics. Furthermore, from Table 1, there appears to be no substantial benefit to combining RQA features (auROC=.65,
Feature Fusion random forest) or fusing the individual RQA model predictions via ensemble learning (auROC=.65, Late
Fusion random forest) compared to, for instance, the ARQA random forest model (auROC=.66).

For both the logistic regression and random forest models for each of the three RQA approaches, we computed the
relative importance of each RQA metric by inspecting its feature weight or influence on the trained model predictions.
Across the different RQA approaches, different metrics were shown to be most important (see Figure 5). For all models
and RQA approaches, vertical entropy and diagonal entropy (blue bars) consistently ranked among the top 50% in terms
of importance. For all logistic regression models, the weight of these entropy metrics positively correlated with level
success, meaning that an increased level of uncertainty in gaze patterns contributes to team success in this context. All
other RQA metrics had variable importances across each model, perhaps suggesting that similar information could be
obtained from different combinations of these metrics, given the similarity in auROC performance. This observation is

also consistent with the high degree of correspondence between each model’s predictions (Table 2).

4 DISCUSSION

In order to quantify aspects of team eye gaze dynamics, we have proposed three RQA-based methods for studying team
gaze dynamics during CPS (centroid-based ARQA, CRQA, and MdRQA). Further, we contextualized each method and its
associated recurrence metrics within the framework of understanding team gaze dynamics. We have also shown that
team composition (based upon average prior physics knowledge score, gender composition, and race composition) was

not strongly associated with the recurrence metrics assessed in this study (RQ1). Thus, it appears that team eye gaze
12
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Fig. 5. Relative importance of each RQA metric in both the logistic regression (top) and random forest (bottom) models for each of
three RQA approaches. RQA metrics derived from similar measures over the RQA plot (e.g., Figure 1) share a color. Recurrence (REC)
is grey; Vertical entropy (VENTR) and diagonal entropy (DENTR) are blue; Determinism (DET), average diagonal line length (ADL),
and maximum diagonal line length (MDL) are red; and Laminarity (LAM), average vertical line length (AVL), and maximum vertical
line length (MVL) are green.

dynamics may be robust to some aspects of team diversity. Researchers such as Nielsen and Bérjeson [27] argue that
gender diversity and other measures of team diversity that are not primarily based on ability may be poor predictors of
most outcomes. In this regard, RQA measures of team eye gaze dynamics seem to be a suitable ability-based measure of
CPS which is agnostic to team diversity.

In terms of the predictive capacity of RQA-derived metrics to predict CPS success (RQ2), we have shown that
different means of quantifying team-level dynamics using RQA have strong, yet distinct contributions to predicting
team success (see Table 1). Both logistic regression and random forest classification methods show greater than chance
predictive accuracy across all RQA feature sets and feature set combinations. This implies that RQA metrics of team gaze
dynamics are indeed informative for predicting collaborative success, however there is still unexplained variance left to
capture. The overall performances for all original models are minimal in terms of both raw auROC and improvement of
auROC over the shuffled variants. Furthermore, the performance across different RQA feature sets is similar, which is
surprising because of the differences in how each RQA method quantifies team dynamics. However, it is important
to note that each RQA metric within both logistic regression and random forest frameworks across all RQA methods
shows different patterns of variable importance and high (but not perfect) prediction correlations, indicating that each
method may emphasize different yet equally important aspects of team gaze dynamics. For instance, in the context of
our logistic regression model the most important feature for predicting success using centroid-based ARQA features
was recurrence rate, indicating that the recurrence of gaze centroids influenced team success (Figure 5.A). However, the
feature with the highest importance for CRQA was determinism, indicating that the predictability of gaze dynamics
between pairs of team members was most influential to team success (Figure 5.B). Thus each RQA method yields at
least some unique information for understanding team-level eye gaze dynamics.

Limitations and Future Directions. While RQA is a powerful tool for studying the symbolic dynamics of team
members during CPS tasks, our study is not without its limitations. For instance, since the CPS data set we used was

collected in a lab environment, our results may not fully translate to teams in more naturalistic environments. Another
13
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issue is that our results are most likely dependent on the size of the grid we chose for quantifying participant screen
gaze dynamics. While we believe that the 10x10 grid creates a balance between minimizing the size of each region for
sensitivity and allowing regions to be large enough so that recurrence may be studied, changes in grid size may change
the results of our analyses. It is also possible that individual or team-level covariates beyond prior physics knowledge,
gender, and race may influence our calculated RQA metrics (e.g., experience working in a team, leadership ability, or
gaming experience), none of which were included in this study. A future direction for this research would be to include
more aspects of team composition (diversity and knowledge) as predictors of team dynamics and possibly perform a
mediation study to understand how team composition may influence team success through team dynamics.

Another possible future direction for this research is to utilize entire recurrence matrices as predictors of team
success instead of just metrics derived from each matrix. That is, each recurrence matrix plot (e.g., Figure 1) could be
fed as an image into deep convolutional neural networks. In theory, this would mean that every possible feature in an
RQA matrix would be used to predict team success instead of just ones defined by humans. Other researchers have
used this technique for modeling EEG signals and in mechanical applications, but to our knowledge this has not been
explored in the context of team collaboration dynamics [16, 18].

Conclusion We have shown that RQA-based methods are useful tools for studying team-level gaze dynamics
during active CPS tasks involving a shared screen and that team eye gaze dynamics derived from RQA are surprisingly
robust to differences in team composition. Though results demonstrate that different RQA approaches yield similar
information for predicting team outcomes, we contend that certain RQA approaches are preferable to others. We argue
that, while informative, aggregation of individual level dynamics prior to conducting an ARQA analysis is an overall
poor choice as too much information is lost during this aggregation process, making finding meaningful relationships
and interpretations difficult. Instead, we suggest that researchers aggregate pairwise metrics (CRQA) or use methods
which do not aggregate at all (MdRQA) when studying team-level dynamics in a CPS context for ease of interpretation.

In this work, we argue that a holistic approach to studying multiparty interactions in CPS is essential for understanding
how team-level collaboration dynamics lead to beneficial outcomes. We have shown that RQA is a useful technique for
holistically studying multiparty effects in teams in the unimodal case (eye gaze dynamics), but a deeper exploration of
the capacity of RQA to explain complex team dynamics in multimodal and real-world contexts is needed. We hope
that the explanation of RQA and application of RQA analysis to collaborative problem solving will be helpful to
other CPS researchers and helps pave a path towards more holistic multimodal and multiparty research in the future.
Acknowledgments. This research was supported by the NSF National Al Institute for Student-Al Teaming (iSAT)
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