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ABSTRACT

This tutorial will provide an overview of recent advances on neuro-
symbolic approaches for information retrieval. A decade ago, knowl-
edge graphs and semantic annotations technology led to active
research on how to best leverage symbolic knowledge. At the same
time, neural methods have demonstrated to be versatile and highly
effective.

From a neural network perspective, the same representation
approach can service document ranking or knowledge graph rea-
soning. End-to-end training allows to optimize complex methods
for downstream tasks.

We are at the point where both the symbolic and the neural
research advances are coalescing into neuro-symbolic approaches.
The underlying research questions are how to best combine sym-
bolic and neural approaches, what kind of symbolic/neural ap-
proaches are most suitable for which use case, and how to best
integrate both ideas to advance the state of the art in information
retrieval.

Materials are available online: https://github.com/laura-dietz/
neurosymbolic-representations-for-IR
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1 MOTIVATION

Being able to reason on what is relevant for an information need is
important for all kinds of information retrieval tasks: web search,
question answering, dialogues, image search, task assistance, or
e-commerce. As traditional keyword-matching approaches are suc-
cessively being replaced with neural-representation approaches
[1, 2], the question is whether symbolic approaches still have merit
and how it can be combined with neural approaches.

A decade ago, advances in knowledge graphs and semantic anno-
tations, such as via entity linking, led to significant improvements
in text ranking tasks [3, 4]. These, in turn, set new standards for
entity-oriented downstream tasks like question answering [5, 6].
Now, neural representations for semantic annotations or other
kinds of symbols have taken hold in the field of knowledge manage-
ment. The information retrieval community is split into research
that solely relies on neural representations (abandoning symbols
altogether) and research that integrates neural and symbolic ap-
proaches.

Symbolic approaches have been studied in information retrieval
over the years. The IR community has had a continued interest in
entity retrieval tasks [7-9]. Sometimes, information needs are best
answered using knowledge from external databases [10]—other
times text can contextualize knowledge [11]. Furthermore, effec-
tive query expansion via pseudo-relevance feedback relies upon
approaches that analyze retrieved documents—and reason about
why these are relevant.

2 OBJECTIVES

The goal of this tutorial is to inspire more IR researchers to include
symbolic approaches into their neural ranking algorithms. By con-
solidating findings and initiate a synergistic transfer across different
IR-relevant use cases with respect to neuro-symbolic approaches.
Given the abundance of entity-bearing search queries asked on
web search engines or entity-centric questions asked to chatbots,
there is a clear potential for improvement. However, incorporating
symbolic knowledge requires a few extra steps in the pipeline. We
will educate the audience on those steps, how to best implement
them, along with empirical results on what works and what doesn’t.

3 FORMAT AND DETAILED SCHEDULE

In this full-day tutorial, we will provide different perspectives on
neural-symbolic methods, provide different perspectives on the
topic, and discuss customizations for different use cases.
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Our goal is to provide useful information to a wide variety of
audiences. The first part of the tutorial will be introductory, de-
signed to bring audience members up to speed who have only basic
knowledge in neural representations and/or symbolic approaches,
such as knowledge graphs and entity linking.

The second part will of interest to both a beginners and intermedi-
ate audience, where different speakers provide their own perspective
on the topic and look at different use cases where we need to reason
on what is relevant.

To conclude the tutorial, we will invite all speakers and some ad-
ditional guests to a panel discussion. Our goal is to spur a discussion
of what works where, when, and why.

1. Knowledge Graphs and Entities. (2h)

Neural Text Representations and Semantic Annotations.

BERT and other large neural language models (LLMs) of text
have led to tremendous increases in performance improve-
ments. LLM-based document re-ranking models are either
based on Siamese-models like the Duet Model [12], or trans-
formers, such as mono-BERT or duo-BERT [2]. We also cover
neural query expansion [13] and query rewriting [14]. At
their core, all these methods rely on metric learning abili-
ties of neural networks, placing relevant documents close to
queries, just like auto-regressive LLMs place the next word
close to previous words.
The task of Entity Linking [15] (aka Wikification) is to an-
notate unstructured text with detected and disambiguated
entity identifiers. Such entity links in the text can serve as a
set of logical symbols to reason with. The entity links also
provide a means to align the text with nodes in a knowledge
graph to perform inferences in. Neural alignment methods
allow the utilization of information in text and symbols for
better ranking quality, such as EM-BERT [7].

Knowledge Graphs and Question Answering. Knowledge
graphs provide background information that can be directly
accessed and reasoned with. For example, a question can be
given in arbitrary natural language, which should then be
translated to a corresponding structured query (for exam-
ple, in SPARQL) and executed on a given knowledge graph.
The currently best approaches for solving this problem [6]
are all inherently neuro-symbolic: the knowledge is given
in strongly structured (symbolic) form, yet the learning is
neural. Correspondingly, the challenges are twofold. The
symbolic challenge is to understand the nature of the struc-
tured queries, which are often surprisingly complex and
non-trivial—even for seemingly simple questions. The neu-
ral challenge is to learn a high-quality translation model that
can handle also complex questions and requires little super-
vision. There has been impressive progress on this problem
over the last decade, but the problem is still very far from
being solved satisfactorily.

Ranking Wikipedia Entities/Aspects. Given a query and a
knowledge graph, the entity ranking task is to retrieve and
rank entities from the knowledge graph according to their
relevance to the query. Entity ranking has also been shown
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to be useful for tasks that require an explicit semantic under-
standing of text [16]. Two broad directions for entity ranking
are (1) Non-neural approaches that leverage symbols and
semantic annotations in text, and (2) Neural approaches that
leverage dense representations of entities learnt using neural
networks. Finally, we discuss future directions for learning
better entity representations for IR.

2. Neuro-Symbolic Foundations. (75 min)

Infusion of Symbolic Knowledge into Text Representation.
Knowledge can be used to enhance text representations
learned from raw texts. Related concepts in a knowledge
graph can be incorporated into text representations so that
one can match texts with similar concepts. Various approaches
have been proposed to infuse knowledge into text represen-
tations. One can use graph neural networks (GNN) ([17, 18])
to train node representations and combine them with text
representations with BERT [19], or to train a text represen-
tation jointly with knowledge encoding [20-22]. Another
approach injects symbolic relations into texts before training
text representations (e.g. K-BERT [23]). These knowledge
infusing approaches have improved text representations for
text matching and classification.

Reasoning about Relevance. Retrieval models aim to reason
about what is relevant. Hence, we summarize related ideas
from other areas, such as logic-based reasoning in knowledge
graphs as well as Natural Language Inference (NLI). Some
systems include retrieval into their neural inference models,
such as REALM [24]. Following on research on probabilistic
reasoning with neural approaches for logic-based reasoning
in knowledge bases, such as FuzzQE [25]. Chain-of-Thought
reasoners [26] are leveraging neural few-shot learners to
generate well-reasoned arguments.

2. Practical Advantages for Ad Hoc Retrieval. (75 min)

Denoising Dense Representations with Symbols. Currently,
there are three common ways to store pieces of information
in modern search engines: As continuous vectors gener-
ated by dense retrievers, as symbols generated by sparse
retrievers, or as knowledge graphs. All types of representa-
tions show great in-domain effectiveness. However, we will
see that the performance of dense representations degrades
quickly when applied on a different domain than originally
trained for. This behavior is less than ideal for commercial
search engines. We will discuss how symbols from knowl-
edge graphs and sparse representations such as those from
SPLADE [27], can help to reduce the noise of dense retrievers
leading to more resilient approaches.

Explainability for Pseudo-relevance Feedback. Tradition-
ally, pseudo-relevance feedback (PRF/RM3) is a technique to
identify relevant terms for query expansion. This idea has
been generalized to identify relevant entities for expanding
queries with expansion entities [4], or augmenting neural
representations [13].
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In “Explainability” the focus shifts from making correct pre-
dictions to explaining why a prediction was made. One ex-
plainability approach is to analyze model gradients to ap-
proximate input importance [28]. In a PRF setting, such infor-
mation can be used to glean information on why a document
was deemed relevant, with the goal to augment and refine
the search query.

4. Use Cases. (30 mins)

Use Case: Task-based Assistance. Information agents sup-
port complex real-world tasks and must not only retrieve rele-
vant information, but also perform complex tasks using exter-
nal symbolic tools and computation. This requires grounded
reasoning about information and world state that is mul-
timodal across text, images, video, and structured knowl-
edge. Further, they must support the user in explainable
and controllable fashion that involves eliciting structured
information and storing it in personal knowledge graphs
to incorporate structured symbolic constraints (“make it ve-
gan”) as well as being adaptable to mood, situation, and skill
level.

Use Case: Generating Relevant Articles. Some usage sce-
narios ask for long, multi-faceted answers without the need
for a user to interact. The goal is to foresee obvious next
questions, and be forthcoming with such information with-
out being explicitly asked. To satisfy this use case requires
to solve a range of inter-dependent tasks: (1) high-recall re-
trieval with broad coverage, (2) query-specific clustering for
subtopic-detection, (3) organization of content into a sequen-
tial structure, and (4) summarization and natural language
generation.

4. Discussion Panel. (1h): The goal is to identify synergistic op-
portunities across different use cases. We are discussing approaches
that (according to the literature) are supposed to work, but do not
yet yield satisfactory results, leaving ample room for improvement.
We also debate some controversial questions, such as “Since we
have neural text representations, do we really need symbolic ap-
proaches?” The tutorial presenters and panel speakers are selected
because they represent a broad spectrum of expert opinions on the
topic.

4 PRESENTERS

Laura Dietz, Associate Professor, University of New Hampshire
(main contact). Dr. Dietz focuses on integrating relevance-oriented
tasks, using full-text search, Wikipedia knowledge, semantic an-
notations, along with organizing and generating content based on
subtopics. She organized the KG4IR Tutorial and Workshop Series
(ICTIR 2016, WSDM 2017, SIGIR 2017, SIGIR 2018) and the TREC
Complex Answer Retrieval track (2017-2019).

Hannah Bast, Full Professor, University of Freiburg. Dr. Bast works
on all aspects of information retrieval, with a focus on efficiency,
ease of use, and fully functional systems. Her search systems power
DBLP, Google Maps, and maybe soon Wikidata. Her work com-
bines indexing and search in full text and structured knowledge for
downstream applications such as question answering.
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Shubham Chatterjee, Research Associate, University of Glasgow.
Dr. Chatterjee focuses on neural entity-oriented information re-
trieval and extraction, particularly text understanding using entities
and entity ranking. His goal is to build an intelligent search system
that can answer open-ended information needs.

Jeff Dalton, Senior Lecturer, University of Glasgow. Dr. Dalton
focuses on methods for effectively leveraging knowledge for com-
plex information-seeking tasks. His work on entity-based query
feature expansion published at SIGIR in 2014 is one of the first to
demonstrate the effectiveness of using general-purpose knowledge
graphs for search. He is a Turing AI Acceleration Fellow at the
Turing Institute with a prestigious UKRI fellowship, and the lead
organizer of the TREC Conversational Assistance track.

Jian-Yun Nie, Full Professor, University of Montreal. Dr. Nie is
interested in all aspects of semantic matching based on reasoning
and knowledge. He has worked on logical IR models and neural
models based on knowledge graphs and applied them to various
tasks such as medical IR. He has served for many conferences,
including as SIGIR 2019 PC chair.

Dr. Nogueira, Consultant and Adjunct Professor, UNICAP Univer-
sity in Brazil. Dr. Nogeira will be speaking about his pioneering
work on using Transformers for search, with many central publica-
tions such as monoT5, doc2query, and InPars, and is a co-author of
the book "Pretrained Transformers for Text Ranking." After several
years in academia, he is now consulting search engine companies.
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